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IN BRIEF

This volume of the LLE Review, covering the period October–December 1991, contains articles on the analysis of argon-filled target experiments, and a theoretical analysis of the impact of nonlocal heat transport in laser filamentation in plasmas. In the Advanced Technology section there is an article on mechanisms that affect thin-film conductivity, and a report on the gain characteristics of the 20-cm SSA prototype amplifier to be used in the OMEGA Upgrade. Finally, the activities of the National Laser Users Facility and the GDL and OMEGA laser facilities are summarized.

Highlights of the research reported in this issue are

- Argon radiation from argon-filled, polymer-shell targets is used as a core-temperature diagnostic and density diagnostic of the surrounding region in a regime where the argon line radiation is strongly absorbed.

- A theoretical analysis of the impact of nonlocal heat transport on laser filamentation in plasmas is developed. The resulting model is compared with experimental observations and the implications for ICF are discussed.

- A study of thermal conductivity in thin films seeks to identify mechanisms that result in degradation of thin-film conductivity. Identifying these mechanisms can lead to changes in thin-film manufacture that will improve their resistance to laser damage.
The gain characteristics of the 20-cm SSA prototype amplifier have been measured. The amplifier has been found to meet or exceed its design goals.
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PUBLICATIONS AND CONFERENCE PRESENTATIONS
Eduardo Epperlein, Research Scientist, presents simulation results of laser filamentation based on the two-dimensional electron Fokker-Planck code SPARK. The code predictions have been successfully compared with filamentation experiments in underdense plasmas.
Section 1
PROGRESS IN LASER FUSION

1.A Interpretation of Recent Argon Experiments on OMEGA

Argon-filled polymer shell implosions are of interest because, unlike fuel-filled shells, they can be diagnosed using line-spectroscopy methods. In addition, the deceleration instability may be mitigated in these targets because of the high target-core density. Polymer shells have the important advantage over glass targets in that they attenuate argon lines to a much lesser extent. However, recent experiments have shown that the argon lines are very strongly absorbed by a cooler argon plasma surrounding the core. Therefore, the density diagnostics of the core are lost. However, we show here that the absorption can in turn be used to diagnose that cooler argon region. We also show that radiation at wavelengths away from absorption lines is little attenuated by the cooler argon, and it can yield information about the hot core, primarily its temperature.

Four regions in an imploded argon-filled CH shell are shown schematically in Fig. 49.1. The regions are (a) the hot central core, emitting a strong continuum, (b) a cooler argon region surrounding the core, where the absorption lines in partially ionized argon are formed; the helium-like and hydrogen-like argon lines emitted in region (a) are also strongly absorbed here, (c) the compressed, low-temperature part of the polymer shell, and (d) the ablated, laser-heated part of the polymer shell.

Hydrodynamic mixing between adjacent target regions may adversely affect target performance, and some evidence to that effect, in the existing data, will be described.
Fig. 49.1
Schematic representation of relevant regions in the argon-filled CH shell target. Argon lines emitted in region (a) are absorbed within region (b).

The data is from a series of shots taken as a part of NLUF experiments conducted by C. F. Hooper of the University of Florida (jointly with an LLE group) and reported in Ref. 1. In these experiments, argon-filled plastic shells of diameter 250 μm and thicknesses of 6, 8, 10, and 12 μm were imploded with 600-ps FWHM, 1200-J laser pulses. The targets were filled with 20 atm of argon and were coated with 0.05 μm of aluminum. The 24 OMEGA beams were smoothed by spectral dispersion (SSD) at a frequency of 8.45 MHz with a bandwidth Δλ/λ = 2.7 x 10^{-4}. The results are shown in Figs. 49.2 and 49.3. Figure 49.2 shows the time-integrated spectra for shots 20876, 20878, 20882, and 20886. The experimental parameters for these shots were similar, except for the shell thicknesses of 6, 8, 10, and 12 μm, respectively. Figure 49.3 shows the streaked spectrum for shot 20878 (8-μm thickness).

Absorption Lines in Argon Ions

The most striking feature in these figures is the absorption lines in the range 2.9–3.1 keV, formed within the continuum emitted by the hot target core. These lines are due to 1s–2p transitions in argon ions having n electrons (n = 0–7) in the L shell. They have been used in the past to determine the ρΔr of the absorption region within the shell. Here, the absorption region is within the fill gas rather than the shell (the CH shell has no absorption lines because it is mostly stripped of electrons; even if it were not stripped, the strong photoionization absorption at the low-energy position of the carbon lines would wipe out any line-absorption features). The absorption in argon is strong enough to cause extinction, i.e., in the region of flat spectrum (around 3.05 keV) essentially all the core-emitted photons are absorbed on the way out. In that case, only a lower bound on the ρΔr of the absorption region can be obtained.
Fig. 49.2
Time-integrated spectra for shots 20876, 20878, 20882, and 20886. The experimental parameters for these shots were similar, except for shell thicknesses of 6, 8, 10, and 12 µm, respectively. The four spectra are shifted vertically for clarity. The zero (i.e., film background) level for these spectra is essentially that of the lowest density around 3.08 keV.

The temperature in the absorption region can only be estimated because of the extinction caused by strong line absorption. When the $p\Delta r$ of the absorbing layer is sufficiently small, the intensity contour of the group of absorbing lines is obtained, which yields the distribution of charge states, hence the temperature. In fact, a similar absorption manifold within a thin layer in the shell had no extinction and enabled us to estimate the temperature in the cold part of the shell. A more precise determination of the temperature of the absorption layer in the present case may become possible with a lower argon fill pressure, which will reduce the absorption in these lines.

The progression to thicker shells in Fig. 49.2 [curves (a)-(d)] indicates an increasing $p\Delta r$ of the absorbing region [(b) in Fig. 49.1]. This is evidenced by the observation that at any wavelength, the emitted intensity goes down with increasing shell thickness, until extinction is reached. However, code simulations for these experiments have shown that the total argon $p\Delta r$ should decrease with increasing shell thickness. This point should be further studied; it could be that because the temperature falls with increasing shell thickness, the total argon $p\Delta r$ decreases even as the $p\Delta r$ of the cold layer increases.
We next estimate a lower bound on the \( \rho \Delta r \) of the argon absorption layer, using the equation:

\[
\rho \Delta r = \frac{mcM_i}{\int \frac{n}{\pi e^2} \alpha \ln \frac{I_0}{I_v} dV}.
\]  

(1)

Here \( M_i \) is the ionic mass, \( \alpha \) is the fraction of the ions in the ground state, \( I_0 \) is the unabsorbed intensity level (read outside the spectral region of absorption lines at, say, 2.95 keV), and the integral is over the intensity \( I_v \) of each absorption line. The absorption oscillator strength \( f \) has to be averaged over the lower-state levels as well as summed over the upper-level states (of which there can be a few tens, \(^4\) within each absorption line in Fig. 49.2). Equation (1) gives the \( \rho \Delta r \) of one ionic species, using a single absorption line in Fig. 49.2; the total \( \rho \Delta r \) is obtained by summing the (deconvolved) contributions from all the observed absorption lines. For lines showing extinction (i.e., a flat intensity level) a lower bound on the corresponding \( \rho \Delta r \) is obtained by assuming that they just broaden enough to merge with their neighboring lines. Using this procedure we estimate \( \rho \Delta r \geq 3.2 \text{ mg/cm}^2 \). Two correction factors need to be applied, one is a finite-temperature correction \(^5\) and the other a fluorescence correction. \(^6\) Both corrections increase the estimated \( \rho \Delta r \) and the corrected estimate becomes \( \rho \Delta r \geq 5 \text{ mg/cm}^2 \).
To compare this estimate with the simulation results, we show in Fig. 49.4 the predicted temperature and density profiles for shot 20886 [spectrum (d) in Fig. 49.2]. The range of temperatures \( T \leq 500 \text{ eV} \) is consistent with the ionization of argon ions up to the He-like charge state; thus, this is where the absorption lines of Fig. 49.2 would be formed. According to Fig. 49.4 the absorbing region extends from a radius of 15 \( \mu \text{m} \) outwards, and its \( N_\Delta r \) value is \( \sim 1 \times 10^{21} \text{ cm}^{-2} \). For an average ionization of \( Z = 14 \) (B-like argon), this corresponds to \( p_{\Delta r} = 4.7 \text{ mg/cm}^2 \), in good agreement with the value estimated from the experiment. A detailed atomic-population calculation should improve the precision of the predicted \( p_{\Delta r} \).

An additional interesting feature related to the absorption lines is seen in the time-resolved data of Fig. 49.3. Around the time of peak compression there is a strong flare-up of continuum radiation at energies above the He\( _{\alpha} \) line, caused by an increase in both the temperature and the density of the argon core. The absorption lines of Fig. 49.2 are seen in Fig. 49.3 for a brief period of time following peak compression (defined as the time of maximum continuum intensity). Obviously, when the continuum decays because of target expansion and cooling, the absorption lines should also disappear. However, Fig. 49.3 shows their appearance lags behind the onset of rise in the continuum intensity. When the continuum is already intense but the absorption lines have not yet appeared, the absorption is sufficiently high to cause extinction of all radiation, even at wavelengths between the absorption lines. As a comparison, Fig. 49.5 shows two predicted time-resolved spectra in the spectral range where the absorption lines appear. The figure shows that indeed the absorption lines should appear only after a complete extinction at the time of peak compression. The time difference between the two spectra in Fig. 49.5 is 38 ps; this is consistent with
Fig. 49.5
The LILAC-predicted time-resolved spectra, in the spectral range where the absorption lines appear: (a) at the time 554 ps after the peak of the pulse, and (b) 38 ps later. Good agreement is seen with the experimental data of Fig. 49.3: complete absorption in the spectral range 3.0-3.1 keV, followed by the appearance of absorption lines.

Fig. 49.3, where the time of complete extinction precedes the time of absorption-line appearance by \( \lesssim 80 \) ps. A close examination of the code results shows that this decrease in absorption is caused by the shock reflection at the target center. When the converging shock reaches the center [about the time of Fig. 49.5(a)], the hot central core becomes surrounded by a cooler, absorbing argon. However, at the time of Fig. 49.5(b), the reflected shock reaches the peripheral argon layer and heats it, thereby reducing its absorptivity.

Helium-like and Hydrogen-like Argon Lines

The lines of helium-like and hydrogen-like argon, unlike the lines studied in the preceding section, can appear in absorption as well as in emission. Thus, these lines represent a special case. They are emitted in plasma regions where the temperature is high enough for the excitation by electron collisions of \( 1s-2p \) transitions, which leads to \( 2p-1s \) spontaneous line emission. On the other hand, the ions with some electrons in the \( L \)-shell (Li-like and lower ionizations) exist in low-enough temperature regions, where electrons cannot excite \( 1s-2p \) transitions. However, the continuum radiation from the hot core can excite these transitions, thus forming the observed absorption lines. The resulting emission following such excitation (or fluorescence) merely causes a small reduction in the depth of the absorption features.\(^6\)

The diagnosis based on helium-like and hydrogen-like argon lines is further complicated by the existence of argon in the CH shell. In fact, the strong and narrow emission argon lines in Figs. 49.2 and 49.3 are deemed to be emitted...
mainly by the argon in the polymer shell, rather than by the argon fill gas. This conclusion follows from the observation in Fig. 49.3 that the intensity of these lines peaks earlier than peak compression, and that even for a modest compression they would have been much broader (see the following) if originating from the argon fill gas. If the argon emission lines in Figs. 49.2 and 49.3 are indeed emitted primarily in the shell, then subtracting them out leads to the conclusion that the argon lines emitted by the core are absorbed by the cooler argon layer [region (b) in Fig. 49.1], thus do not emanate from the target. This is indeed the predicted behavior, as shown in Fig. 49.6, showing the calculated spectrum around peak compression for the 12-μm-thick shell implosion. Argon fill gas was assumed to uniformly fill the shell, including the wall. The argon in the wall gives rise to emission lines, which appear very narrow because of the lower $p\Delta r$ in the shell. These narrow lines are superimposed on Stark-broadened argon lines that appear in absorption, because even the continuum at the wavelengths of the argon lines is absorbed by the cooler argon layer. The predicted (Fig. 49.6) and measured (Fig. 49.2) argon lines compare quite well, especially when we allow for the instrumental broadening of the argon lines from the shell, which was not included in the simulation of Fig. 49.6. In particular, curve (d) in Fig. 49.2 shows what appears to be the high-energy wing of an absorbed $\text{He}_\text{I}$ line (around 3.15 keV). This is an indication of broad absorption profiles of argon resonance lines, which are masked by the emission of narrow lines from the argon in the shell; this is particularly the case for the $\text{He}_\text{I}$ line.

A more conclusive measurement will be attempted with the $\text{He}_\text{II}$ line at 3.68 keV, which was outside the range of the spectra in Figs. 49.2 and 49.3. As Fig. 49.6 shows, the Stark broadening of this line is much larger. Measuring this

![Fig. 49.6](image-url)

The calculated spectrum around peak compression for the 12-μm-thick shell implosion. Argon fill gas was assumed to uniformly fill the shell, including the wall. The code correctly replicates the absorption in the spectral range 3.0–3.1 keV (see Fig. 49.2) as well as the narrow line emission caused by argon trapped within the polymer shell.
line profile could have demonstrated the existence of two distinct line-profile components: narrow emission line coming from the shell, and a broad profile formed in the cooler argon layer. The density in the absorption region can then be directly determined from the absorption Stark profile.

It is interesting to compare the results discussed here with an earlier experimental series where argon-filled polymer shells were also used.\textsuperscript{7} In that series, bigger and thinner shells were imploded with a higher-energy laser, which was not smoothed by spectral dispersion (but DPP's were employed). Typically, shells of diameter 420 \textmu m and thickness 6 \textmu m were filled with 10-atm argon fill pressure and imploded with 1700-J laser pulses of 680-ps FWHM. An overcoat layer of 0.05-\textmu m Al was also applied to the targets. There is a striking difference between the results in that series and those of Fig. 49.3. There (Fig. 2 of Ref. 7), strong and broad argon lines appear in emission, whereas such lines are missing completely in Fig. 49.3. In the code-calculated spectrum for the conditions of Ref. 7, the He\textalpha line is predicted to be totally absorbed (except for a narrow-line emission from the shell). This striking disagreement with the code may be because of mixing of target layers (a) and (b) (Fig. 49.1) in that earlier series of experiments. To observe absorption lines, the hot core should be totally surrounded by the cooler layer, and mixing of the two layers enables the inner radiation to escape with little absorption. On the other hand, both the He\textalpha and the Ly\textalpha core-emitted lines in Figs. 49.2 and 49.3 agree with the predictions of Fig. 49.6, after subtracting out the narrow lines caused by the argon in the shell: both appear in absorption.

Argon Core Continuum Emission and Absorption

In addition to the spectral-line diagnosis described previously, the continuum emission and absorption can also be a source of information. The continuum emitted by the hot argon core [region (a) in Fig. 49.1] can be absorbed on its way out, primarily in region (b). Absorption on 1s–2p transitions leading to the appearance of absorption lines in the spectrum was dealt with previously. Here we turn to continuum absorption, primarily caused by the photoelectric effect.

The total continuum absorption in cold argon in the range 2.8–3.5 keV is shown in Fig. 49.7. Below the K-edge at 3.2 keV the continuum absorption is insignificant in comparison with the line absorption in the same spectral region. However, there is no line absorption below the F-like absorption peak around 2.96 keV, because for Ne-like and lower ionizations, no 1s–2p transition into the full L-shell is possible. Because of the rise in continuum bound-free absorption towards lower photon energies (like $v^{-3}$), at some point below 2.95 keV the absorption in the cool argon layer will be strong enough to cause the observed continuum (emitted by the hot argon core) to start declining. In Fig. 49.2 it appears as if that indeed is the case for the 12 \textmu m shell. However, because of overlap of spectra caused by reflection from different crystal planes, no firm conclusion can be drawn. We can estimate the expected attenuation at 2.9 keV, within the cool argon layer, based on the $\rho\Delta r$ for that layer, as estimated previously. The opacity of cold argon at 2.9 keV is 190 cm\textsuperscript{2}/g. Since the L-shell of ions in the absorption layer is on the average half empty (the sequence of species corresponding to the absorption lines in Fig. 49.2 have
Fig. 49.7
The total continuum absorption in cold argon in the range 2.8–3.5 keV. The strong continuum observed above 3.2 keV (Fig. 49.3) is because of the ionization of the argon in region (b) of Fig. 49.1.

from 2 to 7 electrons in the L-shell). Thus, the opacity at 2.9 keV is \(-95 \text{ cm}^2/\text{g}\), and the \(\rho\Delta r\) of 5 mg/cm\(^2\) gives an attenuation by a factor of \(\exp(-0.47) = 0.6\).

Above the K-edge, the opacity of cold argon increases abruptly (Fig. 49.7) but the core-emitted continuum is nevertheless very intense (see Fig. 49.3). This indicates that very little of the argon in the cool layer is cool enough to be neutral. To further explain this, we start by determining the positions of the K-edges for argon ions. Since they are not tabulated in the literature, we rely on published\(^8\) K, line energies in ionized argon. As an example, the method of determining the K-edge energies is shown schematically in Fig. 49.8 for the Be-like argon ion. The energy difference between the states (A) and (B) is just the tabulated\(^8\) K, line energy for Li-like argon; the energy difference between states (B) and (C) is the tabulated\(^9\) ionization energy of Be-like argon. Thus, by adding the two we obtain the energy difference between (A) and (C), i.e., the K-edge energy for Be-like argon.

![Fig. 49.8](image)

Schematic representation of the method of determining the K-edge energies of argon ions (here, the Be-like argon).
argon. The tabulated results in Fig. 49.8 show that for all the argon ions known to exist in the absorbing layer (i.e., F-like and higher ionizations), the corresponding K-edges fall outside the spectral range of Fig. 49.2. Thus, if no lower ionizations than F-like exist in the shell (which would be true if the shell temperature is at no place lower than \(-50\) eV), no K-shell photoionization absorption will occur in the spectral range of Fig. 49.2. Extending the measurement to higher photon energies than those of Fig. 49.2 may not reveal the absorption edges corresponding to these K-edges either. This is because the absorption is divided among the various argon-ionic species, each having an edge at a different spectral location. The opacity above the cold K-edge (Fig. 49.7) is \(10^3\) cm\(^2\)/g, which for a \(p\Delta r\) of 5 mg/cm\(^2\) would yield an attenuation by a factor \(\exp(-5)\); however, divided among, say, 10 species, the attenuation at any edge will only be about \(\exp(-0.5)\). It should be noted that the increase in continuum intensity near 3.35 keV is instrumental and is caused by an increase in film sensitivity (the LIII edge of silver is at 3.35 keV).

Based on the previous conclusion that target region (b) (in Fig. 49.1) is quasi-transparent to the continuum for energies above \(-3.15\) keV, the temperature of the hot argon core can be determined through the slope of the observed continuum emission in that spectral region. Figure 49.2 indicates that the temperature falls for increasing shell thickness, as predicted; however, a more quantitative temperature determination should await the overcoming of the crystal reflection overlap problem. Coupled with this temperature determination, the relative intensity of the continuum can be used to estimate the change in the \(p\) of the hot argon core region, for increasing shell thickness.

In conclusion, the diagnosis (with argon spectroscopy) of compressed targets having core-temperature gradients requires special care. In the case of high fill pressure of argon (several atmospheres), the argon lines will appear in absorption and yield information on the conditions (primarily the density and the \(p\Delta r\)) of the peripheral argon layer. On the other hand, the continuum radiation can yield information on the conditions (primarily the temperature) of the central argon core. For an argon fuel mixture where the argon constitutes a sufficiently small fraction, the argon lines will appear in emission and provide diagnostics information on the conditions of the central core.
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1.B Nonlocal Heat-Transport Effects on the Filamentation of Light in Plasmas

Laser filamentation is potentially a serious problem for future inertial-confinement-fusion (ICF) schemes that produce long-scale-length plasmas. The filamentation process occurs as a result of spatial variations in the incident laser irradiation on target that form self-focusing density channels along the direction of propagation. The instability is referred to as ponderomotive or thermal, depending on whether the density channels are created primarily by ponderomotive or thermal forces. Some undesirable consequences of filamentation are the triggering of parametric instabilities and the production of nonuniform ablation pressures in direct-drive ICF.

A recent kinetic analysis of filamentation has shown that the thermal mechanism dominates over the ponderomotive mechanism for most cases of interest to ICF. This result comes from a reduction in the electron thermal conductivity for temperature variations over distances shorter than about 200 \( \lambda_e \), where

\[
\lambda_e = T^2 / \left[ 4 \pi ne^4 (Z + 1)^{1/2} \ln \Lambda \right]
\]

is the delocalization length, or mean free path, of a thermal electron (\( T \) is the electron temperature, \( n \) is the electron number density, \( e \) is the magnitude of the electron charge, \( Z \) is the ionization number, and \( \ln \Lambda \) is the Coulomb logarithm). A reduced thermal conductivity results in larger temperature modulations, driving larger density modulations and enhancing the instability. This analysis has since been confirmed by 2-D Fokker-Planck (FP) simulations, using the SPARK code, which also reproduce well the filamentation experiments performed by Young et al. (1988). Successful comparisons between SPARK simulations and experiments also provide indirect evidence of flux inhibition in a laser-fusion plasma corona.
The aim of this article is to (a) improve our understanding of nonlocal heat transport and check the accuracy of the reduced form of the FP equation used in our analysis, (b) review and improve the kinetic theory of laser filamentation, (c) provide a comparison between 2-D SPARK simulations and recent filamentation experiments by Young (1991), and (d) discuss the implications of laser filamentation for the design of future ICF targets. The main conclusions are then presented.

Nonlocal Heat Transport

It is well known that for strong temperature gradients, such as are found in ICF plasmas, the electron heat flow can become inhibited when compared with the classical value \( q_{\text{SH}} = -\kappa_{\text{SH}} VT \) (where \( \kappa_{\text{SH}} \) is the classical Spitzer-Härm (SH) heat conductivity). One popular solution to this problem has been to limit the SH heat flow to some fraction \( f \) of the "free-streaming" heat flow \( q_f = nm v_f^3 \) (where \( m \) is the electron mass and \( v_f = \sqrt{T/m} \)), by setting \( q = q_{\text{SH}} / (1 + |q_{\text{SH}}|/q_f) \).

A more subtle, yet important, heat-flow reduction effect has been shown to arise even for arbitrarily small levels of heat flow \( |q_{\text{SH}}| < q_f \), provided the corresponding spatial temperature-modulation wavelength \( \lambda_\perp \) is less than about 200 \( \lambda_e \). The appropriate reduction in the heat conductivity has been recently calculated for the case where a spatially modulated inverse-bremsstrahlung heating source is balanced by heat conduction in a homogeneous plasma with fixed ions. More specifically, SPARK has been used to calculate the effective heat conductivity \( \kappa \), defined by the energy balance equation \( k^2 \kappa \delta T = \delta \dot{S} \), where \( k \equiv 2\pi / \lambda_\perp \) is the modulation wave number, and \( \delta T \) and \( \delta \dot{S} \) are the amplitudes of the temperature and heat source modulations, respectively. The result of the calculations are shown in Fig. 49.9, where we plot \( \kappa/\kappa_{\text{SH}} \) as a function of \( k \lambda_e \). As expected, in the collisional limit \( (k \lambda_e \rightarrow 0) \), \( \kappa \rightarrow \kappa_{\text{SH}} \).

The strong reduction in conductivity when \( k \lambda_e > 0.03 \) is because there are two main groups of electrons: a thermal group, which is representative of the plasma temperature, where most of the collisional heating (caused by inverse bremsstrahlung) is absorbed; and a suprathermal group, with velocities close to 3.7 \( v_f \), which is responsible for carrying most of the heat flow. In fluid theory, these two groups are assumed to be coupled by a single Maxwellian electron distribution in velocity. However, in practice, if the characteristic mean free path of the heat-carrying group is longer than the relevant spatial scale length \( \lambda_\perp \) in our case, these electrons will become decoupled from their thermal counterpart and establish a uniform distribution in configuration space. The reduction in the spatial gradient of the electrons at 3.7 \( v_f \) will then lead to a reduction in the effective heat conductivity. Since the mean free path of an electron is proportional to \( v^4 \), it is not surprising that this nonlocal transport effect becomes important for \( \lambda_\perp \leq 200 \lambda_e \) (instead of \( \lambda_\perp \leq \lambda_e \), where \( \lambda_e \) is defined for a thermal electron).

In order to obtain more insight into the heat-flow process, let us first consider the Legendre expansion of the electron distribution function in one dimension.
Fig. 49.9
Ratio of the effective conductivity $\kappa$ to the Spitzer-Härm conductivity $\kappa_{SH}$ as a function of $k_L\lambda_n$, where $k_L$ is the perturbation wave number and $\lambda_n$ is the delocalization length. Solid circles correspond to SPARK results [in the $(f_\infty,f_1)$ approximation], and the solid curve is a numerical fit to that data. The effect of using higher-order Legendre modes in SPARK is shown by the open circles.

\[
f(x,u,t) = f_\infty(x,u,t) + \mu f_1(x,u,t) + \ldots,
\]

where $\mu$ is the direction cosine. We now define the electron heat flow in the $x$ direction as follows:

\[
q(x) = \frac{2\pi m}{3} \int_0^\infty d\nu \nu^5 f_1(x,\nu).
\]

In fluid theory, an expression for $f_1$ can be obtained by assuming small departures from the Maxwellian distribution function $f_M$ and truncating the expansion in Eq. (1) after $f_1$ (e.g., Ref. 9), i.e.,

\[
f_1^{SH}(x,\nu) = \lambda_s(\nu) \left( \frac{\nu^2}{2\nu_i^2} - 4 \right) \frac{1}{T} \frac{\partial T}{\partial x} f_\infty(x,\nu),
\]

where

\[
f_\infty = f_M, \lambda_s(\nu) = \nu^4 \left[ 4\pi n (e^2/m)^2 (Z+1) \ln \Lambda \right]^{-1/2}
\]

is the 90° angular scattering mean free path. [For simplicity, Eq. (3) is given in the high-Z limit.] Substituting Eq. (3) into Eq. (2) yields $q_{SH}$ and hence $\kappa_{SH}$. However, as indicated earlier, nonlocal transport effects can lead to departures from a Maxwellian that invalidate the use of Eq. (3). Using the FP code SPARK, we have calculated the self-consistent $f_\infty$ that leads to the modified heat flow. In particular, we have calculated the integrand of the general heat-flow formula [Eq. (2)], i.e., $Q(\nu) = \nu^5 f_1$. This has been done for the model heat-flow problem of Fig. 49.9.
Figure 49.10 plots $Q(u)$ as a function of $u/u_1$, for three levels of collisionality: (a) $k_L\lambda_e = 0.01$; (b) $k_L\lambda_e = 0.05$; and (c) $k_L\lambda_e = 0.2$. The dashed curve (which is normalized to unity) is based on $f_{SH}^1$, using the calculated temperature from the FP code. Since the areas under the curves are proportional to the respective levels of the heat flow, curves (a)–(c) illustrate the effective reduction in the level of heat flow, relative to $q_{SH}$, as $k_L\lambda_e$ increases. These correspond to the values of $\kappa/\kappa_{SH}$ in Fig. 49.9.

Another important feature of the FP curves is that as the collisionality decreases, i.e., as $k_L\lambda_e$ increases, the characteristic velocity $v^*$ of the main heat-carrying electrons is reduced. Indeed, for $k_L\lambda_e = 0.2$ (curve c) $v^* = 2.6 u_e$ whereas for the classical collisional case $v^* = 3.7 u_e$. So the reduction in the effectiveness of heat flow at short perturbation wavelengths is because the heat is carried mainly by lower velocity electrons, which have higher collision rates.

There are two main approximations in the kinetic treatment of the heat flow adopted in this section. They are the Lorentz approximation (or high-Z) of the collision operator, and the truncation of the Legendre polynomial expansion of the distribution function [i.e., Eq. (1)] after the first two terms.

The first approximation can be partially corrected for by introducing a $Z$-dependent factor in the angular scattering mean free path $\lambda_e$ that yields the exact heat-flow coefficient in the strong collisional limit (see Ref. 5). This has some minor implications for the linear theory of filamentation as discussed in the next section.

The second approximation can also be corrected for by appropriately modifying $\lambda_e$. To do this we first substitute Eq. (1) into the time-independent electron FP equation (in the Lorentz approximation) and linearize the resultant coupled equations with a harmonic perturbation of the form.
\[ f_0(x,u) = f_M(u) + \delta f_0(u) \exp(ik_\perp x), \text{ and } f_1(x,u) = f_1(u) \exp(ik_\perp x), \text{ where } l \geq 1 \text{ refers to the Legendre mode}, \text{ i.e.}, \]
\[ \frac{ik_\perp u}{3} f_1 = C_{ee}(f_M, \delta f_0) + \delta S_{ib}, \tag{4} \]
\[ ik_\perp u \delta f_0 - \frac{e\delta E}{m} \frac{\partial f_M}{\partial u} + \frac{2}{5} ik_\perp uf_2 = -\frac{u}{\lambda_s} f_1. \tag{5} \]
\[ \frac{l}{2l-1}(ik_\perp uf_{l-1}) + \frac{l+1}{2l+3}(ik_\perp uf_{l+1}) = -\frac{l(l+1)}{2} \frac{u}{\lambda_s} f_1. \tag{6} \]

Here, \( \delta E \) is the perturbed electric field, \( C_{ee} \) is the electron thermalization operator and \( \delta S_{ib} \) is the inverse-bremsstrahlung heating operator.\(^\text{14} \) The electron-ion energy exchange is neglected in Eq. (4) since \( m \ll m_i \). After straightforward substitution of Eq. (6) into Eq. (5), it can be shown that the contribution of \( f_2, f_3, \ldots \) into \( f_1 \) can be accounted for by defining a new scattering mean free path \( \lambda_s^* \) as follows:
\[ \lambda_s^* = \lambda_s \left( 1 + \frac{c_2k_\perp^2\lambda_s^2}{1 + \frac{c_3k_\perp^2\lambda_s^2}{1 + \ldots}} \right)^{-1} \tag{7} \]
where
\[ c_l = \frac{4}{(4l^2 - 1)(l^2 - 1)}. \tag{8} \]

Such a correction has been introduced into the FP code SPARK and the calculations shown in Fig. 49.9 have been repeated. The new results, displayed as open circles in Fig. 49.9, fall within 10% of the original results. Thus, for the linearized heat-flow problem considered here, it is justifiable to truncate the Legendre polynomial expansion after the first two terms. This conclusion also appears to hold for a variety of heat-flow problems.\(^\text{11,15} \)

**Analytic Model**

The kinetic theory of laser filamentation has been developed in Ref. 4. Here, we review the model and present some improvements with regard to the \( Z \) dependence.

The analysis follows the conventional approach of linearizing the electromagnetic wave equation using the slowly-varying-envelope approximation and assuming momentum and energy balance.\(^\text{2,3,4} \) The formula for the spatial growth rate \( K \) of the average electric field along its direction of propagation is given by
where $k_\perp$ is the perturbation wave number perpendicular to the direction of propagation, $c$ is the speed of light, $\omega$ is the laser frequency, $n/n_e$ is the ratio of the electron number density to its critical density and $\varepsilon = (1 - n/n_e)$. Factors $\gamma_p$ and $\gamma_T$, representing ponderomotive and thermal mechanisms, respectively, are defined by

$$
\gamma_p = \frac{\text{ponderomotive pressure}}{\text{plasma thermal pressure}} = 9.33 \times 10^{-3} \frac{\lambda_{\text{laser}}^2 (\mu \text{m}) I (10^{14} \text{ W/cm}^2)}{\sqrt{\epsilon (1 + 1/(Z)) T (\text{keV})}}. \quad (9)
$$

$$
\gamma_T = \frac{\text{inverse bremsstrahlung heating rate}}{\text{thermal conduction rate across } (c/\omega)} = 8.95 \times 10^{-9}
$$

and

$$
\gamma_T = \frac{I (10^{14} \text{ W/cm}^2) (Z^*)^2 (\ln \Lambda)^2}{T^5 (\text{keV}) \phi \sqrt{\epsilon}} \left( \frac{n}{n_e} \right)^2, \quad (10)
$$

where $\lambda_{\text{laser}}$ is the laser wavelength, $T$ is the background electron temperature (assumed equal to the ion temperature), $I$ is the incident laser intensity, $\langle Z \rangle$ is the average ionization number (where $\langle \cdots \rangle$ denotes an average over the ion species), $Z^* = \langle Z^2 \rangle / (Z) + \phi = (Z^* + 0.24)/(1 + 0.24 Z^*)$. The ratio of the effective thermal conductivity to the classical SH conductivity has been numerically calculated using SPARK, and plotted in Fig. 49.9. An accurate fit to the results is given by

$$
\frac{\kappa}{\kappa_{\text{SH}}} = \frac{1}{1 + (30k_\perp \lambda_e)^{4/3}}, \quad (12)
$$

where the electron delocalization length is now defined by $\lambda_e = \eta T^2 / (4\pi n e^4 (Z^* + 1) / 2 / \ln \Lambda)$, which differs from an earlier definition (Ref. 4), by the factor

$$
\eta = \left[ \frac{\phi (Z^* + 1)}{4.2Z^*} \right]^{1/2} = \left[ \frac{0.24 + 1.24(Z^*) + (Z^*)^2}{4.2Z^* + (Z^*)^2} \right]^{1/2}. \quad (13)
$$

This factor provides a correction at low $Z$ (e.g., ionized CH has $Z^* = 5.3$; hence, $\eta = 0.83$) to account for the Lorentz approximation in the original SPARK simulations.

It is apparent from Eq. (9) that a reduction in the effective thermal conductivity relative to its classical value will enhance the thermal filamentation growth rate. Equation (12) shows that this occurs for a perturbation wavelength $\lambda_\perp$ less than some transition value defined by

$$
\lambda_e = 60\pi \lambda_e = 3.21 \times 10^3 \frac{T^2 (\text{keV}) \lambda_{\text{laser}}^2 (\mu \text{m})}{\ln \Lambda (Z^*/\phi)^{1/2}} \left( \frac{n_e}{n} \right) \mu \text{m}. \quad (14)
$$

such that when $\lambda_\perp = \lambda_e$, $\kappa/\kappa_{\text{SH}} = 1/2$. 


From Eq. (9) it is straightforward to derive the optimum growth rates for thermal and ponderomotive filamentation. These are, respectively,

$$K_{\text{max}}^{FP} = 9.66 \times 10^{-3} \left( \frac{\ln A}{\epsilon} \right)^{1/2} Z^* T^{3/4} \left( \frac{10^{14} \text{ W/cm}^2}{\epsilon} \right)^{3/4} \left( \frac{n}{n_c} \right)^{5/4} \mu \text{m}^{-1}$$

(15)

and

$$K_{\text{max}}^{p} = 2.93 \times 10^{-2} \frac{\lambda_{\text{laser}} (\mu \text{m})}{\epsilon T (\text{keV})} \left( \frac{I_0 (10^{14} \text{ W/cm}^2)}{(1 + 1/\langle Z \rangle)} \right) \left( \frac{n}{n_c} \right) \mu \text{m}^{-1}$$

(16)

Comparison with the original formulas in Ref. 4 shows slight differences caused by improvements in the Z dependencies currently introduced. These differences are most important for low-Z multi-species plasmas, such as ionized CH, where one should differentiate between $Z = 3.5$ and $Z^* = 5.3$.

**SPARK Simulations**

In this article SPARK is used as a 2-D Eulerian code, which solves the FP equation for the electrons, the ion fluid equations, and the paraxial wave equation for the laser light. Further details have been described in Refs. 16 and 5.

Here, we investigate the recent filamentation experiment reported by Young (1991),7 where a 1.06-μm laser beam with a 100-ps FWHM pulse length was intentionally modulated in space and made to interact with a preformed underdense CH plasma. The resulting density perturbations, which are the signature of filamentation, were detected by means of a short-pulse (<100 ps) probe beam and were estimated to reach about 3%.

The conditions of the background plasma are assumed to be equivalent to those reported by Young et al. (1988) from a LASNEX simulation.8 Following the same prescription used in Ref. 5 we consider a homogeneous temperature of 0.8 keV, and a uniform density in the x-y plane with a parabolic density profile in the z direction approximated by

$$\frac{n}{n_c} = 0.25 \left[ 1 - 0.6 \left( \frac{z}{400} \right)^2 \right],$$

(17)

where the density varies from 0.25 $n_c$ at $z = 0$, to 0.1 $n_c$ at $z = \pm 400$ μm. The interaction beam is modeled by $I(x, t) = I_0(t)(1 + 0.68 \cos k \lambda x)$, where $\lambda_\perp = 40$ μm, and $I(x = 0, t = 0) = 5 \times 10^{13}$ W/cm². The time dependence of $I_0(t)$ is modeled by a Gaussian with a 100-ps FWHM.

In view of the symmetry of the problem, the simulation is restricted to $0 \leq x \leq \lambda_\perp/2$, with reflective boundary conditions imposed at $x = 0$ and $\lambda_\perp/2$. Zero heat flow is likewise imposed at the $z = \pm 400$-μm boundaries, though free plasma flow is allowed there.

Figure 49.11 shows the surface plot of the normalized laser intensity $I/I_0$ in the $x-z$ plane at the peak of the pulse (i.e., at $t = 0$ ps). (To illustrate the
periodicity of the problem the plots are extended to \(1.5 \times \lambda_p\) along \(x\). The large intensity amplification observed in the FP simulation is principally caused by thermal self-focusing, whereas the small amount of amplification observed in the SH simulation is because of ponderomotive self-focusing only (the plasma is stable to classical thermal filamentation). The dominance of the so-called kinetic thermal mechanism over the ponderomotive one has been previously predicted by analytic theory and by FP simulations under similar conditions and is a direct consequence of a reduction in heat conductivity, as discussed previously.

To compare with experiment it is more useful to calculate the density modulation \(\delta n/n_0\), where \(n_0\) is the average number density along \(x\). Figure 49.12 plots \(\delta n/n_0\) in terms of percentage values, for both FP and SH simulations at \(t = 0\) ps. We observe from the figure that the density modulations predicted by the FP simulation are not only about ten times higher than those predicted by the SH simulation, but are also consistent with the 3% density-modulation value measured experimentally.

**Implications to ICF**

The simulation presented in the previous section serves to illustrate the physics of laser filamentation and provides a valuable comparison with experimental results. There are, however, important differences between these and the conditions relevant to ICF. In the first place, the plasma in ICF targets is not homogeneous, but has time-varying density gradients and flow. It has been shown, for example, that plasma flow perpendicular to the direction of laser propagation can either enhance or reduce the filamentation level, depending on whether it is subsonic or supersonic, respectively. More important, however, is the fact that the laser irradiation can have a large spectrum of time-varying spatial modes.

Modern schemes for improving laser irradiation uniformity often involve some combination of phase plates, which create a high-frequency speckle pattern in the target plane, and smoothing by spectral dispersion (SSD) or induced spatial incoherence (ISI), which introduce a temporal variation to the speckle pattern. The basic philosophy behind these schemes is that the high-frequency spatial modulation in the laser-energy deposition will be smoothed out by heat conduction in the plasma atmosphere. Further smoothing is then achieved, provided that the time variation in the speckle pattern is shorter than the characteristic hydrodynamic time scale of the plasma. Indeed, Schmitt has shown, by means of a 3-D filamentation code with linearized hydrodynamics and classical heat transport, that ISI or SSD can completely eliminate filamentation. Unfortunately, the use of classical thermal conductivity in his simulations has led to an underestimate of the level of thermal filamentation.

However, rather than perform filamentation simulations for specific types of laser irradiation profiles, we will restrict ourselves to the estimation of filamentation growth lengths \(L_g\) for some laser-target systems of current interest for direct-drive ICF, such as the 30-kJ OMEGA Upgrade system (currently under construction) and a hypothetical 5.9-MJ Laboratory Microfusion Facility (LMF). The plasma parameters are derived from hydrodynamic code simulations of CH spherical shells irradiated by 350-nm laser light. They are...
Fig. 49.11
Surface plots of the normalized laser intensity $I/I_0$ on the $x$-$z$ plane at $t = 0$ ps (i.e., at the peak of the laser pulse), for (a) Fokker-Planck transport and (b) Spitzer-Härm transport.

Fig. 49.12
Surface plots of normalized density modulation $\delta n/n_0$ on the $x$-$z$ plane at $t = 0$ ps, for (a) Fokker-Planck transport and (b) Spitzer-Härm transport.
Fig. 49.13
Plot of the filamentation growth length (in microns) as a function of perturbation wavelength \( \lambda \) (in microns) at the simulated plasma conditions expected for the OMEGA Upgrade [30 kJ, \( \langle Z \rangle = 3.5 \), \( n/n_c = 0.1 \), \( T = 2.75 \) keV, \( I_0 = 3.2 \times 10^{13} \) W/cm\(^2\) (single beam), and \( \lambda_c = 0.35 \) \( \mu \)m] for three models of filamentation. If the growth length exceeds the plasma density scale length \( L_n \), the plasma is considered to be stable to filamentation.

If we adopt the criterion for significant filamentation as \( L_x < \min (L_n, L_{ib}) \), it is clear that (at least for the given plasma conditions) the proposed direct-drive ICF schemes appear not to be susceptible to filamentation. This filamentation criterion is based on linear homogeneous theory and, as such, does not take into account the possibility of stabilization through SSD or ISI schemes as previously discussed. Neither does it take into account the potential destabilizing effects of hot spots in the laser beam. Nevertheless, we believe that it provides a useful guideline for the likelihood of generating filaments.

In order to generalize our results to other plasma conditions we have also derived approximate formulas for the optimum growth lengths \( L_y \), by simplifying Eqs. (15) and (16) (assuming \( \ln A = 8 \)),

\[
(L_y)_{FP}^T = 24 \frac{T^{1.8} (\text{keV})}{Z^* I^{0.8} (10^{14} \text{ W/cm}^2) \left( \frac{n}{n_c} \right)^{1.5} \mu \text{m}},
\]

(18)
and

\[
\left( L_p \right)_p = 17 \frac{T(\text{keV})}{\lambda_{\text{laser}}(\mu\text{m}) I(10^{14} \text{ W/cm}^2) \left( \frac{n}{n_e} \right) } \mu\text{m}.
\]  

(19)

Fig. 49.14
Plot of the filamentation growth length (in microns) as a function of perturbation wavelength \(\lambda_\perp\) (in microns) at the simulated plasma conditions expected for a direct-drive LMF system [5.9 MJ, \(\langle Z \rangle = 3.5, n/n_e = 0.1, T = 4.5 \text{ keV}, I_0 = 4.35 \times 10^{13} \text{ W/cm}^2\) (single beam), and \(\lambda_e = 0.35 \mu\text{m}\)].

Conclusions
We have reviewed the nature of nonlocal heat transport and shown that plasmas with arbitrarily small temperature modulations of wavelength less than about 200 electron mean free paths can experience a significant reduction in the thermal conductivity as compared with classical Spitzer-Härm theory. The reduction in the effectiveness of the heat conduction has been demonstrated to be caused by a shift of heat-carrying electrons to lower velocities. Such nonlocal transport effects have been shown to be accurately modeled by expanding the electron distribution function into the first two Legendre modes only.

The effect of nonlocal electron heat transport on the linear stability theory of laser filamentation has been reviewed with some improvements for low-\(Z\) and multi-species plasmas. Simulations with the 2-D FP code SPARK reproduce well the density modulations observed in a filamentation experiment reported by Young. These results confirm the prediction of analytic theory that the main mechanism driving the filamentation of the laser is kinetic thermal rather than ponderomotive. Simple estimates of filamentation growth lengths, based on the linear homogeneous kinetic theory, have shown that for current direct-drive ICF systems, the single-beam intensities are below the threshold for filamentation.
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Section 2
ADVANCED TECHNOLOGY DEVELOPMENTS

2.A Microstructural Control of Thin-Film Thermal Conductivity

Modeling of thin-film systems with absorbing inclusions\textsuperscript{1} has indicated that thermal conductivity may play a role in laser damage of such films. Several studies have shown conclusively that thermal conductivity values for thin films are often lowered,\textsuperscript{2-3} sometimes by an order of magnitude, from the thermal conductivity of corresponding bulk materials.

While mechanisms of thermal resistance have been well-characterized for bulk materials both theoretically and experimentally,\textsuperscript{4} it is unclear which defects play primary roles in thin-film systems. Thermal-resistance mechanisms can be roughly divided into two categories; those for which the material may be treated as a continuum (voids, second phases), and those for which we must consider atomic-scale interactions in order to accurately predict thermal properties.

In this article, we seek to identify which thermal-resistance mechanisms are responsible for lowering thin-film thermal conductivity. To do this, measurements of the thin-film thermal conductivities for four systems are made, and the results interpreted in terms of the observed thin-film microstructures. Depending upon the film system studied, we use continuum and/or atomic-scale theoretical models to help illustrate which thermal-resistance mechanisms are at work.

While continuum thermal-conductivity-reduction mechanisms are easily understood and often straightforwardly modeled, by a rule of mixtures or a series of resistors, for example,\textsuperscript{5} atomic-scale interactions require a more complicated
theoretical treatment. To simplify, we can assume that the primary heat carriers in a solid at room temperature are lattice vibrations (phonons), and charge carriers such as electrons. For a metal, both are important, while for a dielectric, like most of the materials used in thin-film optics, the primary contribution to heat conduction is from phonons. It is often convenient to treat phonons as particles encountering various scattering events as they propagate through a solid, leading to momentum loss or thermal resistance. We can express thermal conductivity $K$ quite simply as

$$K = \frac{1}{3} C v l,$$  \hspace{1cm} (1)

where $C$ is the specific heat, $v$ the velocity, and $l$ the mean free path of the phonons. Equation (1) suggests clearly the effect of reducing the mean free path of phonons, or other heat carriers, on thermal-conductivity depression.

Expressions equivalent to Eq. (1) have been derived for thermal conductivity based on relaxation time, or time between heat carrier-scattering events $\tau(x)$:

$$K = \frac{k_B}{2\pi^2 v} \int_0^{\Theta D/T} \tau(x) \frac{x^4 e^x}{(e^x - 1)^2} dx,$$  \hspace{1cm} (2)

where $k_B$ = Boltzmann’s constant, $h = \text{Planck’s constant}/2\pi$, $T$ is the absolute temperature, $\Theta_D$ is the Debye temperature, and $v$ is the phonon or acoustic wave velocity. The term $x$ is defined

$$x = \frac{\hbar \omega}{k_B T},$$ \hspace{1cm} (3)

where $\omega$ is the phonon frequency. In turn, relationships have been developed that predict the effects of various defects on the relaxation time $\tau(x)$ and hence the thermal conductivity. These theoretical relationships have been experimentally confirmed for many cases, including grain boundary and point-defect scattering. In any event, evidence shows that a very small fraction of impurities or other defects can substantially lower thermal conductivity, both theoretically and experimentally.

We review data and microstructures for four thin-film systems; rare earth-transition metals (RE-TM), ZrO$_2$, YBa$_2$Cu$_3$O$_{7-\delta}$, and AlN. Each film is important in a specific application requiring dissipation of heat or knowledge of thermal transport: RE-TM for magneto-optical recording, ZrO$_2$ for optical-interference coatings, YBa$_2$Cu$_3$O$_{7-\delta}$ for superconducting microelectronics, and AlN for microelectronics and optics.

**Experimental Techniques**

Thermal conductivity of thin films is a difficult quantity to measure, and many techniques have been attempted. Here, we use the thermal-comparator technique, described in detail by Lambropoulos et al. The thermal conductivity of a film/substrate system is measured by detecting the temperature drop of a metal probe brought into contact with the front face of the film, and comparing it to temperature drops recorded when the probe is in contact with materials of known
thermal conductivity. The substrate effect is removed via a solution of the heat-conduction equation for a thin film on a semi-infinite substrate, leaving a quantity $K_{\text{eff}}$, the thermal conductivity of the film including the effect of the film/substrate interfacial thermal resistance. The interfacial thermal resistance $R_{\text{int}}$ can also be eliminated by measuring several thicknesses and treating the system as resistors in series, so that

$$\frac{t}{K_{\text{eff}}} = \frac{t}{K_f} + R_{\text{int}}, \quad (4)$$

where $t$ is the film thickness and $K_f$ is the quantity of interest, the thermal conductivity of the film itself. Furthermore, by plotting $t/K_{\text{eff}}$ versus $t$, as in Fig. 49.15, we obtain $K_f$ from the inverse of the slope. The thermal conductivity of a thin film measured in this way is actually the thermal conductivity perpendicular to the plane of the film, since the dimension of the probe is much larger than that of the film thickness.

![Fig. 49.15](image)

Plot of Eq. (4) for a well-behaved system (YBa$_2$Cu$_3$O$_{7-\delta}$). $1/slope = film thermal conductivity K_f.$

In the cases of the RE-TM and the YBa$_2$Cu$_3$O$_{7-\delta}$ films, it is also possible to measure the thermal conductivity in the plane of the film by using the Wiedemann-Franz-Lorenz conversion. Following the technique of Anderson,$^{11}$ the electrical sheet conductivity is measured directly by the four-point probe method, and converted via the Lorenz ratio to the electronic contribution to the thermal conductivity. The remaining contribution to the thermal conductivity, caused by phonon transport, is then estimated based on previous work and added to the electronic contribution to obtain a measure of $K_f$ this time in the plane of the film.

In order to determine the primary thermal-resistance mechanisms at work in each film system, the films were carefully characterized by a variety of techniques, including scanning electron microscopy (SEM), transmission electron microscopy (TEM), x-ray diffraction (XRD), infrared transmission spectroscopy (IR), x-ray photoelectron spectroscopy (XPS), and Rutherford backscattering (RBS).
The preparation conditions for each film material varied, and are mentioned in the discussion of each system.

**RE-TM Films—Effect of Columnar Structure**

A series of amorphous rare earth-transition metal (TbFeCoZr) films was sputtered from a single homogeneous target onto fused quartz substrates. In order to duplicate the variations in columnar morphology typically observed for metal films sputtered at various pressures, the films were sputtered at three different pressures; 2 mTorr, 7 mTorr, and 15 mTorr.

Thermal conductivity was measured through the plane of the films ($K_\perp$) using the comparator technique, and in the plane of the films ($K_\parallel$) using the Wiedemann-Franz conversion technique described previously. The values for $K_\perp$ and $K_\parallel$ are shown in Table 49.1 for the three pressures. Noticeable trends are that $K_\parallel$ is generally smaller than $K_\perp$, and that it is significantly lower for the film deposited at the highest pressure.

<table>
<thead>
<tr>
<th>Deposition Pressure (mTorr)</th>
<th>$K_\perp$ (W/mK)</th>
<th>$K_\parallel$ (W/mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7.0</td>
<td>5.0</td>
</tr>
<tr>
<td>7</td>
<td>7.3</td>
<td>4.4</td>
</tr>
<tr>
<td>15</td>
<td>4.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

While the thermal conductivity of such a material in bulk form has never been reported, the thermal conductivity of a similar metallic glass FeNiCr has been calculated based on an estimate of the carrier mean free path as the interatomic distance. This projected value for bulk amorphous FeNiCr is 10 W/mK. The values for $K_\perp$ reported here are not much less than this, while the values for $K_\parallel$ are slightly reduced for the cases of 2- and 7-mTorr, and significantly reduced for the case of 15-mTorr deposition.

An explanation for the observed behavior is shown in the SEM micrographs of the film cross sections in Figs. 49.16–49.18. Note that as expected, the films become more columnar as deposition pressure is increased. Since the columns are oriented perpendicular to the film surfaces, heat can flow directly down the columns for the measurement of $K_\perp$, but must encounter internal intercolumnar contacts during the measurement of $K_\parallel$. The films are amorphous and the mean free paths of the heat carriers are on the order of the interatomic spacing, which is much less than the intercolumnar distance. Therefore, the concept of phonon or electron scatter is not particularly useful in describing the intercolumnar thermal resistance. Instead, we can treat the films as a continuum containing sources of internal resistance arranged in series in the film planes. From such a treatment, we can estimate the intercolumnar thermal contact resistance.
where $w$ is the column diameter, from Fig. 49.18 about 0.15 $\mu$m, and $R_{\text{col}}$ is the intercolumnar contact resistance, which calculated from Eq. (5) is $4.7 \times 10^{-7} \text{m}^2\text{K/W}$. This is a very low thermal resistance compared with typical values for metal surfaces in contact,\textsuperscript{14} indicating that there is little trapped gas (indicative of porosity) or other impurity content between the columns, which was confirmed by RBS. So, even very clean, dense films can have their thermal conductivities severely compromised, especially in the plane of the films, through the introduction of a columnar microstructure.

While we have investigated sputtered metal films, the same anisotropy should be observed for other sputtered films including dielectrics, as well as for evaporated and chemical-vapor-deposited films, which both typically show evidence of columnar or dendritic growth features.\textsuperscript{15-16}

Fig. 49.16
SEM of TbFeCoZr cross section deposited at 2 mTorr.

Fig. 49.17
SEM of TbFeCoZr cross section deposited at 7 mTorr.
ZrO$_2$—The Effect Of Variation in Crystal Structure

ZrO$_2$ films were e-beam evaporated from ceramic targets onto polished silicon, single-crystal (111)-oriented substrates. During deposition, the substrates were heated to 300°C.

The thermal-comparator method was used to obtain the thin-film thermal conductivity perpendicular to the plane of the films. The derivation of $K_{\text{eff}}$, the thermal conductivity of the film and film/substrate interface, yielded very unusual results. Figure 49.19 shows the plot of Eq. (4), which is generally used to extract the thermal conductivity of the film material. Comparison with the well-behaved plot in Fig. 49.15 shows the anomalous behavior inherent in the ZrO$_2$ films. Since all four thicknesses studied were deposited identically onto similar substrates, it is unlikely that the film/substrate interfacial resistance is varying. Therefore we conclude that the thermal conductivity of the thinner films is far too low compared with that of the thicker films. This renders it impossible to fit a positive slope to the data, making it impossible to extract a single reasonable value for the thin-film thermal conductivity.
To find the source of this anomaly, the microstructure of the evaporated films was investigated. Figure 49.20 shows a TEM of a cross section of a ZrO₂ film. The film has a crack associated with the sample preparation, but more relevant is the fact that film is denser near the substrate (bottom of the micrograph) and becomes more obliquely columnar near the free surface. This situation would predict a higher thermal conductivity for the material nearer the substrate (the denser region), which is counter to the measurements of \( K_{\text{eff}} \). Another possible source for the observed values of \( K_{\text{eff}} \) is the change in crystal structure with thickness often observed for ZrO₂ films.¹⁷

The three common polymorphs of ZrO₂ exhibit different thermal conductivities,¹⁸ shown in Table 49.11. Most interesting is the value for cubic ZrO₂, a factor of two lower than the others. While transmission electron diffraction did not distinguish clearly the crystal structure of various regions of the films, IR spectroscopy shows the variation of crystal structure through the films. Figure 49.21 shows the transmission IR scans for each of four regions of a 1-μm-thick film taken for the frequency range 800–200 cm⁻¹. Each curve represents only 2500 Å of film material, and by comparing absorption peaks with previous data,¹⁹ we can determine the crystal structure of each portion of the film. The 2500 Å curve shows a rather featureless region, indicating a large quantity of amorphous material, while the 5000 Å curve shows the emergence of some cubic material. The cubic material fades away and is replaced by monoclinic material for the two curves representing the regions of the films closest to the free surface.

We conclude that the films are becoming less cubic and more monoclinic as deposition proceeds, and that an amorphous phase is present, especially near the substrate surface. Since amorphous materials typically show thermal conductivities suppressed by an order of magnitude from their crystalline counterparts,²⁰ the thinner films, consisting of cubic and amorphous material, are naturally poorer conductors of heat than the thicker films, containing the monoclinic phase.

Annealing is often used to crystallize and stabilize ZrO₂ films, with the added attraction that the thermal conductivity should also increase. Future work will include annealing of the ZrO₂ films to determine the effect on thermal conductivity and microstructure.
YBa$_2$Cu$_3$O$_{7-\delta}$—Intrinsic Anisotropy and Hillock Growth

YBa$_2$Cu$_3$O$_{7-\delta}$, a ceramic, high-temperature superconductor, has been extensively studied in single-crystal platelet form. Most device applications now under development, including fast switches$^{21}$ and integrated circuits$^{22}$ require that the material be in thin-film form. Knowledge of the thin-film thermal conductivity is important in predicting device stability.$^{23}$

Thermal-conductivity measurements on YBa$_2$Cu$_3$O$_{7-\delta}$ single crystals have shown that thermal conductivity is anisotropic, and arises from different carrier combinations depending on crystal orientation.$^{24}$

In the $a$-$b$, or superconducting planes, the thermal conductivity at room temperature typically varies from 8–12 W/mK, with 45% of the heat transport supplied by phonons and the remainder by electrons. Along the $c$ axis, the thermal conductivity ranges from 1–2 W/mK with 95% of the heat carried by phonons. Another important effect is the oxygen content, or value of $\delta$, which is directly related to the superconducting transition temperature.$^{25}$

---

**Table 49.11: Thermal conductivity of ZrO$_2$ polymorphs.$^{18}$**

<table>
<thead>
<tr>
<th>Crystal Structure</th>
<th>Thermal Conductivity (W/mK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cubic</td>
<td>1.8</td>
</tr>
<tr>
<td>tetragonal</td>
<td>4.8</td>
</tr>
<tr>
<td>monoclinic</td>
<td>5.2</td>
</tr>
</tbody>
</table>
This factor accounts for some of the variation within a given direction, mentioned previously. Other defects do not affect the thermal conductivity of this material significantly at room temperature, since the phonon mean free path is sufficiently small that defects such as stacking faults, twins, or grain boundaries would have to be much more closely spaced than is commonly observed in order to have a significant effect.

The films studied here were sputtered from a ceramic source onto single-crystal (100) MgO substrates held at 730°C. XRD indicated that the films were oriented with the c axis perpendicular to the plane of the films. The thermal-comparator method yielded a thermal-conductivity value of 0.26 W/mK, which because of the film orientation must be a c-axis value. The Wiedemann-Franz-Lorenz conversion resulted in in-plane, or a-b plane values enumerated in Table 49.111.

Table 49.111: Thermal conductivity and superconducting transition temperatures for YBa$_2$Cu$_3$O$_7$-$\delta$ films.

| Thickness (Å) | $K_{||}$, W/mK (comparator) | $K_{||}$, W/mK (W-F-L) | $T_c$, K |
|---------------|------------------------------|------------------------|----------|
| 2500          |                              |                        | 77       |
| 5000          |                              |                        | 83       |
| 7500          | 0.26                         | 2.4                    | 87       |
| 10,000        |                              | 2.9                    | 84       |

In both directions, the thermal conductivity is significantly depressed from the single-crystal values, but the anisotropy present in the single-crystal material is preserved in the thin films, with a slightly greater reduction observed perpendicular to the plane of the films. The values of the superconducting transition temperatures indicate that the films are close to stoichiometric, in fact that $\delta$ is around 0.2. Therefore, lack of stoichiometry is not a primary source of thermal resistance in the films.

The SEM cross section in Fig. 49.22 reveals a more likely reason for the lower thermal-conductivity values of the films. The very distinct hillocks on the film surface were analyzed by energy-dispersive spectroscopy, and showed higher barium and copper content than occurred in the film proper. The yttrium content is about the same, and the relative oxygen content could not be analyzed. The hillock material is, therefore, a distinct phase from the rest of the film, likely rich in BaCuO$_2$ and possibly CuO$_2$, and hence a probable source for lowered thermal conductivity.

Many other materials show anisotropic thermal-conductivity behavior in single-crystal form, which would be expected to exist in oriented thin-film form as well. Some examples include rutile TiO$_2$ ($K_{||} = 5.5$ W/mK,
Fig. 49.22
SEM of YBa$_2$Cu$_3$O$_{7-δ}$ cross section showing hillocks on film surface.

$K_c = 7.6$ W/mK, quartz SiO$_2$ ($K_c = 4.5$ W/mK, $K_f = 8.7$ W/mK), and graphite ($K_c = 355$ W/mK, $K_f = 89$ W/mK). Also, the phase separation, which resulted in hillock formation in this case, is often observed during thin-film deposition of superconducting ceramics of other compositions.$^{30}$

**AIN—The Effect of Phonon Mean-Free-Path-Scale Scattering**

AIN in single-crystal form exhibits a very high room-temperature thermal conductivity$^{31}$ of 320 W/mK. Since the phonons, the primary heat carriers in AIN, have a very long mean free path, study of this material provides a good opportunity for illustration of phonon-scattering events as sources of thermal resistance.

AIN was sputtered from a ceramic target onto glass substrates. When measured perpendicular to the plane of the film using the thermal comparator, the thermal conductivity of the film was 16 W/mK.$^{32}$ This decrease of more than an order of magnitude from the bulk value is drastic, but has been confirmed in previous measurements for AIN films.$^{33,34}$

One common source of thermal resistance in AIN is the presence of vacancies that must form to conserve charge upon the introduction of oxygen impurities. A very small addition of oxygen is theoretically predicted to cause a large drop in the thermal conductivity. This effect can be calculated using the following expression for time between phonon scattering events $\tau(x)$:

$$
\tau^{-1}(x) = \frac{\xi^4 \lambda^4}{k_B^4 \pi^4} \frac{f(1 - f)}{\Delta M / M} + \frac{\epsilon \Delta \delta}{\delta},
$$

(6)

where variables are defined as for Eq. (2), with $\Delta M / M$ the fractional change in mass caused by the impurity introduction, $\Delta \delta / \delta$ the strain change, $\epsilon$ an empirical constant, and $f$ the impurity atom fraction. Note that for vacancies, the term
$\Delta M/M$ is large, and substitution of Eq. (6) into Eq. (2) predicts a large drop in thermal conductivity, which is shown graphically in Fig. 49.23. XPS showed that the films studied here contain about 1–at.% oxygen impurity, which accounts for a decrease in thermal conductivity of 50%. This is, therefore, a significant source of phonon scatter and thermal-conductivity reduction.

We must also consider the interruption of phonons by interaction with internal boundaries, such as grain boundaries, and external boundaries, such as the film surfaces. In this case, $\tau$ may be expressed

$$\tau^{-1} = v / d .$$

If this expression is substituted into Eq. (2), we obtain the dependence of thermal conductivity on grain size or film thickness for AIN, shown in Fig. 49.24.

Figure 49.25 shows a plan view of a typical AIN film. Note that the very small grain size of 30 nm may be expected to significantly contribute to thermal resistance through grain boundary scattering. However, the TEM cross-sectional micrograph shown in Fig. 49.26 shows that the grains extend through the thickness of the film. Since the comparator measures thermal conductivity in that direction, it is unlikely that the mean free paths of the phonons in question are interrupted by “bouncing” off grain boundaries as they travel perpendicular to the film plane.

More likely to cause phonon scatter are the upper and lower surfaces of the film. In fact, at room temperature, theory predicts a reduction in thermal conductivity for boundary scattering shown in Fig. 49.24. For boundaries separated by 1 $\mu$m, thermal conductivity is reduced at room temperature by 20%, and an even greater reduction occurs for thinner films.

Another important feature of the thin film cross section of Fig. 49.26 is that near the substrate, there is an apparently disordered region. Assuming that this disorder is an amorphous, near-substrate region often associated with thin-film deposition, a rather pronounced effect would be expected on $K_\perp$. This is because perpendicular to the film plane

$$\frac{t}{K_\perp} = \frac{t_d + t_c}{K_a + K_c},$$

where $t$ is the film thickness, $t_d$ is the thickness of the disordered region, $t_c$ is the thickness of the crystalline region, $K_a$ is the thermal conductivity of the amorphous material, and $K_c$ is the thermal conductivity of the crystalline region. If we assume that the thermal conductivity of the amorphous region is about an order of magnitude lower than that of the crystalline region, and from Fig. 49.25 that the amorphous region takes up about 20% of the total thickness, then Eq. (8) predicts that the introduction of the disordered region near the substrate reduces $K_\perp$ an additional 64%.

Finally, with all nanocrystalline materials, we must consider the amorphous nature and the volume fraction of material occupied by grain boundaries. The
Fig. 49.23
Theoretical dependence of AlN thermal conductivity on oxygen content, calculated from Eqs. (6) and (2).

Fig. 49.24
Theoretical dependence of AlN thermal conductivity on interface separation (e.g., grain size or film thickness), calculated from Eqs. (7) and (2).

Grain boundaries in Fig. 49.25 appear white because no diffraction of the electron beam has occurred, i.e., they are amorphous. This is consistent with models for nanocrystalline microstructures, and of interest is the volume fraction of material that these amorphous regions occupy. Since amorphous materials have much lower thermal conductivity than crystalline materials (because of the reduction of the phonon mean free path to approximately the interatomic spacing), any material containing a significant volume fraction of amorphous regions should show a drop in thermal conductivity. Perpendicular to the plane of the film, these amorphous regions would have parallel heat paths and would lower the conductivity as resistors in parallel:

\[ K_\perp = V_a K_a + V_c K_c, \]  

where \( V_a \) and \( V_c \) are the volume fractions occupied by the amorphous (grain boundary) regions and the crystalline regions, respectively. In a material with a
grain size of 1–10 nm, the amorphous grain boundaries occupy 50% of the volume. If we conservatively estimate that for the AlN films the grain boundaries occupy 10% of the volume, Eq. (9) predicts a decrease in thermal conductivity of about 9%.

If we consider all of the thermal-resistance sources identified for AlN, we can account for an expected thermal conductivity of about 50 W/mK, still higher than the observed value. One likely source of the lower measured value is a probable overestimate for $K_p$, the thermal conductivity of amorphous AlN. Because no data based on actual measurements is available, we have estimated an order-of-magnitude reduction from the crystalline form based on SiO$_2$ data. However, for a material with a high Debye temperature such as AlN ($\Theta_D = 950$ K), at room temperature, the difference between the amorphous and crystalline values of thermal conductivity is likely to be more than an order of magnitude. Some additional unaccounted for thermal-resistance sources may also be responsible, such as undetected impurities.
So, for AlN, we have identified several contributions to thermal resistance, including impurities, a dimensional (thickness) effect, the disordered interfacial region, and the nanocrystalline microstructure. Except for the thickness effect, these factors may be controlled during deposition of the films.

Other film systems for which the mechanisms discussed for AlN are expected to be important include those with long phonon and/or electron mean free paths, such as crystalline metals and covalent ceramics including SiC, Al₂O₃, and diamond.

Summary
Experimental results and suggestions for increasing thermal conductivity for each of the systems studied here are shown in Table 49.IV. In general, we have found that

(1) Primary mechanisms of thermal resistance in thin films vary depending upon film material and deposition conditions.

(a) Columnar microstructure introduces a strong thermal-conductivity anisotropy caused by the introduction of intercolumnar contacts.

(b) Changes in crystal structure during thin-film deposition can introduce uncertainty in extracting thermal-conductivity values.

(c) Intrinsic thermal-conductivity anisotropy carries over to thin-film form if the films are highly oriented.

(d) Hillock growth of a second phase reduces thermal conductivity.

(e) For materials with long heat-carrier mean free paths, (usually characterized by high Debye temperatures and high intrinsic thermal conductivities), many microstructural defects contribute strongly to thermal resistance, particularly point defects and 2-D boundaries.

(f) Because they possess a heat-carrier mean free path on the order of the interatomic distance, amorphous materials or materials with amorphous regions always exhibit thermal-conductivity values significantly lower than their crystalline counterparts.

(2) Thermal conductivity of thin films can be optimized by identifying important system parameters and adjusting film-deposition conditions. The resulting improved conductivity should aid the goal of improving laser-damage resistance.
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### Table 49.1V: Summary of results.

<table>
<thead>
<tr>
<th>Film Material</th>
<th>$K_{film}$ (W/mK)</th>
<th>Thermal-Resistance Mechanisms</th>
<th>Suggested Remedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE-TM</td>
<td>4.3–7.3 ($K_\perp$) 0.3–5.0 ($K_\parallel$)</td>
<td>intercolumnar contacts</td>
<td>increase deposition temperature, decrease deposition pressure</td>
</tr>
<tr>
<td>ZrO$_2$</td>
<td>? (anomalous)</td>
<td>crystal-structure variations</td>
<td>anneal to obtain monoclinic or tetragonal phase</td>
</tr>
<tr>
<td>YBa$_2$Cu$<em>3$O$</em>{7-\delta}$</td>
<td>0.26 ($K_\perp$) 2.4–4.5 ($K_\parallel$)</td>
<td>intrinsic anisotropy, hillock growth</td>
<td>reduce hillocks by encouraging equilibrium growth</td>
</tr>
<tr>
<td>AlN</td>
<td>16</td>
<td>impurities, thickness effect, disorder at interface, amorphous grain boundaries</td>
<td>improve vacuum cleanliness, heat substrate, increase grain size</td>
</tr>
</tbody>
</table>
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2.B Energy Transport in a Modern Disk Amplifier

The University of Rochester's Laboratory for Laser Energetics has designed, built, and characterized a modern, 20-cm clear aperture, Nd:glass Brewster-disk amplifier. This device will be used as the final amplifier in the upgrade of the existing OMEGA laser system. This article describes results of the energy characterization of that amplifier. Specifically, spatially resolved measurements of small-signal gain and whole-beam measurements of large-signal gain are described. The amplifier met its small-signal-gain design goal of 3.0 at only 70% of the design capacitor-bank energy with adequate spatial uniformity. A storage efficiency of 1.7% was achieved. Large-signal-gain measurements, both with and without 5-Å-FM bandwidth on the extracting beam, display no measurable change in gain because of the impressed bandwidth.

The amplifier is termed modern in that it incorporates a number of improvements suggested by others in the community who have extensive experience in building disk amplifiers, as well as several uniquely new features. A few examples of these improvements include minimization of total amplifier volume for better coupling of flash lamps to laser glass, transversely-pumped rectangular design to avoid obscuration of flash lamps by the disk supports, water-cooled flash lamps, and polymerically-bonded edge cladding.

A brief description of the amplifier follows; the detailed design and construction of the amplifier is described elsewhere. A picture of the amplifier with some of its flash lamps removed for clarity is shown in Fig. 49.27. The amplifier consists of four disks of 2-wt% Nd:phosphate glass, 3.0 cm thick. The number of disks was chosen in order to obtain adequate gain at the 3.0-cm thickness. The 3.0-cm thickness and the 550-μs pump pulse width are optimized for high-gain-per-unit path in glass in order to minimize $B$-integral. The disks rest on edge, that is, their surface normals lie in a horizontal plane. The amplifier is pumped by 80, 19-mm bore, 10-in. arc length, vertically oriented (transverse), xenon flash lamps. The lamps are mounted on 1.341-in. centers for a packing fraction of 1.75. These lamps are connected in series of five, both electrically and for cooling. Each group (brick) of five lamps is connected to one pulse-forming network (PFN) that can deliver 18.8 kJ of energy at 100% of nominal bank energy. At this bank energy the lamps operate at 26% explosion fraction.
The characterization of this amplifier proceeded in two phases: energy transport and wavefront. Energy-transport measurements were performed first to determine if the amplifier met design goals for gain and extraction. After it was verified that the amplifier met energy goals, the wavefront was characterized using time-resolved Mach-Zehnder interferometry. Wavefront results will be presented at a later date. Energy-transport measurements included passive loss, small-signal gain, and large-signal gain. Small-signal-gain measurements were made as a function of position in the clear aperture and bank energy to obtain information about the internal dynamics of the amplifier. The large-signal-gain tests were conducted with the anticipated spectral bandwidth for the OMEGA Upgrade because of recent reports of reduced extraction at large incoherent (\(-25 \, \text{Å}\)) bandwidths.

**Small-Signal Gain**

The small-signal gain was measured with the apparatus shown in Fig. 49.28. This apparatus measured the small-signal gain at three locations on a diameter of the aperture (either horizontal or vertical) simultaneously, thus reducing the number of shots required. Typically, the inner beam measured the center-line gain, while the two outer beams were translated across the diameter. A polarized cw Nd:YLF oscillator operating on the 1.054-\(\mu\)m transition was collimated, expanded to a 1-cm diam, and split three ways. Each of the three beams was then injected into the amplifier. A mirror with a small horizontal tilt (<1 mrad) returned the beams back through the amplifier. The small offset (<0.4 cm) between the input and return of the beams on the first disk did not significantly affect the spatial resolution of the measurement. Each return beam was first dispersed by a grating to discriminate against spectrally-near fluorescence. Each beam then reflected from a 1-\(\mu\)m mirror to limit the amount of flash-lamp light reaching the detector. Spatial filters with a 1-mrad full-angle cutoff followed the
Fig. 49.28
Schematic of the small-signal-gain apparatus. The cw Nd:YLF laser is split into three beams that probe different locations on either a horizontal or vertical diameter in the aperture. The return signals are filtered spectrally with gratings and spatially filtered before detection.

Large-area photodiodes with a measured 1/e response time of 2 μs detected the return signals. A fourth identical photodiode monitored the Nd:YLF laser output as a reference channel.

Signals from the large-area photodiodes were digitized by Tektronix 2440 oscilloscopes with a 500-megasample-per-second, maximum-digitizing rate. Signals were digitized into 2-ms, 1024-sample record lengths with 8-bit amplitude resolution. The 2-ms record length ensured that the entire temporal history of the gain and a portion of all signals prior to the initiation of the flash-lamp discharge were recorded. The signals were then Fourier transformed, filtered with a Blackman filter whose cutoff frequency was 100 kHz. Background "shots" were taken at intervals during the measurement. For these shots, the cavity of the Nd:YLF was blocked and all of the signals mentioned previously were recorded. This background included fluorescence from the amplifier and any noncancelling noise. It was determined that the fluorescence part of the signal from the amplifier was negligible and only a DC offset from the detectors was significant. The background offset collected for each channel was subtracted from the data for that channel. The temporal variations of the Nd:YLF were removed by dividing each of the three signal channels by the reference channel. A 200-μs sample of each of the three channels prior to the initiation of the discharge was averaged and set equal to unity gain. The remainder of the data in that channel was multiplied by the so-determined constant to convert the data to gross small-signal gain. The peak gain in the channel was picked with a simple search routine. The estimated precision attained as a result of this procedure is ±1%. A 90-mm-rod amplifier with dedicated pump modules (flash lamps) and diagnosed power conditioning was kept as a control. The gain of this amplifier could be routinely remeasured with ±1% precision.

Initial measurements were of center-line gain versus capacitor-bank energy. The results are plotted in Fig. 49.29. The design goal of 3.0 was achieved at 70% of nominal bank energy. This corresponds to a disk-thickness-averaged, stored-
Fig. 49.29
Measured small-signal gain versus the percentage of nominal capacitor-bank energy. The small-signal design goal was achieved at 70% of the design bank energy.

Energy density of 0.41 J/cc assuming a stimulated-emission cross section of $3.5 \times 10^{-20} \text{ cm}^2$. The data displays no sharp rollover or plateau that would signify parasitic clamping or severe amplified spontaneous emission (ASE) limiting. The fact that the gain design goal was achieved at only 70% of "nominal" bank energy provides a margin of safety for both power balance and, more importantly, long-term amplifier performance. Equalization of individual amplifier gains will be necessary in order to maintain instantaneous power balance among the OMEGA Upgrade beamlines. It is a well-known observation that amplifier performance declines with number of shots. Causes of this degradation include effects such as solarization of the laser glass, blast windows, water jackets, etc., reflector tarnishing, and damage caused by inadequate cleanliness in the pump cavity. Simulations show that a 25% reduction in the gain of the amplifier results from a 15% reduction in the reflectivity in the pump cavity. The extra gain margin ensures that this amplifier will perform to specification near end of life (20,000 shots). For all further testing the amplifier was operated just over its gain design goal at 80% of nominal bank. This corresponded to a center-line small-signal gain of $3.22 \pm 0.03$. This was done to ensure that had any short-term gain decrease occurred, the testing would have been carried out at at least the design gain. The corresponding $\alpha_c \bar{E}_c D$ product for these disks is 2.93 where $\bar{E}_c = 0.44 \text{ J/cm}^2$ and $D$ is the major diameter of the 20-cm clear aperture projected at Brewster's angle.

The small-signal gain was next measured as a function of position on the horizontal and vertical diameters of the aperture. In order to separate the effects of shot-to-shot gain variations from actual spatial variations, the inner probe beam monitored the center-line gain while only the outer two probe beams were translated along the diameters. Outer probe-beam data from different shots were normalized by comparing the center-line gains. The shot-to-shot variation in the center-line gain was small, amounting to $\pm 1.5\%$, $3\sigma$ over the course of these measurements.
The results are shown plotted in Fig. 49.30. Note the \(-20\%\) decline in gain as the "minus" side of the aperture is approached on the horizontal diameter. Note also the \(-3\%\) increase in gain on the "plus" side of the amplifier. This is the well-known "cold-side" effect\(^{14}\) that is characteristic of disk amplifiers having an even number of disks. This effect can be summarized as follows: The two end disks are not evenly pumped across the horizontal axis. The edges of the disks closest to the entrance and exit apertures of the amplifier have only a small solid angle subtended by unfiltered flash lamps and are thus relatively weakly pumped. In an amplifier with an even number of disks, these weakly pumped or "cold" portions of the end disks are both on the same side of the amplifier and therefore add.
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Fig. 49.30
Measured small-signal gain on a horizontal and vertical diameter.

The gain-uniformity goal was \(\pm10\%\) of the center-line gain at any location in the clear aperture. The original center-line gain goal was 3.0. Thus, the goal was to have the gain at any location within the clear aperture be between 2.7 and 3.3. By operating the amplifier at a center-line gain of 3.22, it can be seen from Fig. 49.30 that the small-signal gain at any location within the aperture is in the range of 2.57 to 3.32. Improvements to the gain uniformity, particularly near the edges, have been suggested by pump-light ray tracing performed on the amplifier.

Extensive ray tracing was performed as part of the design of this amplifier. A fully three-dimensional, time-instantaneous, Monte-Carlo ray-trace code\(^{15}\) was used to model the transport of energy from the flash lamps to the laser disks. Symmetry in the amplifier was used to reduce the ray-tracing problem to only one quadrant of the amplifier. Two million rays at 200 wavelengths were traced in a typical single-quadrant calculation. S- and P-averaged polarization properties were used. Flash lamps were accurately modeled as volume absorber-emitters using the Trenholme-Emmett-Jancaitis flash-lamp model.\(^{16}\) Spatial resolution of the energy deposition in the glass was treated by dividing the disks into many volume segments, each of which is assigned the measured absorption spectrum of the Nd:glass. To obtain the actual stored energy at any segment within the model it was only necessary to normalize to the measured center-line stored
energy. Small-signal-gain results are obtained by tracing a fan of rays on either the horizontal or vertical diameters of the clear aperture through the disks using the predicted stored energies in the disk segments to calculate the gain.

The small-signal-gain results on the horizontal diameter are replotted in Fig. 49.31 along with the ray-tracing predictions. Since the ray-tracing results are inherently statistical, they are plotted as a band, which represents the ±1σ (±3%) confidence limits associated with the results. The agreement is excellent over the majority of the clear aperture. The gain at the very edges of the aperture is sensitive to the details of the ends of the short-(end) pump modules and short-pump-module reflectors. In particular, modeling shows that changing the edges of the short-pump modules from wrapping around the last lamp to a simple 45° angle improves the horizontal gain profile near the edge. It is hypothesized that the edge gain is similarly sensitive to the treatment of the edges of the blast shields and their retainers, which have not been fully included in this model. Inclusion of this detail may result in closer agreement for the end points.

Further detailed examination of the model results for the horizontal diameter confirms that the variation is virtually entirely because of nonuniform pumping of the end disks. The interior disks are uniformly pumped on the horizontal diameter to ±1%.

The gain in the vertical direction is very uniform until the edge of the aperture is approached. This is as expected since movement in the vertical direction accesses regions of the end disks at the same distance from the lamps. Variation can only occur close to the edge of the aperture where the glass is “shaded” by the disk holder.

Figure 49.32 replots the vertical-diameter gain data along with the ray-tracing predictions versus radial position. In this plot the upper and lower gain data sets have been averaged together. The ray tracing predicts a “horn” near the edge of
The gain data on a vertical diameter of Fig. 49.30 replotted along with the ray-tracing predictions. Note that the ray-tracing predictions are plotted as a band representing the ±1σ confidence limits.

The data is much more uniform and does not display a similar increase. Further simulations are planned to investigate this.

Also shown on the plots in Fig. 49.30 are a polynomial fit \( g_h(x) \) to the horizontal and a polynomial fit \( g_v(y) \) to the vertical data. If the gain variation at the very edge of the aperture is assumed to be rotationally symmetric, and is assumed to be accurately represented by the measurements made along the vertical diameter, then an estimate of the gain in the entire aperture can be obtained. Let \( g_v(y) \) be the gain measured on the vertical diameter and \( g_h(x) \) be the gain measured on the horizontal diameter. Let \( g(x, y) \) be the estimated gain at location \((x, y)\) in the aperture. Then

\[
g(x, y) = \frac{g_h(x)}{g_v(y)} g_v(r) ,
\]

where \( r = \sqrt{x^2 + y^2} \) is simply the radius. The function \( g(x, y) \) is plotted in Fig. 49.33. If the log of this function is integrated over the total aperture area, the total stored energy in the amplifier may also be estimated. Using a stimulated-emission cross section of \( 3.5 \times 10^{-20} \text{ cm}^2 \), the total stored energy is 3.61 kJ. The storage efficiency \( \eta \) defined by

\[
\eta = \frac{\text{total stored energy}}{\text{energy in bank}} = 1.7\%.
\]

The small-signal performance of this amplifier meets or exceeds the requirements\(^{17}\) for the OMEGA Upgrade. It achieved the required stored-energy density of 0.41 J/cm\(^3\). The amplifier exceeded the required storage efficiency of 1.14% with adequate gain uniformity across the aperture.

**Large-Signal Gain**

To measure its large-signal gain, the amplifier was deployed as an additional final amplifier on one beamline of the OMEGA laser system. The original OMEGA beamline final amplifiers, 9.0-cm-diam rod amplifiers, routinely
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Fig. 49.33
Single-pass, small-signal-gain approximation function versus x-y location in the clear aperture. This gain was averaged over the area occupied by the in-coming and out-going beams in the center of the amplifier. The average gain thus calculated was used as an input for the RAINBOW code.

deliver over 120 J per beam in a 750-ps pulse. Since the disk amplifier is designed to operate with 300 to 350 J of input drive energy, it was necessary to angularly double pass with an input beam of significantly smaller diameter (~16 cm) than the clear aperture (20 cm). Although the beam size is reduced by this technique, the output fluences are comparable to those envisioned for actual use. A schematic of the experimental setup is shown in Fig. 49.34.

The output of beamline 6-4 was reflected to the amplifier by a mirror pair located just after the OMEGA output calorimeter pickoff. This allowed use of the existing OMEGA calorimetry system to measure input energy to the amplifier. This calorimeter was calibrated to read disk-amplifier input energy directly by comparison with a whole-beam calorimeter temporarily placed after the mirror pair. The beam propagates ~14 m from the mirror pair to the amplifier to permit the input and output beams to separate.

The beam was reflected for the second pass through the amplifier by a normal-incidence high reflector placed 73 cm from the corner of the nearest disk. This
resulted in the minimum delay between passes for any part of the amplifier of 4.8 ns. The maximum delay between passes for any part of the amplifier is 15.4 ns. Yarema and Milam demonstrated only a small change in the saturation fluence with a pulse-width change of 1.4 to 20 ns. Since the delays between passes for any part of the amplifier fall within this range, lower lasing-level relaxation effects can be ignored in modeling this configuration.

The output beam propagated ~15 m to a 3-m focal length, 1:1 magnification spatial filter. For all of the tests performed, the cutoff half-angle in this filter was 0.400 mrad. All output diagnostics were located after the spatial filter (refer to Fig. 49.34). The second surface reflection from a wedge was used for the output calorimeter. The first surface reflection was used for output-beam, near-field photography.

All large-signal gains were measured with the amplifier at 80% of nominal capacitor-bank energy. The chosen bank energy corresponded to a center-line, small-signal gain of approximately 3.22. Three series of measurements were made, each with different beam spectral characteristics: transform-limited 740-ps pulses, 5-Å-bandwidth, FM-modulated 740-ps pulses, and angularly dispersed, frequency-modulated (SSD) 740-ps pulses. Each “measurement” in one of the series actually consisted of three separate submeasurements. The first was an OMEGA shot to take a near-field photograph of the input beam at the requested drive energy. This measurement could not be made simultaneously with the gain measurement by use of a pickoff because of the resulting low-energy density on the film. The second submeasurement was of the actual input and output energies with the amplifier firing. The third submeasurement was of the input and output energies with the amplifier not fired in order to monitor the passive transmission of the entire stage including the mirrors and spatial filter. This yielded the transmission of the stage for use in modeling and served as a check for any possible misalignments.

The results of the first series with conventional transform-limited pulses is shown in Fig. 49.35. The actual data points are shown as crosses. The error bars in the vertical direction are the ±3σ confidence limits associated with the output calorimeter. The error bars in the horizontal direction are the ±3σ confidence limits associated with the input calorimeter. Data extends up to an output energy of just over 700 J, corresponding to an output fluence (normal to the beam) of 3.5 J/cm². The maximum output fluence contemplated for this amplifier in the OMEGA Upgrade is 4.0 J/cm².

Also shown on this plot are the predictions of the laser energy-transport code RAINBOW. This azimuthally-symmetric ray-tracing code features a modified Frantz-Nodvik treatment of gain saturation that includes linear absorption in the laser glass and the saturation fluence model of Martin and Milam. The required inputs to the model are the small-signal gain, the passive losses, the input beam fluence, and the saturation fluence.

The small-signal gain was measured during each gain shot by double passing a cw probe beam through the previously described small-signal-gain apparatus through the amplifier at a high angle so that the probe-beam collection optics did
Fig. 49.35
Double-pass output energy in joules versus input drive energy in joules for transform-limited pulses. The open circles are the RAINBOW predictions.

not intercept the extracting beam. This not only allowed monitoring of the small-signal gain on each shot but also allowed verification of the timing of the extracting pulse relative to the temporal gain profile by observation of the gain saturation. The gain measured this way was corrected by a known ratio to yield the equivalent center-line-measured, small-signal gain. This center-line gain was used to normalize the spatial plot of gain shown in Fig. 49.33. A spatial average was then taken over an area equal to that of the overlapped beams in the center of the amplifier. This spatially averaged, small-signal gain was then used as input to the code for each simulation.

Since the passive losses were not expected to change over the course of the experiment (the alignment was left undisturbed), the average of all the transmission measurements was used to compute a single passive loss of the stage. The stage included the double-passed amplifier, three mirrors, and the output spatial filter. This loss was used for all simulations. The average passive loss for the stage was measured to be 0.937±0.023. In the simulations, this loss was distributed through the amplifier as a 0.00226 cm⁻¹ loss. Approximately 1/3 of this loss may be attributed to the actual base-glass absorption, which is specified to be less than 0.0015 cm⁻¹ at 1.05 µm per disk. The remainder is hypothesized to be caused by birefringence and scattering losses. The passive transmission in double pass for the entire stage is greater than the specified passive transmission for the amplifier alone (0.96) squared to account for double passing, 0.922.

The input beam fluences were deduced from the input calorimetry and the near-field photographs of the OMEGA output taken at the same energy. The film data was digitized and density-to-intensity corrected by use of a separately generated D-log(I) curve for the same pulse width and wavelength. The average intensity <I> on the film was calculated by

\[ <I> = \frac{\int I \frac{dE}{dl} dl}{\int \frac{dE}{dl} dl}. \]
where \( dE/dl \) is the fraction of energy in the intensity range \( dl \) at the intensity \( I \). The average beam-fluence (\( F_{\text{avg}} \)) input to the code was then calculated from

\[
F_{\text{avg}} = \tau < I > ,
\]

where \( \tau \) is the temporal pulse width. Since \( dE/dI \) is not a delta function in the input near fields because of both beam modulation and the not-infinitely-steep beam edges, the simulations were all performed with an 18th-order superGaussian beam-edge profile to better approximate the actual beam shape. A perspective plot of a typical input near field that has been density-to-intensity converted is shown in Fig. 49.36.

The saturation fluence \( F_{\text{sat}} \) is a function of both the glass type and the total fluence. All four disks were of phosphate glass; two were of Hoya\textsuperscript{24} LHG-8 and two of Schott\textsuperscript{25} LG-750. These two glass types have similar lasing properties. The saturation fluence for these glasses has been measured to be a function of the extracting fluence. This effect is caused by the inhomogeneous broadening of the \( ^4F_{3/2} \) to \( ^2I_{11/2} \) transition. A simplified explanation is as follows: The Nd\textsuperscript{3+} ions have some cross section and central wavelength distribution. The ions with a larger cross section and better wavelength match to the extracting beam are more readily depleted. The remaining ion population has a lower effective cross section and is a poorer spectral match resulting in a higher saturation fluence. The most recent saturation fluence data for these glass types is that of Yarema and Martin\textsuperscript{18}

\[
\begin{align*}
LHG - 8: F_{\text{sat}} &= 3.38 + 0.555 \ln(F_{\text{out}}) \text{ J/cm}^2, \\
LG - 750: F_{\text{sat}} &= 3.88 + 0.313 \ln(F_{\text{out}}) \text{ J/cm}^2,
\end{align*}
\]

where \( F_{\text{out}} \) is the output fluence of their amplifiers that had small-signal gains of 4 to 5. For this work, a computationally simpler form based on fits to earlier 1-ns data\textsuperscript{22} for LHG-8 was used for both glass types:
ADVANCED TECHNOLOGY DEVELOPMENTS

\[ F_{\text{sat}}(t) = 3.75 + 0.032 \int_{-\infty}^{t} J(t') \, dt' \, J / \text{cm}^2, \]

where \( t \) is the time of the current photon.

In Fig. 49.35, with the exception of three data points, all RAINBOW predictions fall within the error bars of the measurement. Considering the number of approximations inherent in the simulations this agreement is excellent. In the three exceptions, the code estimates are conservative, which is desirable in a design tool. RAINBOW also calculates the maximum \( \Delta B \) through the stage. The maximum calculated \( \Delta B \) for all three series occurred on the 720-J output shot and was 0.89 rad. This is the same value that is anticipated for actual use on the OMEGA Upgrade.

In the second series of measurements, an FM modulation was applied to the 740-ps pulse using an electro-optic modulator. The resulting bandwidth consisted of a 5 Å "comb" of sidebands each separated by 9.65 GHz. The 5 Å bandwidth is of the same order as the 7.5 Å bandwidth planned for the OMEGA Upgrade. Reduction in the large-signal gain because of a decrease in the small-signal gain experienced by the wings of the spectrum is not expected since the 5 Å bandwidth is small compared to both the fluorescence linewidth of these glasses (\( \sim 230 \) Å) and the 3-db-gain bandwidth of the amplifier in double pass (\( \sim 100 \) Å). No increase in extraction is expected because of the increased bandwidth of the extracting beam accessing more of the inhomogeneously broadened line since the 5 Å bandwidth is small compared to the homogeneous linewidth (\( \sim 24 \) Å for LG-750, LHG-8 expected to be similar).

The results of the second series of measurements are shown in Fig. 49.37. Again, output energy is plotted versus drive energy in joules. Also shown again are the RAINBOW simulations. All of the predictions fall within the error bars.
of the measurement. Since bandwidth has been ignored in these simulations it may be concluded that within the error bars of these measurements, 5-Å-FM bandwidth has no effect on the large-signal gain of this amplifier.

The third and final series of measurements were made with spatially-dispersed, FM-modulated (SSD), 740-ps pulses. The same FM modulator was used as in the previous series. A grating after the modulator angularly disperses the FM-modulated light by 67 μrad/Å in the vertical direction at the amplifier stage. Data in this series were limited to drive energies < 75 J because of the low diffraction efficiency of the prototype grating used as the dispersing element. In addition, the near-field beam quality was degraded because of grating imperfections. The results are shown in Fig. 49.38 along with the RAINBOW simulations. The three predictions underestimate the output energy, one significantly. This is attributed to a low, small-signal-gain measurement caused by poor utilization of the range of the A-to-D converters in the digitizing oscilloscopes. No effect on energy transport can be attributed to the spatial dispersion.

Conclusion
The OMEGA Upgrade will use a modern, 20-cm clear aperture, Nd:glass Brewster-disk amplifier as the final amplifier. This device has been designed, constructed, characterized, and it has met or exceeded its design goals in all aspects of energy transport. These goals are summarized in Table 49.V. Specifically, it achieved a small-signal gain of 3.22 at only 80% of design bank energy with a storage efficiency of 1.7%. Passive losses are consistent with the values assumed for the OMEGA Upgrade. The amplifier has been tested in the large-signal regime by double passing at a pulse width of 740 ps. It produced over 720 J of energy with 126-J drive at an output fluence of 3.5 J/cm². Wavefront characterization results will be presented in a future article.
Table 49.5: 20-cm-disk amplifier performance.

<table>
<thead>
<tr>
<th></th>
<th>Goal</th>
<th>Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center-line small-signal gain</td>
<td>3.0</td>
<td>3.22</td>
</tr>
<tr>
<td>(at) bank energy</td>
<td>300 kJ</td>
<td>240 kJ</td>
</tr>
<tr>
<td>Gain $G$ uniformity at center-line gain $G_{CL}$</td>
<td>$2.7 &lt; G &lt; 3.3$ $G_{CL} = 3.00$</td>
<td>$2.57 &lt; G &lt; 3.32$ $G_{CL} = 3.22$</td>
</tr>
<tr>
<td>Storage efficiency</td>
<td>1.14%</td>
<td>1.7%</td>
</tr>
<tr>
<td>Passive transmission</td>
<td>0.922</td>
<td>0.937</td>
</tr>
<tr>
<td></td>
<td>double pass</td>
<td>double pass</td>
</tr>
<tr>
<td></td>
<td>amplifier only</td>
<td>entire stage</td>
</tr>
<tr>
<td>Output energy</td>
<td>1050 J</td>
<td>730 J drive limited</td>
</tr>
<tr>
<td>(at) max output fluence</td>
<td>4.0 J/cm$^2$</td>
<td>3.5 J/cm$^2$ drive limited</td>
</tr>
</tbody>
</table>
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Section 3
NATIONAL LASER USERS FACILITY
NEWS

NLUF activity for the first quarter of FY92 was centered around experiments conducted on GDL. These were done by groups from the National Institute of Standards and Technology (NIST), the Naval Research Laboratory (NRL), and the University of Maryland.

**J. Reader** from NIST has set up a high-resolution XUV spectrograph to measure the line radiation from laser-produced plasmas. These spectral measurements are a continuation of measurements made during the last quarter. This instrument continues to provide some of the highest resolution measurements of line radiation from laser-produced plasmas to date. It is expected that there will be at least one more set of exposures taken before the instrument is returned to NIST.

**R. Whitlock** from NRL conducted a series of experiments with the GDL laser to study the effect of thermal shock waves on the lattice spacing of crystalline materials. X rays from a laser-plasma source were used to probe the lattice-spacing change of the crystal as the shock wave propagated from the front surface to the rear surface. These experiments were done in collaboration with **J. Wark** from the University of Oxford. These shots were sufficient to complete the data-acquisition phase of this NLUF experiment.

**J. Moreno** from the University of Maryland made use of the McPhearson grazing-incidence spectrograph to measure several high-resolution spectra from
carbon targets. **H. Griem**'s group at the University of Maryland is studying line shapes of hot dense plasmas. These shots on GDL complement the data that has been collected off OMEGA with both imploding and non-imploding targets.

The American Physical Society's Division of Plasma Physics meeting was held in Tampa, Florida from 4 November through 8 November. Papers on work done as part of the NLUF program were presented by groups from the University of Maryland, the University of Florida, and the University of California at Davis. We would like to congratulate H. Griem from the University of Maryland for receiving the James Clark Maxwell Prize for Plasma Physics at this year's meeting. Prof. Griem was honored for his outstanding contributions to the measurement of x-ray spectra from plasmas.
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Section 4
LASER SYSTEM REPORT

4.A GDL Facility Report

There was a total of 320 GDL laser shots during the first quarter of FY92. The 142 target shots were used by one LLE experiment and three NLUF user experiments. The NLUF user experiments were done by groups from the National Institute of Standards and Technology, the Naval Research Laboratory, and the University of Maryland. In addition, construction was started on a spatial filter that will be used to transport the GDL laser beam into the LLE Damage Testing Laboratory. This is a UV spatial filter that will allow the testing of large-scale UV optics.

The decision was made this quarter to do a major refurbishment of the GDL facility. The work will start in June of 1992 and continue for approximately nine months. Both the laser and the experimental target bay are to be improved and will provide users with a better experimental facility.

The shot summary for the GDL laser this quarter is as follows:

<table>
<thead>
<tr>
<th>Description</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser system</td>
<td>148</td>
</tr>
<tr>
<td>Laser calibration</td>
<td>30</td>
</tr>
<tr>
<td>Target</td>
<td>142</td>
</tr>
<tr>
<td>TOTAL</td>
<td>320</td>
</tr>
</tbody>
</table>
4.B OMEGA Facility Report

There was a total of 265 OMEGA laser shots during the first quarter of FY92. The 65 target shots were delivered to three experiments in preparation for the American Physical Society's Division of Plasma Physics meeting. These experiments were done to study the effect of low-order, $\ell$-mode illumination nonuniformity, the implosion of surrogate cryogenic targets (CD shells), and laser-system performance characterization. The smoothing by spectral dispersion apparatus was removed for these shots while a new set of gratings is being manufactured. The temporal shape of the laser beams was Gaussian for the target shots.

The OMEGA driver line continued its progress toward the ability to deliver shaped pulses to the input of OMEGA. A beam from the pulse-shaping equipment was injected into the OMEGA driver line and the optical-component alignment was started. Diagnostics to sample the spatial beam profile at various image planes in the driver line were added and a streak camera was set up to measure the temporal profile of the laser beam at the output of the driver line. This will be finished during the next quarter when the new gratings are to be mounted and a modulator with a new crystal installed.

The shot summary for the OMEGA laser this quarter is as follows:

- Software test: 20
- Driver: 141
- Laser: 39
- Target: 65
- **TOTAL: 265**
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**Forthcoming Publications**


**Conference Presentations**


The following presentations were made at the 21st ECLIM, Warsaw, Poland, 21–25 October 1991:

R. L. McCrory, "Direct-Drive Implosion Experiments for Laser Fusion on OMEGA and the OMEGA Upgrade."


The following presentations were made at the 23rd Boulder Damage Symposium on Optical Materials for High Power Lasers, Boulder, CO, 23–25 October 1991:
L. J. Shaw-Klein, S. D. Jacobs, S. J. Burns, and J. C. Lambropoulos, "Microstructural Control of Thin-Film Thermal Conductivity."
D. J. Smith, A. W. Schmid, M. S. Jin, S. Papernov, and Z. R. Chrzan, "Development of High Reflector Coatings at 351 nm for the OMEGA Upgrade Laser."

The following presentations were made at the Optical Society of America 1991 Annual Meeting, San Jose, CA, 3–8 November 1991:
J. H. Kelly, "Instrumentation Integration in Large Systems: the OMEGA Laser Upgrade at the University of Rochester as an Example," (invited talk).

The following presentations were made at the Thirty-Third Annual Meeting of the American Physical Society, Division of Plasma Physics, Tampa, FL, 4–8 November 1991:
R. E. Bahr, W. Seka, R. S. Craxton, and A. Simon, "Stimulated Raman Scattering in Long-Scale Length Plasma Experiments on OMEGA."
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D. L. Brown, R. E. Bahr, and W. Seka, “Interpretation of Features in Short-Pulse Probe Images of Long-Scale-Length Plasmas on OMEGA.”

X. D. Cao, C. J. McKinstrie, and D. A. Russell, “Novel Aspects of the Nonlinear Focusing of Light Waves.”


E. M. Epperlein, “Fokker-Planck Simulations of Laser Filamentation in Plasmas.”


M. A. Russotto and R. L. Kremens, “Fuel Ion Temperature and Neutron Yield Measurements Using the MEDUSA Neutron Detector Array.”


A. Simon, “Brillouin Scattering in the Presence of Strong Ion Collisionality.”


B. Yaakobi, R. Epstein, and F. J. Marshall, “Diagnosis of Laser Compressed Shells Based on Absorption of Core Radiation.”
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