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IN BRIEF 

This volume of the LLE Review, covering the period April-June 1991, 
contains articles on the production and characterization of hot, 
long-scale-length laser plasmas, a new x-ray spectroscopic method for 
diagnosing laser-driven target implosions, and two-dimensional (2-D) simu- 
lation results that confirm the dominance of kinetic thermal filamentation 
over ponderomotive filamentation. The section on advanced technology 
includes a report on the time-domain characterization of bent coplanar 
waveguides, and a study of the surface disordering of Pb(100) at tempera- 
tures below the bulk-melting temperature. Finally, the activities of the 
National Laser Users Facility and the GDL and OMEGA laser facilities are 
summarized. 

Highlights of the research reported in this issue are 

The production and characterization of hot, long-scale-length laser 
plasmas provide an opportunity for studying laser-plasma interaction 
processes that are relevant to reactor-scale targets. Time-delayed 
subsets of the 24 OMEGA beams have been used to explode small disk 
targets, producing plasmas with 1 -mm scale lengths at densities around 
eighth critical and whose electron temperatures can be kept at or above 
1 keV for extended time periods. 

The observation of a peak in the continuum x-ray spectrum emitted 
from a laser-imploded target provides a new technique for diagnosing 



LLE REVIEW, Volume 47 

the compressed shell. The peak is the result of the high absorption of 
low-energy x rays emitted from the imploding core by the cooler, 
compressed shell surrounding the core. 

The effects of nonlocal electron heat transport on both thermal and 
ponderomotive laser filamentation in plasmas have been modeled 
using a 2-D Fokker-Planck code. These simulations have confirmed 1 
recent theoretical predictions that the kinetic thermal mechanism I 
should dominate over the ponderomotive one. 

i 

The time-domain, electro-optic characterization of bent coplanar 
waveguides has demonstrated that picosecond transients with band- 
width 2100 GHz can propagate over a large number of bends with 
limited signal distortion. It is shown that smoothing of the bends 
considerably improves the very-high-frequency performance of the 
bent coplanar waveguide. 

Angle-resolved, x-ray photoelectron diffraction studies of the Pb( 100) 
surface have measured the onset of surface disordering (or surface 
melting) at temperatures below the bulk-melting temperature 
(600.7 K). It is estimated that the disordered-layer thickness is 4-5 
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Barukh Yaakobi, Senior Scientist. is shown examining x-ray spectroscopic data obtained 
from OMEGA target shots. Such data help to analyze and understand the behavior and 
performance of laser-irradiated targets. 



Section 1 
PROGRESS IN LASER FUSION 

1.A Production and Characterization of Hot, 
Long-Scale-Length Laser Plasmas 

The production and characterization of long-scale-length laser plasmas are 
essential for the study of the laser-plasma interaction processes that are likely 
to occur in laser-fusion reactor targets. To carry out such experiments under 
true reactor conditions, i.e., in spherical geometry for direct-drive laser 
fusion, would require very large laser energics (comparable to reactor 
energies) that are presently unavailable. Research has therefore been concen- 
trated on planar targets, with the goal of producing plasmas with scale lengths 
and electron temperatures as close as possible to those of reactor plasmas. 

An extensive series of long-scale-length plasma experiments has been 
carried out on OMEGA. Thin plastic disks of finite diameter (600 w) have 
been exploded using most of the 24 OMEGA beams to form plasmas with 
scale lengths close to 1 mm. By delaying in time some of the laser beams, 
electron temperatures 21 keV have been produccd in plasmas of density 
around eighth critical and maintained over extended periods of time (2lns). 
This article describes the characterization of these plasmas by a variety of 
techniques, and shows that the two-dimensional (2-D) plasma expansion and 
the temporal evolution of the electron temperature and density are in close 
agreement with SAGE simulations. The plasma thus produced forms an 
excellent tool for investigating laser-plasma interaction processes under 
conditions relevant to future laser-fusion reactor targets. 
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Some improvement is available through replacing the solid target by a 
thin-foil target, which is exploded as a result of irradiation from one or both 
sides.24 Here, after the laser beam(s) bum through the target, a density 
profile is obtained that has a maximum in the center. The density scale length 
L, as previously defined is infinite in the center, and can be made as large as 
desired by looking sufficiently close to the center. However, many convec- 
tive processes (such as filamentation) require that the laser propagate 
through a significant length of plasma, and for a reasonable comparison to 
be made with (thick) solid targets it is conventional to define the scale length 
of the exploding-foil plasma L,, as the FWHM of the density profile, usually 
measured along the initial target normal. The density profile of an exploding 
foil differs from that of a direct-drive reactor target in that it has a density 
maximum but no critical surface at times of interest; however, its character- 
istics are otherwise generally considered to be sufficiently close to those 
of reactor plasmas to be of interest. As with the solid target, the scale length 
of the thin-foil target is limited by the beam diameter for the same reason of 
divergent flow. However, since the foil expands in both directions, a larger 
scale length for a given beam diameter might be expected using a foil. 

Early long-scale-length plasma experiments were canied out using solid 
targets, with one or more laser beams overlapped onto a large spot of 
diameter up to I mm.' The density scale length achieved in this geometry, 
characterized simply as L,, = n,/lVn,l where n, is the electron density, 
initially increases with time during the laser pulse, but is eventually limited 
to some number of order unity times the beam diameter when an initially 
planar plasma flow develops into a divergent flow; laser energy delivered 

I after this transition is relatively ineffective at increasing the plasma scale 
length. In the design of these experiments, the fundamental limitation is the i 
available laser energy. If the beam diameter is to be increased with the laser 
intensity maintained constant, the laser power must be increased in propor- 

All of the experiments cited so far suffer from adisadvantage that the laser 
beams serve the dual purposes of forming and interacting with the plasma. 
They are defocused to a large spot diameter to form the plasma, and so the 
desired intensities for studying nonlinear laser-plasma interactions (typi- 
cally up to a few times 1015 w/cm2) may not be available. Additionally, 
systematic experimentation is difficult since changing the laser intensity 
desired for a particular interaction-physics experiment will simultaneously 
change the plasma conditions. This problem has been mitigated by making 
appropriate adjustments to the laser-beam diameter and pulse width in order 
to produce a plasma of approximately constant hydrodynamic conditions 
over a broad range of laser i n t en~ i t i e s .~ '~  However, an alternate solution is 

tion to the beam area; also, the laser duration must be increased, roughly in 
proportion to the beam diameter, since it will take longer to establish the 
greater scale length. The energy required thus scales as the cube of the 
beam diameter. The alternative of reducing the laser intensity while the beam 
diameter and pulse width are increased would lead to plasmas with unaccept- 
ably low electron temperatures (<< 1 keV) for interaction-physics experiments 
relevant to reactor plasmas. 

z 
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often preferred. This involves first irradiating a target with a low-intensity, 
large-diameter plasma-generation beam and then, after the plasma has 
expanded sufficiently to reach the appropriate density, irradiating the pre- 
formed plasma with a high-intensity, tightly focused interaction beam. This 
technique was first employed using solid targets5 and has subsequently been 
used almost exclusively with exploding foils. These latter experiments have 
been carried out in two distinct geometries: ~ ~ l i n d r i c a l ~ . ~  and line focus.' In 
the first geometry the plasma-generation beam is usually focused to a circular 
spot with the largest possible diameter, and the interaction beam is incident 
approximately parallel to the plasma-generation beam. In the second geom- 
etry the plasma-generation beam is focused along a line, with the line length 
equal to the desired scale length, and the interaction beam is incident 
orthogonally, i.e., along the line focus. This latter geometry has the advan- 
tage that a long scale length can be produced with a plasma-generation beam 
of modest energy; however, the expanded plasma, which is approximately 
cylindrical about the axis of the interaction beam, is subject to strong 
transverse density gradients. Alignment of the interaction beam is thus made 
difficult due to refraction, and the homogeneity of the plasma seen by the 
interaction beam is harder to ensure. 

While many of these experiments have successfully accessed plasma 
conditionsnot currently available in spherical geometry, bothcylindrical and 
line-focus geometries suffer from a limited ability to simultaneously achieve 
the desired plasma density and temperature, often leading to plasma electron 
temperatures well below I keV at the time of the interaction beam. This 
occurs for at least three reasons: (a) the plasma-generation beam is necessar- 
ily defocused to a low intensity; (b) the plasma cools during expansion to the 
desired density; and (c) as the plasma expands to densities significantly 
below critical, inverse-bremsstrahlung absorption of laser energy becomes 
progressively less effective. In spite of this problem, such plasmas do form 
a useful test-bed for plasma-physics experiments; in particular, they are 
strongly perturbed by the interaction beam and are subject to strong self- 
focusing (thermal and/or ponderomotive). However, for greater relevance to 
reactor plasmas, higher temperatures are required. Additionally, for a clean 
interaction-physics experiment, it is generally desirable that the interaction 
beam cause minimal hydrodynamic perturbation to the plasma. One solution 
to this problem is to use multiple laser pulses for plasma generation and 
heating, staggered in time; for example,   at ha et irradiated 15-pm-thick 
CH foils with five NOVA beams at time t = 0, followed by four more beams 
at r = 1.3 ns and one tightly focused interaction beam at t = 2.7 ns, with 
1-2 kJ per beam. 

In the current experiments the OMEGA laser has been used to produce 
hot, long-scale-length plasmas that are approximately isothermal at the 
interaction time. This has been achieved by exploding the foil with a subset 
of the 24 beams and, after an appropriate time delay, using another subset to 
maintain the temperature of the expanding plasma. In this respect, the 
experiment is similar to that of Ref. 7. Furthermore, the choice of a mass- 
limited target, typically a 6-pm-thick CH foil whose diameter (600 pm) is 
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In this article the experimental conditions and diagnostics are first 
described in detail. Simulations using the 2-D Eulerian hydrodynamics code 
 SAGE'^"^ are discussed in the following section. Experimental results are 
then presented for the electron temperature measured spectroscopically as a 
function of time, for the electron density inferred from stimulated Raman 
scattering (SRS) spectra, and for the 2-D evolution of the plasma as indicated 
by optical probing. In all cases, it is seen that the experimental results agree 
well with the predictions of the hydrodynamic simulations. The main 
conclusion is that these long-scale-length plasmas are well characterized and 
well suited to interaction-physics experiments of relevance to laser-fusion 
reactors. 

Experimental Conditions and Diagnostics 
The target irradiation configuration is shown in Fig. 47.1. Two sets of four 

opposing beams (P) are used to explode the foil. The on-target laser energy 
is typically 50-60 J per beam with a pulse duration of -0.60-0.65 ns at a 
wavelength of 35 1 nm. On each side, the four primary plasma-producing 
beams are surrounded by eight other beams, of which four are used as 
secondary heating beams, incident 0.6 ns after the primary beams, and three 
can also irradiate the target as tertiary beams, peaking typically 1 ns after the 
primary beams. The remaining beam from one side is rerouted to become the 
interaction beam. Throughout this article the primary beams peak at 1 .O ns, 
the secondaries at 1.6 ns, and the tertiaries at 2.0 ns. The interaction beam has 
been located at 1.6 ns in some experiments and at 2.2 ns in others. All beams 
have a wavelength of 35 1 nm, except the tertiary beams whose wavelength 
is 1054 nm. 

All primary and secondary beams (but not the tertiary beams) are outfitted 
with distributed (random) phase plates (DPP's)~ in front of the focusing lens 
(f = 60 cm) to produce an Airy envelope for the intensity distribution in the 

matched to the focal diameter of the plasma-generation beams, allows for 
optical probing of the central region of the plasma, a region that has been 
obscured by the unirradiated portion of the target in similar experiments 
using large thin foils. In addition, the plasma created in this way can be nearly 
spherically symmetric, thus allowing the introduction of the interaction 
beam from different directions and opening the possibility for conducting 
experiments with overlapping interaction beams. A further feature of this 
configuration is that some of the delayed subset of beams can be infrared 
(1 054 nm) in order to provide more efficient heating of the expanding plasma 
if densities below lo2' cmP3 (the critical density at 1054 nm) are desired. The 

> 

OMEGA system also allows for the inclusion of beam-smoothing techniques 
such as phase plates9 or smoothing by spectral dispersion (ssD)," although 
most of the results here were obtained without SSD. Typical plasmas 
produced in the current experiments have center densities around n,/8, and 
are maintained within a factor of two of this density and at a temperature 
T, 21 keV for approximately 1 ns, with scale lengths Lp of 0.5-1 mm. 
(Throughout this article n, indicates the critical electron density for a laser 
wavelength of 35 1 nm, i.e., 9 x 1021 ~ m - ~ . )  i 
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Fig. 47.1 
Target irradiation configuration. Schematic 
layout of 2 x 4 primary plasma-producing 
beams (P), 2 x 4 secondary (S) and 6 tertiary 
(T) heating beams, and one interaction beam 
with twopossible timings (11,12). The interac- 
tion beam is tightly focused onto the target 
(spot diameter = 90-pn FWHM), while all 
other beams are strongly defocused (spot di- 
ameter = 450-pm FWHM). All beams have 
wavelength 35 1 nm with 260 J/beam on tar- 
get, except the tertiary beams that have 
wavelength 1054 nm and 21 00 J/beam. The 
pulse duration of the UV beams is 
60&650 ps. 

focal plane of the lens. The 1.25-mm-diam hexagonal cells of the DPP's 
result in focal spots of - 1 6 3 - p  FWHM. However, the primary and second- 
ary beams are focused 1.65 mm past the target surface to produce a spot 
diameter of - 4 5 0 - p  FWHM. With this focusing, sufficient laser-beam 
intensity irradiates the edge of the 600-p-diam target to explode and heat 
it with a reasonable degree of uniformity, although simulations show the 
center to expand faster than the edge. The resulting intensities in the primary 
and secondary heating beams place them below most of the thresholds for 
nonlinear interaction processes, as has been verified by null experiments 
without the interaction beam. The wavelength, pulse duration, and energy of 
the interaction beam are the same as those of the primary beams, but the DPP 
cell sizes are twice as large (2.5-mm diameter) so that the spot size at best 
focus is a factor of two smaller. The interaction beam is focused at the center 
of the target. 

Equivalent-target-plane photographs have shown that the envelope of the 
interaction beam matches well with the predicted Airy envelope [4 ~ : ( x ) l a ~ ] ,  
which has an FWHM of 82 p and a radius to the first zero of 97 p .  The 
Airy envelope is very close to a Gaussian of the same FWHM. The peak (on- 
axis) intensity of the envelope is found to be - 1.2 x loi5 w/cm2 (for a 60-J 
beam). The intensity distribution is strongly modulated by the speckle 
pattern produced by the DPP's, but only -2% of the beam energy is found to 
be above 1.5 x loi5 w/cm2. However, some speckle may be present with a 
spatial scale of less than the minimum 10 p that was experimentally 
resolved. 

The primary and secondary beams, which are focused to a plane interme- 
diate between the near field and the far field, are less well characterized, but 
are approximated by Gaussians of 450-pm FWHM. Diffraction calculations 
and idealized geometric focusing calculations both suggest an azimuthally 
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averaged profile with FWHM = 430 prn and an envelope a bit flatter than a 
Gaussian, assuming a flat distribution of radius 8 cm at the focus lens. As in 
the case of the interaction beam, a strong speckle pattern is present caused by 
the DPP's, but the presence of overlapping primary and secondary beams 
diminishes the high contrast of the speckle pattern to some extent. 

After the initial explosion of the foil, thermal conduction is expected to 
render the plasma density and temperature profiles very smooth by the time 
the interaction beam is switched on. This process is particularly effective in 
the presence of the secondary heating beams that help to maintain electron 
temperatures of greater than 1 keV over nearly 1 ns; in this case speckle in 
the interaction beam of scale <10 prn should be well smoothed out by thermal 
conduction. 

In all these experiments the targets were free-standing CH foils, 600 prn 
in diameter and 6 pn thick, mounted on -10-prn-diam glass stalks. Some 
targets contained a central A1 signature layer of -1000-A thickness for x-ray 
spectroscopy and temperature diagnosis. In addition, all targets were I 

overcoated with 500 A of A1 in order to eliminate or reduce shinethrough 
Fig. 47.2 effects,13 i.e., to prevent laser light from penetrating into the target interior 
Schematic layout of diagnostics. The polar- prior to plasma formation at the target surface. 
ization of the interaction beam is roughly 
perpendicular to the plane of the paper; the 
3w/2 collection mirror is actually located The diagnostics employed for these experiments are shown schematically 

above the interaction beam so as to lie aD- in Fig. 47.2. There were two primary plasma diagnostics, a time-resolved 
proximately within the plane of polarization. x-ray spectrograph used to determine the electron temperature, and a short 

spectrograph SBS 

Probe beam 
,GxKx, 1 527 nm, 20 Ps 

x-ray spectrograph QUESTAR 1 ( ~ ~ ~ k ~ ~ l ~ n ~ )  1 7 
~i1rn-Y- (density) i 
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527-nm optical probe beam used in conjunction with a microscope to 
diagnose the low-density plasma evolution by means of Schlieren photo- 
graphy. In addition, a 114-m spectrograph was used to obtain time-integrated 
visible spectra of the SRS arising from variously timed interaction beams; 
since SRS is a nonlinear function of laser intensity, this diagnostic provided 
density measurements in the vicinity of one-tenth critical with some time 
resolution. The remaining diagnostics were aimed at diagnosing other 
nonlinear processes such as the two-plasmon decay instability ( 3 ~ 1 2  emis- 
sion, time-integrated UV spectroscopy), and stimulated Brillouin scattering 
(SBS, time-integrated UV spectroscopy). Data from these nonlinear 
processes are presented here only to the extent that they relate to plasma 
diagnosis. In addition, two channels of K-edge-filtered, hard-x-ray photo- 
multipliers were used for fast-electron diagnostics, and the transmitted light 
within the original cone of the interaction beam was measured using a 
calorimeter. 

The two-plasmon-decay diagnostic, a 114-m spectrograph detecting 
radiation in the vicinity of 3w/2 (i.e., 234 nm), had its collection mirror in the 
plane of polarization of the interaction beam (perpendicular to the plane of 
the drawing), but for ease of graphic representation it is shown otherwise. 
The stimulated Raman spectra were collected out of the plane of polarization 
and at -45" to the interaction beam in the backscatter direction. Both of the 
SRS and 3w/2 collection optics were f/8 spherical mirrors, with either an 
aluminum coating (for SRS) or a dielectric coating (for 3 ~ 1 2 ) .  Stimulated 
Brillouin backscattering of the interaction beam was monitored using a 
diagnostic pick-off with 4% reflection placed in the path of this beam. 

The time-resolved x-ray spectroscopy was carried out using the streaked 
x-ray crystal spectrograph SPEAXS'~ in conjunction with a PET crystal that 
allowed convenient registration of the LyP and HeP lines of A1 with better 
than 50-ps resolution. A 1000-A-~1 signature layer embedded in the midplane 
of the target was used to determine the electron temperature evolution using 
the time-dependent intensity ratio of the LyP to the HeP line. Typical time- 
resolved spectra are shown inFig. 47.3 for two cases. In Fig. 47.3(b) the x-ray 
spectrum is shown for a target without the central A1 layer. The outer 
500-A-A1 layer is seen to light up early on in the pulse. Doppler splitting in 
the spectral lines is evident; this occurs because the front and rear sides 
expand in opposite directions (with velocities -lo8 cm/s). When a central A1 
signature layer is employed [Fig. 47.3(a)], strong and long-lasting hydrogen- 
and helium-like emission is observed. While some Doppler broadening is 
observed, there is no Doppler splitting from the central A1 layer, since this 
layer always has its highest density (and main emission region) at the center 
of the plasma where the flow velocity is zero. Figure 47.4 shows intensity- 
converted line-outs along the time axis for the LyP and HeP lines of Fig. 
47.3(a), obtained using the calibration data of Ref. 14. 

The temporally varying intensity ratio of the LyP and HeP lines is 
indicative of the temperature evolution in the plasma. For a given electron 
density (n,) and temperature (T,) this ratio can be calculated using the atomic 
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Energy of x rays -----, 
With central A1 layer Without central A1 layer 

E5868 
(a> - (b) 

Fig. 47.3 rate-equation code POP ION.'^ This code uses a detailed-configuration, 
Time-resolved x-ray streak spectra from screened hydrogenic-ion model in a set of multispecies, collisional-radiative 

in the vicinity of the HeP rate equations that are solved to obtain the ion species and the required level 
and LyP lines. (a) 6-p-thick CH target with populations. It is found that the line ratio is only a weak function of n,; e.g., 
a 500-A-A1 barrier layer on each side and a 
central ~ooo-A-A~ signature layer: (b) same a factor-of-4 error inn, typically results in only a -10% change in the value 
target but without the signature layer. of T, corresponding to a givenline ratio. Thus. with areasonable estimate of 

n,, the time-dependent electron temperature can be obtained from Fig. 47.4. 
This method is especially applicable to emission from the center of the target, 
since the following experimental results support the SAGE predictions for 
the electron density there. However, it is harder to infer the temperature of 
the outer A1 layer at early times since, in this case, the density of the radiating 
Al is less well known. 

The optical probe beam was used to characterize the overall plasma shape 
and dimension. The choice of a frequency doubled (as opposed to qua- 
drupled) beam resulted in an enhanced sensitivity to low-density regions. 
The pulse duration was -20 ps and the synchronization was monitored using 
fast diodes and a Hewlett-Packard time-interval counter. For some of the 
experiments a pulse-stacked probe beam was used. This was generated by 
placing two 70%-reflecting mirrors in the path of the optical probe. 

The probe beam was used to take dark-field images of the plasma using 
light scattered or refracted by the plasma. A 4-in.-diam Q U E S T A R ~ ' ~  
model QM1 was used as a microscope with a long working distance (-1 m). 
The central stop (the secondary mirror of the Cassegrainian telescope) also 
serves as a beam stop for the dark-field photography. The 2-cm diameter of 
the beam stop gives a lower cutoff angle corresponding to -f/50, and the edge 
of the outer mirror results in an upper cutoff at fll1. For the experiments 
using the pulse-stacked beam, an enlarged central stop was used whose 
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Fig. 47.4 
Line-out along the time axis for the HeP and 
LyP lines for case (a) of Fig. 47.3; P and S 
indicate the peaks of the primary and second- 
ary beams. 

dimensions (f/14) differed only slightly from the instrument's entrance 
aperture. This arrangement resulted in images of only very narrow regions 
of the plasma, and enabled nonoverlapping multiple exposures of the 
expanding plasma to be obtained on a single shot, with a precise relative 
timing, in order to accurately characterize the expansion phase of the plasma. 

Two-Dimensional Hydrodynamic Simulations 
These experiments have been extensively simulated using SAGE in 2-D 

cylindrical geometry. In order to illustrate the main hydrodynamic features 
of the formation of typical long-scale-length plasmas, the discussion will 
focus on a representative simulation with all beams included. The parameters 
for this simulation, chosen to correspond to one experimental shot discussed 
below, are summarized in Table 47.1. 

The wavelength, pulse width, and timing of the various beams correspond 
to the standard experimental conditions described in the previous section, 
with the interaction beam at the latertimeof 2.2 ns. All UV beams used DPP's 
and were modeled as spatial Gaussians with the appropriate diameters at 
half-maximum intensity dFWHM. This is a very good approximation to the 
ideal Airy profile of the beam envelope. The diameters dgO containing 90% 
of the energy in the Gaussian profile are also given in Table 47.1. Since these 
diameters correspond to an intensity 10% of the maximum, the 600-pn-diam 
targets are well irradiated by the primary and secondary beams for which 
d90 = 820 p n .  For computational efficiency, the spatial profile is truncated 
at a radius d90/2, and the stated energy is delivered within this radius. The 
peak intensity per beam, defined as the intensity at the peak of the beam in 
time and at radius r = 0, is 3.9 x 1013 w/cm2 for each of the primary and 
secondary beams and 9.5 x loi4 w/cm2 for the interaction beam. Laser- 
energy deposition is modeled using three-dimensional (3-D) ray tracing. 
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Table 47.1: Parameters of SAGE simul, 

Wavelength (nm) 
Temporal FWHM (ns) 
Time of peak (ns) 
Number of beams 
Energy 
Spatial profile 
Diameter dFWHM (pm) 
Diameter dgo (pm) 
Peak intensity per beam (w/cm2) 
Beam geometry 

Number of rays 
Absorption (%) 

on with all bc 

Primary 

35 1 
0.6 
1 .o 

4lside 
200 Jlside 
Gaussian 

450 
820 

3.9 x l oL3  
f/0.87 cone 

ams included. 

200 Jlside 
Gaussian 

Tertiary Interaction = 
3.9 10'" 
Skew rays 
at Oi=69" 

7 x 4  
48 
- - 

1054 
0.6 
2.0 

2/side 
150 Jlside 

Flat 
2000 
- 

3.3 x l o i 2  
Skew rays 
at Oi=69" 

7 x 4  
19 
-- 

35 1 
0.6 
2.2 

1 from right 
50 J 

Gaussian 

9.5 x l oL4  
Parallel beam 

For computational cfficiency, the CH is treated as a fully ionized perfect 
gas, omitting equation-of-state and radiation effects. For such low-Z mate- 
rial. which is fully ionized at all times except very early in the interaction, this 
has been found to be a very good approximation. No attempt has been made 
to model the 1000-A-AI signature layer in the targets used for spectroscopic 
diagnostics. This layer, when fully ionized, contains the same number of 
electronsper unit areaas only 0.23 p ofCH (i.e., 4% of the target thickness), 
and is therefore unlikely to significantly perturb the hydrodynamics. The 
simulation employs an orthogonal grid, with 40 points up to a radius of 
1600 pm and 85 points over 4000 p in the z direction. The initial target 
location is at -? = z,,,id = 2000 p. 

Results from this simulation are shown at three successive times in Fig. 
47.5(a)-(c). corresponding to the peaks of the primary, secondary, and 
interaction beams. At the time of the peak of the primary beams [Fig. 47.5(a)] 
the plasma is still overdense and strongly absorbing. Note that only the rays 
incident from the right are shown, with the ends of the rays marking the 90% 
absorption point. The outermost rays correspond to the truncation radius of 
dg0/2. All four overlapping primary beams are represented as a single beam 
with a broad fl0.87 cone, corresponding to a maximum angle of incidence 
of 30". (In the OMEGA geometry, the four beams are each -f/3.5 cones 
incident at 30.4O.) This representation appears to be reasonable, as refraction 
is clearly seen to be unimportant (except for the occasional ray that strikes 
the edge of the target) and there are no problems associated wilh the 



Fig. 47.5 
Isodensity contours of the expanding plasma, 
from a simulation with all beams on, at three 
successive times: (a) t = 1 .O ns, the peak of the 
primary plasma-producing beams; (b) t = 1.6 
ns, the peak of the secondary heating beams; 
and (c) t = 2.2 ns, the peak of the interaction 
beam. In each case typical ray trajectories 
(from the right side only) are shown for the 
beam peaking at that time. In case (c), con- 
tours of electron temperature are also shown 
(dashed lines) and indicate a nearly isother- 
mal plasma. The plot shown in (d) is as in (c) 
but for a different simulation, without the 
secondary and tertiary beams; here the plasma 
is significantly perturbed by the interaction 
beam and high temperatures are found within 
a long and narrow channel. 
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geometric foci that lie well beyond the plasma; the main function of 
the primary beams is to deposit energy on or near the surface of the target. 
The main shortcoming of this representation is probably the (weakly) 3-D 
nature of the actual irradiation configuration, where the target-plane irradia- 
tion pattern is based on the superposition of two ellipses of aspect ratio 
cos(30.4") with their major axes orthogonal. The pattern produced by each 
set of four primary beams has the same orientation; thus, in the azimuthal 
direction around the z axis, one should expect to find four regions of 
somewhat under-irradiated plasma. Just 15 rays per timestep are sufficient 
to give smooth and convergent plasma behavior. This is made possible by the 
algorithm whereby SAGE deposits ray energy in an area-weighted manner 
among the four cells nearest each deposition point on the trajectory;17 
thermal diffusion also smooths out residual small-scale deposition 
nonuniformities. 

Figure 47.5(b) shows the corresponding isodensity contours at the peak of 
the secondary heating beams. The plasma is now underdense and already 
possesses acceptable characteristics for long-scale-length interaction 
experiments. Along the axis the peak electron density is n, = nJ4, 
the electron temperature is T, 2 1 keV, and the density scale length is 
Lp = 500 pn. The density contours show an essentially spherical plasma, 
well matched to the obliquely incident secondary beams, except for the 
doughnut-shaped region of high density off axis. This results from the 
preferential expansion along the axis due to the center-peaked spatial profile 
of the primary beams. For a while the secondary beams are deflected away 
from the center of the plasma by this high-density region. It should be noted 
that the secondary beams are modeled as acylindrical bundle of parallel rays, 
incident at 69" to the z axis. Most of these rays thus follow 3-D trajectories 
that do not lie in the (r,z) plane, and so it is the r and z components of the 
trajectories that are plotted in Fig. 47.5(b). 

At the peak of the interaction beam [Fig. 47.5(c)1, the maximum on-axis 
electron density is one-eighth critical and the scale length Lp = 810 p n :  
within this distance, n, varies between n,/8 and n,/16. It is apparent from the 
simulation that the interaction beam does not significantly perturb this 
plasma (this will be quantified later in this article). Furthermore, no evidence 
of thermal self-focusing is seen, and the plasma deflects the interaction-beam 
rays outward. This is consistent with the hydrodynamic simulations of Ref. 
17 where an example was given of the suppression of thermal self-focusing 
in a hot, long-scale-length plasma. In Fig. 47.5(c) electron temperature 
contours are overlaid (dashed lines) and the plasma is seen to be approxi- 
mately isothermal. Overthe whole 8 10-pn scale length, the interaction beam 
sees a temperature of 1.0-1.3 keV. The parameters of this plasma should be 
well suited to interaction-physics experiments. 

In order to illustrate the importance of the secondary beams in maintaining 
a hot plasma, a comparison simulation was carried out with just the primary 
and interaction beams included. Density and temperature contours for this 
case are shown in Fig. 47.5(d), at the same time as for Fig. 4 7 3 ~ ) .  Here, in 
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contrast to Fig. 47.5(c), the interaction beam heats a long and narrow 
cylindrical region in the (moderately) cold preformed plasma, forming alow- 
density channel that in turn causes the interaction beam to focus (somewhat) 
to the left of the figure. In broad terms this process may be described as self- 
focusing, although the region of maximum refraction (near z = 2000 pm) is 
spatially distinct from the focus. In Fig. 47.5(d) the focusing is very weak 
and not all rays are significantly bent. The locations of the foci vary in time, 
and a significant increase in the local electron temperature is not seen. The 
n,./32 contour, however, is somewhat perturbed in the focusing region. 

f It is evident from Fig. 4 7 . 3 ~ )  that the peak temperature and density along 
the axis are representative of the conditions that the interaction beam sees. 
By plotting these quantities as a function of time the respective roles of the 
primary and secondary beams become apparent (Fig. 47.6). The time history 
of the peak on-axis electron temperature is shown [Fig. 47.6(a)] for four cases 
ranging from just the primary beams (P) to all beams (P + S + T + I). It is seen 
that the secondary beams (S) provide substantial plasma heating, and the 
interaction beam (I) provides some additional heating. On the other hand, 
the IR tertiary beams (T) clearly provide little heating in this simulation. 

One interesting feature of this figure is the delay between the peak of the 
secondary beams (1.6 ns) and the resulting peak of electron temperature 
( 1.8 ns, for curve P + S). This occurs because, at 1.6 ns, the secondary-beam 
rays are deflected away from the axis as previously noted in the discussion 
of Fig. 47.5(b). 

The time history of the maximum on-axis electron density for the same 
four cases [Fig. 47.6(b)] shows a plasma expansion that is at first rapid and 
then slows down, as has been found in experiments and simulations else- 
where.3 The main observation here is that the expansion history is determined 
largely by the primary beams with only minor differences between the four 
cases. Generally, the density falls faster at late times for the cases where the 
plasma is heated by extra laser beams, as might be expected. The bump at 
2 ns is due to the off-axis doughnut-shaped region of high density "implod- 
ing" onto the axis when irradiated by the secondary beams, and does not 
occur in the case of primary beams only. The exact shape of this bump 
undoubtedly depends on the symmetry of the irradiation pattern and the 
resulting off-axis high-density torus. For the small number of beams used in 
the experiment this symmetry is likely to be far from perfect, as previously 
discussed, and the bump at 2 ns may actually only be observed as a flat 
density plateau. In any case, this off-axis region serves as a source of mass 
that helps maintain the peak on-axis density against what would otherwise 
be a more rapid decay. 

Experimental Results 
1. Electron Temperature 

One of the distinguishing characteristics of the background plasma 
formed in these experiments is the extended hot phase of the expanding 
plasma. This is generally difficult to achieve with laser systems of limited 
output energy. As is apparent from Fig. 47.6(a), the temporal staggering of 
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RUNS 2343, 5-7 
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Fig. 47.6 
Maximum on-axis electron temperature (a) RUNS 2343, 5-7 
and dens~ty (b) for four cases (P) primary 
beam$ only; (P + S) primary and secondary 
beams; (P + S + T) prlmary, vecondary and 
tertiary beams; and (P + S + T + I) all beams. 

the various OMEGA beamq provides the necessary flexibility. Experimental 
confirmation has been obtained using targets that included a 1000-A-AI 
signature layer in the center of the 6-pn-thick CH disk. Using the temporally 
resolved x-ray line intensities of the aluminum LyP and HeP line5 [Figs. 
47.3(a) and 47.41 along with the temperature dependence of the LyP to HeP 
line ratio calculated by POPION, electron temperatures of 0.8-1.5 keV have 
been inferred over a period of -1 ns, as shown in Fig. 47.7. The experimental 
points in this figure start at -1 ns because it is at this time that the primary laser 

L 



Fig. 47.7 
Temporal dependence of the electron tem- 
perature as measured by a central 1000-A-AI 
layer embedded in the6-p- th ickCH foil, for 
a shot with just primary and secondary beams. 
The experimental points were obtained from 
the streaked spectra of Fig. 47.3(a) using line 
ratios calculated by POPION. The solid line 
indicates two-dimensional SAGE predictions 
for the coronal temperature, defined as the 
maximum electron temperature along the z 
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axis. The dashed lines indicate predictions for 
the electron temperature at (a) r = 0, (b) 
r = 1 12 p ,  and (c) r = 225 p, at the value of 
z (z,,~) corresponding to the center of the 
target. 

beams have burnt through to the signature layer: at earlier times the line 
emission is dominated by the 500-A-thick outer barrier layers, also made of 
aluminum (see Fig. 47.3). 

The dashed curve (a) indicates the electron temperature at the center of the 
target (r = 0) and the solid line the maximum on-axis electron temperature 
calculated by SAGE. The latter temperature is labeled the "coronal" tempera- 
ture because, early in time, before the primary beams have burnt through to 
the signature layer, the maximum occurs in the corona rather than at the 
center of the target. At later times the two calculated temperatures are almost 
indistinguishable. As expected, the experimental temperatures follow the 
predicted target-center temperatures early in time. The experimental mea- 
surements should correspond to a spatial average over the aluminum in the 
plasma, and therefore be somewhat lower than on-axis predictions, but this 
is believed to be a small effect because the plasma is predicted to be fairly 
close to isothermal. To illustrate this, the dashed curves (b) and (c) give the 
calculated electron temperature at r = 112 pn and at r = 225 pn, the latter 
being the half-maximum radius of the laser-intensity profile; burnthrough at 
these radii is somewhat delayed with respect to the axis, as expected, but later 
in time all calculated curves merge. It should be noted that the SPEAXS data 
did not have an independent timing fiducial for this series of experiments, so 
that the experimental data was shifted along the time axis to obtain the best 
fit. The error bars (approximately 10%) shown in this figure are indicative 
of the error with which the intensity ratio of the two x-ray lines can be 
determined, as well as the uncertainty in electron density (on which the line 
ratio is weakly dependent) as previously discussed. The close agreement 
between simulation and experiment provides evidence that the secondary 
beams do indeed maintain the plasma temperature. 
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2. Electron Density via Stimulated Raman Scattering 
Stimulatcd Raman scattering was observed using the 114-m spectrograph, 

but only on shots including the interaction beam. Without the interaction 
beam there was never any measurable signal except for the near-blackbody I 

plasma background radiation. Typical spectra are shown in Fig. 47.8 for two 
cases, with the interaction beam timcd (a) 0.6 ns and (b) 1.2 ns after the 
primary plasma-producing beams. In both cases the spectra are narrow. 
Drake et a1.18 reported narrow Raman spectra; their Fig. 4 shows a spectrum I 

taken at 1014 w/cm2 of width 60 nm, and a trend towards broader spectra at i. 

higher intensities. In comparison, in case (a) of Fig. 47.8 of this article at I 

1015 w/cm2, the width is only 27 nm. Although the detailed charactcristics I 

of the SRS emission will be discussed in a separate article, it should bc != 
pointed out here that the measured SRS threshold corresponds well to the 
collisional threshold for emission from the center of the parabolic density 
profile as calculated by ~ i l l i a m s ' ~  for the present conditions. 

Density (n,/ n,) 

Interaction beam: 

Fig. 47.8 
Typical stimulated Raman spectra taken for 
two cases with different timings of the inter- 
action beam: (a) r = 1.6 ns, the same time as 
the peak of the secondary heating beams; and 
(b) t = 2.2 ns. The narrowness of these spectra 
strongly suggests that the Raman emission 
originates from the density maximum (along 450 500 550 600 650 700 750 

the -7 axis) and penuits an accurate determina- Wavelength (nm) 
tion of this electron density (top horizontal 
scale) at the time of the interaction beam. 

The narrowness of the SRS spectra, especially in case (a), implies that the 
emission occurs over a very narrow range of electron densities. The electron 
density n, corresponding to an SRS wavelength kR is given approximately 
by the relation n,ln,. = (1 - ~ , / k ~ ) ~ ,  and is shown on the density scale on top 
of the figure. [Here k, is the laser wavelength, and the very small temperature 
(Bohm-Gross) correction to the dispersion relation of the plasmons has been 
neglected.] From Fig. 47.5(b), the electron-density profile around 1.6 ns has 
a saddle point at the center of the plasma. The instantaneous SRS signal is 
probably dominated by emission from the saddle-point density, with some 
width arising from the (small) radial nonuniformity of the density profile. 
Variations of the saddle-point density over the duration of the interaction 
beam will add width to the time-integrated spectrum. However, from Fig. 
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1 47.6(b), this saddle-point density is stationary just after the peak of the 

Fig. 47.9 
Maximum on-axis electron density as a func- 
tion of time, as calculated by SAGE, for no 
interaction beam (thick solid curve), for the 
(50-J) interaction beam located at 1.6 ns 
(dashed curve), and for the interaction beam 
at 2.2 ns (dotted curve). The thin solid curve 
gives the electron density at r = 112 and 
- - 7  
A - &,id In all cases the primary (P) and 
secondary (S) beams are on. Experimental 
density data, derived from the peaks of the 
spectra shown in Fig. 47.8, are plotted at the 
time of the interaction beam. The error bars 
indicate the density spread corresponding to 
Raman intensities 20% of the respective 
maxima in Fig. 47.8. The point at 1.6 ns 
should be compared with the dashed curve 
and that at 2.2 ns with the dotted curve. 

interaction beam, where it has a minimum. It is thus reasonable to expect a 
very narrow Raman spectrum with wavelength corresponding to the mini- 
mum saddle density. This interpretation is supported by the broader spectrum 
observed at 2.2 ns, where the dominant source density (a true maximum 
rather than a saddle point) falls monotonically over the duration of the 
interaction beam. 

The two density points obtained from Fig. 47.8 are compared with SAGE 
predictions in Fig. 47.9. Here the heavy solid curve corresponds to the dotted 
curve of Fig. 47.6(b), for primary and secondary beams only. However, the 
perturbation of the plasma by the interaction beam, though small, may be 
significant, and the experimental points should therefore be compared with 
the dashed curve (interaction beam at 1.6 ns) and the dotted curve (interaction 
beam at 2.2 ns), respectively. In order to give an indication of the range of 
densities over which Raman emission is observed, the error bars in Fig. 47.9 
denote the densities corresponding to normalized SRS intensities of 0.2 taken 
from the spectra of Fig. 47.8. In the first case the experimental density point 
lies very close to the minimum in n,(t), as expected. In the second case the 
SRS emission comes predominantly from densities in the range 
0.075-0.15 n,., values close to the predicted densities around the time of the 
interaction beam. In this case it is reasonable to associate the peak of the 
Raman spectrum with the peak of the interaction beam, since the Raman 
emission is a strongly nonlinear function of the laser intensity. However, it 
should be cautioned that the peak of the Raman spectrum does not necessarily 
give a precise measurement of the peak plasma density at the time of the 
interaction beam, since Landau damping at lower densities and inverse- 

I , ,  ( , ,  ( ,  I 

Peak n, on axis: ! 
t - P + S  

Time (ns) 
RUNS 2343, 54, 56 
TC2941 
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bremsstrahlung absorption at higher densities could affect the measured 
spectra.18 Figure 47.9 also gives the electron density history at a point 
112 pm off axis (thin curve); this illustrates that the center of the plasma is 
a saddle point before 1.8 ns and a maximunl thereafter. 

In order to examine the extent to which the interaction beam (at 1.6 ns) 
perturbs the plasma, the density was obtained from Raman spectra such as 
that of Fig.47.8 for various interaction-beam energies. The results are plotted 
in Fig. 47.10, together with SAGE predictions obtained from the minima of 
curves such as the dashed curve of Fig. 47.9. The experimental trend is in 
good agreement with simulations, and is understood simply on the basis that 
plasmas that are heated more, expand faster. It is also seen that the perturba- 
tion in the plasmadensity induced by the interaction beam isminimal. On the 
basis of simulations (compare the solid and dotted curves of Fig. 47.9), even 
less perturbation of the background plasma is expected when the interaction 
beam irradiates the lower-density plasma at 2.2 ns. 

Fig. 47.10 
Wavelength of the SRS peak and the corre- 
sponding electron density as a function of 
interaction beam energy on target. In allcases Interaction beam energy (J) 
the primary and secondary beams are on and 
the interaction beam is located at 1.6 ns. Thc RUNS 2343, 54-60 

calculated denbity corresponds to the minl- TC2942 

mum of curves such as the dashed curve of 
Fig. 47.9. 

3. Electron Density Evolution via Schlieren Photography 
The configuration for Schlieren photography used in these experiments is 

shown schematically in Fig. 47.1 1. An image of the plasma is produced using 
just those rays of the probe beam that are bent enough to miss the central 
circular stop of the QUESTAR (here represented by a simple lens with a 
central stop) but not so much that they miss the edge of the lens. This 
straightforward model is incorporated into TRACER-3, a 3-D geometric- 
optics ray-tracing postprocessor toSAGE. In practice, diffractive effects can 
complicate the image, but no attempt has been made to model these effects. 
TRACER-3 calculates the trajectories of a 2-D grid of probe rays. typically 
30-50 in each dimension, and then generates the boundaries of the Schlieren 
image simply as contours of equal deflection angle. 



1 Fig. 47.1 1 
i Geometric optics illustration of Schlieren 
i image production using a short-pulse probe 
! beam incident on the target. The size of the 

primary QUESTAR mirror, represented here 
by a lens. corresponds to f l l  I .  The minimum 
size of the central Schlieren stop is equal to 
the diameter of the secondary QUESTAR 
mirror, corresponding to f/50. The central 
stop was sometimes enlarged to f/14 in order 
to produce narrow images of the expanding 
plasma for multiple exposures. 
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Two series of Schlieren photographs were obtained. In the first series, the 
expansion phase of the plasma was investigated quantitatively by using 
the pulse-stacked probe beam with an enlarged central stop in front of the 
QUESTAR microscope. Thus only rays with refraction (or scattering) angles 
lying in the narrow range between thefll4 andfll 1 focal cones were admitted 
for image construction. Since the pulses were produced using two 70% 
mirrors, the energy of each successive pulse was reduced by a factor of two. 
As a result, the experimental Schlieren pictures only allowed approximately 
three reasonably distinct exposures. Typical Schlieren images obtained in 
this way, for three shots with just the primary and secondary beams on, are 
shown in Fig. 47.12(a)-(c). A problem arises in some of the images because 
of imperfect centering of the unperturbed (unrefracted) beams on the target 
and the central aperture stop on the QUESTAR. This, along with a possible 
slight misalignment of the pulsc-stacking mirrors and the steep film-response 
curve, can easily account for the clearly discernible intensity asymmetries in 
the images and the apparent loss of portions of some of the rings. However, 
the originals clearly reveal symmetric structures that can be quantitatively 
compared with simulations of these images [Fig. 47.12(d)-(f)]. 

The three Schlieren photographs in Fig. 47.12 were taken with different 
timings of the probe beam relative to thc primary and secondary beams. The 
relative timings between the primary and secondary beams, and between 
each probe pulse, are known to high accuracy, but the relative timing 
between the primary and probe beams (which derive from different oscilla- 
tors) is less well known. The corresponding times shown in Fig. 47.12 are 
therefore inferred from the simulations. The simulated images of Fig. 47.12 
are reproduced on the same scale as the experimental images, and the close 
correspondence is easy to demonstrate. The agreement between predictions 
and experimental observations is indeed very good, giving confidence that 
the simulations replicate the various plasma parametcrs with acceptable 
accuracy. 
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(a) (b) 
Shot 2 1096: Shot 21098: 

0.60. 0.84. 1.08 ns 1.00. 1.24. 1.48 ns 

(4 
Shot 21093: 

1.36. 1.60. 1.84 ns 

Fig. 47.12 
Figures 47.12(a)-47.12(c) show multiple Schlieren images of the expanding plasma, obtained using a 
-20-ps, 527-nm probe beam containing a series of pulses of decreasing intensity and separated by 240 ps. 
In each case the target was irradiated with just the primary and secondary beams. The orientation of the 
images is consistent with Fig. 47.1, i.e., the horizontal ( z )  axis is the axis of cylindrical symmetry. A large 
f/14 Schlieren stop was used in conjunction with the f / l  I collection optics so that each image corresponds 
to a narrow region of the plasma. The three shots correspond to different timings of the probe beam, ranging 
from early (a) to late (c). Figures 47.12(d)-47.12(f) show corresponding images predicted by SAGE and 
TRACER-3, on the same scale. The dashed curve in ( f )  is the contour of npltzC = 0.005 at the latest time 
(1.84 ns). 

The images of Fig. 47.12 are, of course, contours of deflection angle and 
not of electron density. However, simulations show that the density contours 
generally have a similar shape, as illustrated by the dashed curve in Fig. 
47.12(f). Thus, the evolution of the Schlieren ring provides a useful visual 
representation of the evolution of the plasma. Figure 47.12 shows the 
evolution from an oblate spheroidal plasma shortly after plasma formation, 
to a spherical plasma, and finally to a prolate spheroidal plasma. Greater 
expansion along the axial (horizontal) direction than the radial direction is 
clearly evident. 

4. Schlieren Photography in the Presence of the Interaction Beam 
A very limited set of experiments was carried out taking Schlieren images 
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of the plasma in the presence of the interaction beam. For these shots the 
secondary QUESTAR mirror was employed as the central Schlieren stop, 
corresponding to f/50, and a single probe pulse was used. Figure 47.13 shows 
two such images, one for the case of no secondary or tertiary heating beams, 
when the interaction beam was fired into a relatively cold plasma 
L?, -> 300 eV, see curve P of Fig. 47.6(a)], and one with all beams on, 
secondary and tertiary beams included. The interaction beam peaked at 
2.2 ns in both cases. The probe beam image was taken at -2.2-2.4 ns, 
although, as previously discussed. there is some uncertainty as to the exact 
relative timing. A comparison of the two cases shows that the hydrodynamic 
evolution of the plasma in response to the interaction beam is strongly 
dependent on whether the preformed plasma is hot or cold. The simulated 
density and temperature profiles at the peak of the interaction beam are 
shown in Figs. 47.5(c) and 47.5(d). 

All beams 

(a) 

Interaction 
beam - + 

Fig. 47.13 
Experimental and simulated Schlieren images of the long-scale-length plasma around thc time of the 
interaction beam (2.2 ns), in 527-nm light deflected between fJ.50 and fll I. Lcft column: primary and 
interaction beams only; right column: all beams on. Figs. 47.13(b) and 47.13(d) show simulated images 
at 2.4 ns and 2.5 ns, respectively. In the sinlulated images, the shaded areas correspond to what would be 
seen experimentally [bright areas of Figs. 47.13(a) and 47.13(c)]. All images are on the same scale. The 
interaction beam enters from the left in the experiment, and from the right in the simulations (which are 
approximately left-right symmetric). 
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The first image of Fig. 47.13 includes a bright central feature that appears 
to follow the interaction beam through best focus, where it has the appropri- 
ate diameter (dgO = 160 pn). While it is tempting (and justified to a certain 
extent) to interpret the image in terms of the interaction beam digging a 
channel through the preformed plasma, it must be remembered that the 
Schlieren image givcs information about rays that have been deflected (or 
scattered) a certain amount by the density profile, which in turn has been 
perturbed in response to the interaction beam. Given that it takes the plasma 

I 

a finite time to expand after being heatcd by the interaction beam, the best =. 

time to probe may be a little after the peak of the interaction beam. 

V 

A simulated Schlieren image for this case is shown in Fig. 47.13(b) at 
2.4 ns, the time at which closest correspondence is obtained. The shaded area 
in the simulated image corresponds to the region between thefl50 and f l l l  
contours and should correspond to the bright portions of the experimental 
image. The size and shape of the outer f/50 contour agree well with I 

experiment, consistent with the observations of Fig. 47.12. The central I 
I 

region is obscured by refraction but has almost broken up into two off-axis I 
I 

lobes, subject to strong radial refraction, and most probe rays passing near 
the z axis are collected. [There is a small region near the center, around the 
singular ray that passes undeflected through the center of any plasma with 
exact cylindrical symmetry, where the ray deflection is less than fl.50, but this 
region is too small to be significant.] The predicted channel size is, however, 
somewhat bigger than that observed. It is clear that a series of probe images 
with precisely known absolute timing would enable an improved under- 
standing to be obtained of the hydrodynamic response of the preformed 
plasma to the interaction beam. 

One feature of the experimental image [Fig. 47.13(a)] that is well 
explained by the simulations is the break in the channel in the center. This is 
due to absorption of the probe beam in the cold plasma [<400 eV. see Fig. 
47.5(d)] surrounding the channel: at the center of the plasma the probe 
transmission is calculated to be less than 5%. 

The experimental image also shows a number of features not modeled. 
The outer edge shows a slight left-right asymmetry and a more marked up- 
down asymmetry, which are caused by a slight misal~gnment of the probe 
beam and the QUESTAR optic axes. Since they50 Schlicrcn stop, i.e., the 
secondary mirror of the Cassegrainian optics, subtends a half-angle of 
10 mrad, the observed 3-6-mrad alignment error makes a 30%-60% change 
in the f number indicated by the outer edge. There is also a small left-right 
asymmetry in the intensity of the image (hard to see in the reproduction) most 
likely due to a small miscentering of the probe beam on the plasma. 

The apparent bend in the interaction beam channel (of a few degrees) is 
probably best explained by imperfect cylindrical symmetry of the plasma 
that turns the plasma itself into a distorting optical component. Also apparent 
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in Fig. 47.13(a) is the influence of the stalk that fills out what would otherwise 
have been a cusp. The cusp, visible in the lower part of this figure, is 
presumed to be associated with the least-well-irradiated portions around the 
edge of the target, and is not seen clearly in the simulation, although a cusp- 
like feature is present in Fig. 47.13(b). This may arise from a lack of adequate 
spatial resolution in SAGE in the vicinity of the edge of the target, but the cusp 
could reflect the azimuthal asymmetry of the irradiation pattern of the 
primary beams previously discussed, wherein four regions in the target plane 
receive less than the average irradiation intensity and expand slower than 
average. Here it should be noted that the probe beam passes through the target 
plane at 45" to the axes of the elliptical focal spots; thus two of the under- 
irradiated regions correspond in location to the top and bottom of the 
Schlieren image. 

The second image [Fig. 47.13(c)] is qualitatively different from the first 
image. The dark central region is much smaller, almost rectangular in shape. 
and contains a couple of long, thin, bright regions that cannot reasonably be 
associated with a beam channel or filaments. A simulation of the Schlieren 
image at 3.5 ns is shown in Fig. 47.13(d). The outer border again corresponds 
well with the size and shape of the experimental image. The central feature, 
however, evolves in a manner consistent with a plasma that is expanding but 
not significantly perturbed by the interaction beam. (A small perturbation to 
the experimental image may be seen at the input side.) At 3.3 ns, simulations 
show that the whole central region is obscured, aside from a small inner area 
around the singularray as discussed above. The inner shadedregion expands, 
and by 2.5 ns [Fig. 47.13(d)] has merged with the outer shaded region. This 
leaves two long, thin, unshaded (i.e., dark) regions off axis where the probe 
rays are refracted outside the collection optic, and a dark region on the axis 
(broken up into three islands in the simulation) where rays are not refracted 
enough to miss the Schlieren stop. All these features are seen at least 
qualitatively in the experimental image, and quantitatively with respect to 
their axial extent. In addition, probe-beam transmission through the (hot) 
plasma is very high, so that no dark central region is either expected or seen 
in the second experimental image. 

Figure 47.13 clearly shows that optical probing can be used to diagnose 
the significantly different hydrodynamic responses of the plasma to the 
interaction beam in the two cases. Since the plasma expansion is strongly 
related to electron thermal transport, particularly in the radial direction, it is 
also evident that optical-probing diagnostics can potentially provide insight 
into issues of 2-D thermal transport. SAGE uses a standard flux-limited 
transport model,17 where the heat flux is directed down the temperature 
gradient and has a magnitude reduced from the classical ~ ~ i t z e r - ~ i i r m ' ~ )  
value according to a flux limiter2' f ,  chosen to be 0.04 for these simulations. 
The evolution of the preformed plasma in the simulations presented here is 
in fact rather insensitive to f ,  since the temperature scale lengths generated 
are rather long and the heat flow is close to classical; however, steeper 
temperature gradients are induced in the cold plasma by the tightly focused 
interaction beam, as seen in Fig. 47.5(d). 
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It must also be recognized that the flux-limiter model, which has been very 
successfully used to calculate laser absorption in the coronas surrounding 
solid targets where both temperature and density gradients are very steep,12,22 
is not necessarily appropriate for the long-scale-length underdense plasmas 
under consideration here. In addition, recent 2-D Fokker-Planck simulations 
carried out by Epperlein eta1.23 have shown that the heat flux can be reduced 
below classical in situations where the temperature perturbation scale length 
is small, even if the temperature gradient scale length (T,lIVT,l) is long. Such 
a reduction in heat flux could make themlal self-focusing dominate over ?= 

ponderomotivc self-focusing in many circumstances of i n t e r e ~ t . ~ ~ ~ t  present 
it is not known experimentally whether the cold plasma is actually as 
perturbed as SAGE predicts [Fig. 47.5(d)], or whether the hot plasma is 81 

as unperturbed as predicted [Fig. 47.5(c)], although the experitnental data of 
Fig. 47.10 appears to support SAGE predictions for the perturbation to the 
plasma induced by the 1.6-ns interaction beam. The long-scale-length 
plasmas produced on OMEGA thus provide a valuable test-bed for studying 
both 2-D thermal transport and self-focusing. 

Conclusion 
A novel schcmc employing time-staggered beams from the multibeam 

OMEGA laser system has been used to produce mm-size, long-scale-length 
plasmas, whose temperatures can be kept at or above 1 keV over an extended 
period of time during the expansion phase. Such plasmas are ofgreat interest 
to laser fusion, since they permit many interaction processes to be conve- 
niently studied and they allow the determination of many important parameters 
such as threshold and saturation intensities. The present scheme has signifi- 

I 
I 

cant advantages of flexibility and the effective use of available laser energy 
in comparison with some previously used schemes. 

These plasmas are formed by a set of 35 1-nm primary beams focused at 
near-normal incidence and at low intensity onto thin, 600-p-diam CH 
targets, and heated by secondary and tertiary beams focused at oblique 
incidence. An interaction beam, incident along the initial target normal, is 
focused at high intensity (-1015 w/cm2) into the preformed plasma and can, 
with appropriate timing, interact with plasmas of various maximum densi- 
ties. In these experiments central densities around n,./8 have been accessed 
at the time of the interaction beam, with the scale length, defined as the 
FWHM of the density profile, around 0.8 mm. 

These plasmas have been diagnosed in three ways. Time-resolvcd spec- 
troscopic measurements of the ratio of aluminum Ly(3 and He(3 lines have 
indicated electron temperatures in the range 1 .O- 1.5 keV for a time just under 
1 ns. Time-integrated Raman spectra have given a precise diagnosis of the 
central density around the peak of the interaction beam, and the relative 
widths of these spectra for different interaction beam timings have indicated 
different phases in the plasma expansion. The variation with interaction 
beam energy of the central density obtained from the Raman spectra has 
provided, probably for the first time, a quantitative measure of the perturba- 
tion produced in the plasma by the interaction beam. Finally, Schlieren 
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imaging of the plasma using a 20-ps, 527-nm probe beam has, through 
comparison with 2-D hydrodynamic simulations, provided understanding of 
the 2-D evolution of the plasma. 

1 The characterization of these plasmas is obviously an essential first step 
toward their use for the study of nonlinear processes. Here the 2-D plasma 
expansion and the evolution of the electron temperature and density have all 
been found to be in good agreement with the predictions of the 2-D 
hydrodynamic code SAGE. This agreement permits increased confidence in 
the predictive capabilities of hydrodynamic codes such as SAGE for future 
experiments. 

A number of interaction-physics experiments have been carried out on 
these plasmas and yielded interesting results. For example, the experimental 
SRS thresholds are, for the first time, in excellent agreement with analytic 
theory, within a factor of two, rather than afactorof - I0 below the theoretical 
predictions as is often found. Also, significantly lower SRS signal intensities 
are found when smoothing by spectral dispersion (SSD") is implemented on 
the laser. These results will be reported in detail elsewhere. 

Several directions for future .work are suggested by the results reported 
here. Using the beams of the present OMEGA system, and optimizing the 
focusing and timing of the tertiary beams, it should be possible to extend the 
range of plasmas accessible to include hotter plasmas and/or plasmas with 
longer scale lengths and lower densities. By establishing an absolute timing 
forthe short-pulse probe beam, it should be possible to confirm (or constrain) 
the hydrodynamic modeling of the expansion phase and follow more closely 
the evolution of the plasma subsequent to irradiation by the interaction beam. 
This could give insight into the lateral transport of energy deposited by the 
interaction beam and enable comparison to be made with Fokker-Planck 
modeling. Finally, by using a 263-nm probe instead of, or in addition to, the 
527-nm probe, higher plasma densities will become accessible and it may be 
possible to study the self-focusing of 35 1 -nm laser light under conditions 
relevant to laser-fusion reactors. 
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l .B  Diagnosis of Laser-Compressed Shells Based on 
Absorption of Core Radiation 

A method for diagnosing laser-driven target implosions, particularly of 
plastic shells, is described. It is based on the fact that most x-ray emission 
from the core is absorbed by the dense, cooler compressed shell surrounding 
the core. The core radiation is emitted by the fuel and (mainly) by the inner 
layer of the compressed shell, and is absorbed by the rest of the compressed 
shell, which is at a lower temperature. Since the shell is transparent to harder 
radiation, a peak should be observed in the emerging x-ray spectrum.' This 
peak would shift to higher photon energy as the achieved compression 
becomes greater. The method is particularly useful for plastic targets (CH), 
on which we concentrate in this article. This is because in glass shells, as will 
be shown, the inferred cold-shell pAr can be much smallerthan the total shell 
pAr, reducing the usefulness of the method. Also, fuel-filled plastic targets 
do not provide line-emission diagnostics, so alternative methods such as this 
are desirable. It might be thought that the measurement in the case of glass 
shells is easier because of the greater emission levels as compared to CH 
targets at the same wavelength. However, the absorption is also much greater 
in glass, and the position of the peak is reached at higher photon energies, 
where core emission becomes weaker. 

The absorption of x rays in the shell is due to either photoionization 
(bound-free transitions) in partially ionized material, or inverse bremsstrah- 
lung (free-free transitions) due to the free electrons. In glass-shell targets, the 
atoms in the cold part of the imploded shell are typically not completely 
stripped. Therefore, the absorption is predominantly caused by K-shell 
photoionization, for which the opacity is proportional to the density (kbf-p). 
In plastic targets, the absorbing shell can be sufficiently hot for the carbon 
atoms to be highly ionized. For completely stripped ions, the dominant x-ray 
absorption mechanism is inverse bremsstrahlung, for which the opacity 

2 112 depends on both density and temperature (k#-p IT ). The location of the 
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spectral peak is shown to occur at a wavelength where the optical depth is 
about 1. Thus, the location of the peak in the emission from glass shells 
should depend on the shell pAr (or more precisely, the integral Ipdr) of the 
cold part of the imploded glass shell. In highly ionized plastic-shell material, 
the position of the peak would be a function of the quantity p2Ar/~112 for the 
shell. Because of the weak dependence on T, it would effectively be a 
function of the p2Ar (or more precisely, the integral Ip2dr) of the imploded 
shell. 

Since the method relates only to the cold, absorbing part of the shell, we 
address the question of what fraction of the shell is absorbing. In the case of 
CH shells, because of the weak dependence of inverse bremsstrahlung 
absorption on temperature, the hotter, inner layer of the imploded shell can 
contribute significantly to the total absorption. The cold-shell p2Ar value 
obtained from the position of the peak will thus not be much smaller than that 
of the total CH shell. On the other hand, the inner, hot layer of an imploded 
glass shell will have negligible photoionization absorption (because of its 
atoms being stripped); thus, the pAr value derived from the peak will be 
considerably smaller than that of the total glass shell. This is an additional 
advantage in applying this method to CH as compared with glass shells. 

In general, the importance of inverse bremsstrahlung with respect to 
photoionization increases with temperature, since the increased ionization 
reduces the density of ions that can undergo photoionization. In competition 
with this, the actual opacity based on inverse bremsstrahlung at fixed 
ionization actually decreases with an increase in the temperature. Inverse 
bremsstrahlung also becomes more important with an increase in density, 
for a fixed ionization, because of the different dependences on p. However, 
for a given temperature, the ionization (in LTE) decreases with an increase 
in the density; this tends to increase the relative importance of photoionization 
absorption. 

Analytical Relations for the Position of the Peak 
The opacity due to inverse bremsstrahlung (free-free transitions) is given 

by2 

where g is a Gaunt factor3 and where the other symbols have their usual 
meaning. For photon energies much higher than kT (as is the case in the 
absorbing shell), g is very nearly equal to 1, and Eq. (1) can be written 1 

where h is in angstroms, N, andNi incmP3, and Tis in keV. Foramultispecies 
2 2 target, z2N,Ni is replaced by N ,  (Z ),, /(Z),, in terms of species averages. 

For a CH target, in terms of the mass density p (g ~ m - ~ ) ,  we find (assuming 
fully ionized CH) 
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kfl(cm-') = k p2/Tlt2, (3) 

whereACH=2.23 x From Eq. (3), anopticaldepth z=kAr of 1 will occur 
in CH at the photon energy E given by 

Because of the assumption of full ionization, Eq. (4) would be valid for 
temperatures higher than -200 eV. As an example, assume an imploded CH 
shell target with T =0.3 keV, pAr =0.05 g crnp2, and p = 50g cmP3; E l  would 
then be at 2.66 keV. 

The proposed diagnostic method relates the observed photon energy of the 
peak Em, to E l ,  from which the quantity p 2 ~ r / ~ 1 / 2  for the shell is derived. 
Obviously, the optical depth at the peak would be of order 1: for photon 
energies lower than Emax the intensity falls because the optical depth is 
higher than 1, whereas above Emax the falling continuum is just the 
unattenuated core-emission spectrum. Because of the weak dependence on 
T, a crude knowledge of the temperature yields the quantity p2Ar through the 
cold part of the shell. This quantity, in conjunction with a separate determi- 
nation of the pAr (for example, from nuclear activation) can be used to 
estimate the shell density. However, it should be noted that the nuclear 
activation technique measures pAr of the entire shell, not only its cold part. 

In imploded glass shells with T-300 eV (in the outer part of the imploded 
shell), silicon atoms will not be fully ionized (i.e., a significant fraction will 
have at least one bound electron), and photoionization will dominate the 
absorption. The photoionization opacity for energies above the Si K edge is 
then approximately given by the opacity of cold multiplied by a 
correction factor a. This factor accounts for the fact that the L shell will be 
totally ionized even at these temperatures, and is given in terms of the opacity 
based on the K and L shells, a = kK/kK+L. From the measured opacity jump 
of cold material at the K edge we find a = 0.91, and thus (from Ref. 4) 
kW= 8.76 h3p (h  in angstroms). This equation applies to glass with mostly 
helium-like silicon ions. If most of the silicon ions are hydrogen-like, the 
opacity will be half of this. However, in typical cases the cold part of the 
imploded glass shell has only a small percentage of hydrogen-like silicon 
ions; the hotter layers contribute little to the overall opacity. An optical depth 
of 1 will be attained at an energy E l  given by 

Because of the assumption of little ionization of K-shell silicon ions, Eq. (5) 
would be valid for temperatures lower than -500 eV. For pAr = 0.05 g cm2 
this relation gives E l  = 9.4 keV, much higher than E l  for the plastic-shell 
example given above; at this high photon energy the emitted intensity is small 
and difficult to detect above the background. This background is due mostly 
to radiation from the laser-target interaction region, and is higher for glass 
targets. Time-resolved spectroscopy can be used to greatly reduce the 
background problem. 
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In order to relate E l  to Em,,, the photon energy of the spectral peak, we 
approximate the emitted spectrum by the relation 

The first factor approximates the unattenuated x-ray flux as that emitted by 
a hot plasma at a single core temperature T, (which is higher than the 
temperature T of the absorbing shell); the second factor accounts for the shell 
absorption and follows from Eq. (1) and the definition of E l .  It should be 
emphasized that for typical fuel-filled CH shells, most of the core radiation 
is emitted by the inner CH layer and thus T,  is lower than the peak fuel 
temperature. However, in very-high-density compressions the fuel emission 
can dominate the emission from the core, and T, will then correspond to the 
fuel temperature. The emergent spectrum I of Eq. (6) has a peak Em,, given 

by 

To relate the measured Em,, to El ,  T,can be determined from the continuum 
slope at photon energies above the peak, and Eq. (7) can then be solved for 
E l .  The (Em,,IEI) ratio is typically close to I (see the following). 

The assumption of negligible photoionization opacity in CH shells 
deserves some scrutiny. Since the cross section for photoionization is 
typically much larger than that for inverse bremsstrahlung, the former will 
be negligible only if the plastic shell is highly ionized everywhere. An 
ionization rate-equation code   POP ION^) has shown that the ionization of 
carbon at the expected temperatures of the compressed plastic shell is 
incomplete. For example, at a temperature of 200 eV and an electron density 
of 1 x ~ m - ~ ,  the fraction ofcarbon ions in the hydrogen-like state is 32%, 
and at 300 eV it is 14% (most of the rest is stripped). We estimate now the 
ratio of the two opacity contributions, kbfcaused by photoionization and kff 
arising from inverse bremsstrahlung. kff is given by Eq. (3) where p is now 
written as p,, the density of completely ionized (stripped) material. khfis 
taken as the measured opacity4 of cold CH, in terms of the density pus of the 
unstripped carbon, multiplied by the correction factor a = 0.96, then divided 
by 2 (because most of the unstripped carbon will be in the hydrogen-like 
state, whereas the cold-material formula assumes two K-shell electrons): 

!I khi = 0.54 k p,,, , (8) 

so that the ratio of the two becomes a 

Rk = kbf lkB = 242 ( T ~ ' ~ / P U ~ )  (PUS IPS) . (9) 

As an example, assuming T = 0.2 keV and a fraction of unstripped material 
of 0.2 ,Rk will be smaller than 1 only at densities higher than 22 g ~ m - ~ .  Thus, 
amore detailed calculation with a numerical code is required todetermine the 
relative importance of these two absorption mechanisms for target experi- 
ments of lower densities. 

138 
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Fig. 47.14 
Calculated emergent spectrum (time inte- 
grated) from a CH shell of 10-pm thickness 
and 250-pm diameter, filled with 40-atm pres- 
sure of D,, irradiated by a 1.25-kJ, 625-ps 
(FWHM) laser (h  = 35 1 nm). For the curve 
marked FB, only the bound-free contribution 
to the opacity was included in the simulation; 

Comparison with Code Calculations 
We next compare the location of the peak as predicted by Eqs. (4) or (5) 

with that predicted by a hydrodynamic code (LILAC), run in conjunction 
with a non-LTE post processor that calculates the emergent radiation 
spectrum.6 We first simulate the implosion of a DD-filled CH shell. Fig. 
47.14 shows the calculated, time-integrated emergent spectrum from a CH 
shell of 10-pm thickness and 250-pm diameter, filled with 40-atm pressure 
of D2, irradiated by a 1.25-kJ, 625-ps (FWHM) laser pulse (h  = 35 1 nm). It 
should be noted that the computed spectrum results from radiation-transport 
treatment that sums over rays of different impact parameters (the ray 
geometry can be described as a set of concentric cylinders intersecting the 
spherical target). Thus, it corresponds to a spectral measurement without any 
spatial resolution. Obviously, even with no such resolution, a peak in the 
spectrum should be evident. Spatial resolution would increase the contrast of 
the peak in the spectrum; the most distinct peak being in the spectrum viewed 
through the target center. The two additional curves in Fig. 47.14 correspond 
to simulations where the contribution of only free-free or only bound-free 
transitions to the opacity were included. It is clear that the contribution of 
free-free transitions accounts for much of the opacity. By removing either 
contribution to the opacity, the emergent radiation suffers less attenuation in 
the shell and is therefore stronger; also, the peak shifts to lower photon 
energies, where the absorption is higher. The peak El given by Eq. (4) can 
now be compared with the peak of the curve marked FF in Fig. 47.14. The 
integraljp2dr over the entire CH shell of Fig. 47.14, at peak compression, was 
calculated by the code to be 1.27 R2 cmP5. Substituting into Eq. (4), and using 
the average simulated shell temperature at peak compression of 0.35 keV, we 
obtain El = 2.08 keV. The continuum slope in Fig. 47.14 gives T, = 1.2 keV, 
and Eq. (7) then yields Em,, = 2.38. This position of the peak agrees to within 

for the curve marked FF, only the free-free 
E5792 

Photon energy (keV) 
contribution to the opaclty was included. The 
curve marked FB + FF corresponds to the full 
calculation. 
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Fig. 47.15 
Comparison of the calculated emergent spec- 
trum (per nanosecond at the time of peak 

better than 10% with the peak in the simulated spectrum marked FF in Fig. 
47.14. This agreement indicates that the time-integrated spectrum can be 
used to derive the p2Ar value at the time of peak compression. In fact, a closer 
examination of the computation shows that the peak is typically formed over 
a -50-ps period around peak compression; time integration reduces the ratio 
of peak height to background but has little effect on the position of the peak. 
This agreement also shows that the derived p2Ar value (which is only related 
to the absorbing part of the shell) is only slightly less than that for the total 
shell thickness. Indeed, the computations show that around peak compres- 
sion, the inner third of the shell is hot (- 1 keV) and is the source of the emitted 
continuum. As previously discussed, even the hot CH layer contributes to the 
continuum absorption; therefore the derived value of p2Ar (related only to the 
absorbing layer) is quite close to the p 2 ~ r  value of the entire shell thickness. 

We next verify that, as expected, the peak in the emergent spectrum shifts 
to higher photon energies for higher compression implosions. To that end, we 
compare in Fig. 47.15 the spectrum from Fig. 47.14 with that of a thicker CH 
shell, imploded by a higher-energy laser: the shell thickness is now 15 pm (as 
compared with 10 pm), and the laser energy is now 1.87 kJ, as compared with 
1.25 kJ. All other parameters are the same for the two simulations. The results 
of Fig. 47.15 are not time integrated but, to enhance the contrast they show 
the spectral energy per nanosecond at the time of peak compression. The 
integral jp2dr over the the thicker CH shell, at peak compression, 
was calculated by the simulation to be 5.95 g2 cmP5 (as compared with 
1.27 g2 cmP5 for the thinner shell). The temperature is also higher, 0.64 keV 
as compared with 0.34 keV. Using Eqs. (4) and (7) as before, we find 
Em,, = 3.25 keV, in good agreement with the thicker-shell curve of 
Fig. 47.15. Comparison of the Figs. 47.14 and 47.15 shows that, even though 

compression) from (a) the shell of Fig. 47.14, Photon energy (keV) 
and (b) a 15-pm-thick shell irradiated with a E5885 

1.87-kJ laser pulse. All other parameters are 
the same for the two shots. 
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the peak is still visible in the time-integrated results, a better contrast would 
be obtained with a time-resolved measurement; however, the position of the 
peak itself is hardly affected. 

The comparison with the code simulations shows, thus, that the simple 
relationship for CH shells given by Eq. (4) provides a fairly good estimate of 
the shell p2Ar. In actual application of the method, the measured position of 
the peak will be compared with the results of full simulations. In the case of 
agreement in the position of the peak, we can surmise that the predicted p2Ar 
has been achieved. However, in the case where the two disagree (because of 
a degradation in implosion performance), Eq. (4) could be used to estimate 
the reduction in p2Ar, corresponding to a measured shift in Emax with respect 
to the predicted value. 

Discussion 
The applicability of the method for cases of instability and shell-fuel 

mixing requires special attention. If the instability does not lead to shell 
breakup or severe shell distortion, and a peak in the emitted spectrum is still 
observed, it is very likely that Eq. (4) will still be applicable. The instability 
in this case will be manifested by a reduced shell p2Ar (or pAr) and a reduced 
core temperature (due to either radiation cooling or incomplete conversion 
of kinetic to thermal energy). The position of the peak will then show the 
reduced p2Ar (by appearing at a lower photon energy) and the continuum 
slope beyond the peak will show the reduced core temperature. The applica- 
tion of Eq. (4) is valid provided that the carbon in the target is almost 
completely stripped. This requires the temperature in the cold part of the CH 
shell to exceed -200 eV. The application of Eq. (5) to determine the pAr of 
the cold part of the shell only requires that silicon ions there have at least two 
bound electrons, or that the temperature be lower than -500 eV. Thus, the 
achievement of lower than predicted temperature because of instability will 
only improve the applicability of Eq. (5) and will invalidate Eq. (4) only if 
the cooling was very severe. 

Severe shell deformation could be demonstrated by observing a different 
position of the peak in the spectrum, when viewed from two different 
directions. Shell breakup will result in smearing and eventually the disap- 
pearance of the spectral peak. This is because different parts of the core 
radiation now traverse different pAr segments, leading to peaks of different 
spectral position. Thus, an indistinct peak in the observed spectrum could be 
indicative of an unstable implosion. 
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l .C Fokker-Planck Simulations of Laser Filamentation 
in Plasmas 

In inertial confinement fusion (ICF), where irradiation uniformity is a crucial 
issue, it is important to understand the process of laser-filamentation insta- 
bility.' The breakup of laser light into filaments occurs as a result of plasma 
density depressions that form localized focusing channels. The density 
depressions may be caused either by ponderomotive forces2 due to laser- 
plasma interactions or by thermal forces3 arising from collisional light 
absorption. The main consequences of the instability are that high-intensity 
laser irradiation in the filaments can generate ablation-pressure 
nonuniformities in ICF targets and give rise to undesirable parametric 
instabilities.' 

There have been extensive theoretical and experimental efforts to under- 
stand and characterize filamentation.'-6 Recently, Young et have 
attempted to generate and identify filaments under controlled experimental 
conditions, in which a fairly homogeneous plasma was irradiated by a 
spatially modulated laser beam. By comparing their observations with 
analytic predictions based on ponderomotive and thermal-filamentation 
growth rates, they concluded that the ponderomotive mechanism was 
responsible for the occurrence of filaments. However, a subsequent im- 
proved theory of filamentation that took into account nonlocal heat transport 
effects indicated that the thermal rather than the ponderomotive mechanism 
may have been responsible for their experimental  observation^.^ The main 
purpose of this article is to confirm this hypothesis by simulating as closely 
as possible the reported experimental conditions using the two-dimensional 
(2-D) Fokker-Planck (FP) code  SPARK.^ Also, by doing parallel simula- 
tions invoking classical transport [with ~ ~ i t z e r - ~ i i r m ~  (SH) heat flow], 
general contributions from kinetic effects are demonstrated. 

In contrast to the analytic theories that assume linear departure from 
energy and momentum balance to calculate exponential growth rates, the 
code models the full hydrodynamic response of the ions (assumed cold), 
the electron heat flow using the FP equation, and the paraxial wave equation 
for the laser light. The following sections describe the modeling in more 
detail, Young et al.'s experimental conditions and results, the simulation 
results, and finally the discussion and conclusions. 
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Description of the Model 
In this article the plasma is assumed to be in planar x-z geometry, where 

z is the direction of laser propagation. The present version of the 2-D Eulerian 
code SPARK is comprised of three main parts: (A) a laser-propagation 
routine based on the paraxial wave equation; (B) an electron-transport 
routine that solves the FP equation in the center-of-mass frame of the ions; 
and (C) an ion-transport routine that advances ion density and momentum 
under the influence of the electron and ponderomotive pressures. These are 
described briefly as follows. 

(A) Laser Propagation 
Using the paraxial approximation, the time-averaged electric fieldEL(x,z) 

of a laser is defined by3 

where k(z) = (wlc) [ l - m ~ ( ~ , z ) / & ] ~ ' ~ , w ~  is the plasma frequency, and m is 
the angular frequency of the laser. Substituting Eq. (1) for the electric field 
into Maxwell's equations, we obtain the following result 

where Kih is the attenuation coefficient for collisional absorption. This so- 
called paraxial wave equation assumes that the light wave propagates 
infinitely fast across the plasma and that lk(z)-'(aFlaz)l<< IFI. Its numerical 
solution is accomplished via standard finite difference techniques (see 
Ref. 6). 

(B) Electron Transport 
The electron-transport model is based on the diffusive approximation to 

the FPequation, without magnetic fields. Such a model has been successfully 
used to model 2-D electron transport in laser-produced plasmas.7 Although 
the equations and methods of solution have been described in detail in 
Ref. 7. a few modifications have been introduced here. By defining the 
electron-distribution function in the frame of the moving ions (with velocity 
u;), the equations describing the evolution of the isotropic and anisotropic 
part of the distribution become 

fl = - Z ( U V ~ ,  - a& / dv) . (3b) 
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where a = IeIElm , Y = 4 n ( ~ ~ / m ) ~ l n ~ ,  e is the electric charge, m is the electron 
mass, InA is the Coulomb logarithm, C and D are the Rosenbluth potentials 
(defined in Ref. 9), V ,  is the electronoscillatory velocity in the laser field, and 
Z* = (z2)/(2) is the effective ionization number (where() denotes an average 
over the ion species). Here the 9oU angular scattering collision time is given 
by T = v3/[$z*ny], where n = (Z)n, is the electron number density (assuming 
quasi-neutrality) and $ = (~*+4.2)/(2*+0.24). The inclusion of a factor $ in 
the definition of z is an attempt at correcting for the high-Z (or Lorentz) 
approximation in Eq. (3b). Such a correction is found to give the exact heat 
flow coefficient when f, is Maxwellian. 

The second and third terms on the left-hand side of Eq. (3a) represent the 
hydrodynamic contribution to the transport. For computational purposes it 
has been found convenient to rewrite them in the form 

such that the first term is now expressed in conservative form. The reason for 
using a logarithmic derivative in the second term is that it can be approxi- 
mated as i3 Jnfo,;= [In( fo~,+Ilfo,;-1)]/2A~i, where Av, is the magnitude of the 
velocity mesh at thejth cell. This formulation ensures zero truncation error 
for a Maxwellian f ,  and minimizes departures from quasi-neutrality. 

The solution forf, is accomplished by substituting Eq. (3b) into (3a) and 
differencing the result in an orthogonal mesh (xl,zk,~,), where the subscripts 
denote cell centers. The left-hand side of Eq. (3a) is advanced explicitly in 
time using a standard donor-cell scheme.'' The remaining part of the 
equation is solved by an "alternating-direction-implicir" method, in 
the manner described in Ref. 7. Quasi-neutrality is enforced by requiring zero 
current j = -(4ne/3)Jdu v3 f l  and calculating the electric field accordingly. 

(C) Ion Transport 
Conservation of density and momentum for cold ions is given by 

where mi is the ion mass, p = (4n/3)Jdv v4 f ,  is the electron pressure, 

is the pondel-omotive force, and where vg = k(z)12/a is the group velocity of 
the light wave. Equations (4) and ( 5 )  are solved using donor-cell differencing I 
(without artificial viscosity). 
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At each time step, SPARK solves not only Eqs. (1) to (5) but also an 
equivalent set of equations where Eq. (3) becomes the energy conservation 
relation under the assumption of classical heat t r a n ~ p o r t , ~  i.e., 
q s ~  = -K~"VT, with KSH being the SH heat-flow coefficient. In order to 
ensure a meaningful comparison between classical and kinetic transport 
results. the code is regularly tested in the collisional limit where both are 
expected to converge. 

Young et aL's Experimental Conditions and Results 
In Young et al.'s4 experiment a CH-foil target was irradiated by laser light 

to form a fairly homogeneous underdense plasma. The plasma was subse- 
quently irradiated by a 1.06-pm interaction beam with a 100-ps FWHM 
pulse. This beam was spatially modulated in the transverse x direction, such 
that 61/1, = 0.81, where I, is the peak laser intensity and 61 = (1,-I,,,,). A 
separate 0.35-pm beam with the same pulse length was synchronized with 
the interaction beam to probe for the formation of filaments. The refraction 
of the probe light through the plasma gave a measure of its density modula- 
tion 6n/n,, which in turn provided an indirect measure of the level of 
filamentation. 

It was reported that, for a transverse spatial modulation hL = 42 pm 
and I, = 4.2 x 1013 w/cm2, laser filamentation was observed with an 
estimated 6n/n, - 10%. No filamentation was observed for a 135-pm 
wavelength with I,= 4.2 x 1013 w/cm2, nor for a 42-ym wavelength with 
I ,=  2.8 x 1 0 ' ~  w/cm2. 

The plasma background conditions at the time of the interaction beam 
have been simulated by LASNEX, the results of which were presented in 
Young etal.'s paper.%or ourpurpose the plasma is assumed to have a spatial 
extent of 400 ym, with a parabolic density profile in the z direction approxi- 
mated by 

such that the density ranges from 0.1 n,. to 0.25 n,., where n,. is the critical 
density. Since hL is much smaller than the density scale length in the 
transverse direction, the plasma is assumed to be uniform in that direction. 
A temperature of 0.8 keV was taken throughout the plasma. 

The interaction beam is modeled by I(t) = I,(t)(l + ~ c o s k ~ x ) ,  where 
k I = 27c/hl and E = 0.68. Its temporal evolution is Gaussian with a 100-ps 
FWHM. 

Simulation Results 
Simulation results are presented here with the initial background condi- 

tions described in the previous section and three types of interaction beams, 
with varying spatial modulation wavelengths and peak intensities. In all 
cases the plasma is defined in a uniform 20 x 20 Eulerian grid in the .u-z plane, 
with 18 velocity groupsof s i z e ~ u = 0 . 5 ( ~ / n i ) ~ ' ~  (where T=0.8 keV). In view 
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Fig. 47.16 
Surface plot of normalized initial laser inten- 
sity I I I ,  on the .r-z plane. 

of the symmetry of the problem, the simulation is restricted to 0 I s  I h1/2, 
with reflective boundary conditions imposed atx= 0 and h112. Zero heat flow 
is likewise imposed at the z = 0 and 400-pm boundaries, though free plasma 
flow is allowed there. 

All simulations progress from -100 ps to 100 ps with respect to the peak 
of the interaction pulse. The time step and grid size were small enough to 
ensure converging solutions and a maximum fractional deviation from 
quasi-neutrality of less than 1 %. 

(A) I ,  = 4.2 x 1013 w1cm2 and h1 = 42 pm 
Figure 47.16 shows a surface plot of the normalized laser intensity 111, in 

thex-z plane at t = -100 ps. The plot emphasizes the initial spatial modulation 
of the interaction beam and shows that the beam is slightly attenuated as it 
propagates through the plasma. 

At the peak of the pulse there is significant amplification of the laser 
intensity due to self-focusing, as shown in Fig. 47.17(a). By comparison, the 
case with SH heat flow, depicted in Fig. 47.17(b), shows very little self- 
focusing. This gives a clear indication that nonlocal (or kinetic) heat 
transport plays a significant role in the filamentation process. Indeed, if one 
were to repeat the same simulation with the ponderomotive force artificially 
suppressed, the peak intensity in Fig. 47.17(a) would only go down by 30%, 
whereas in the classical transport case the amplification would disappear 
completely. The dominance of kinetic thermal filamentation can be directly 
attributed to the reduction in the effective heat-flow coefficient, as discussed 
in Ref. 5. For the present case, the ratio of the FP heat flow q~~ to the local 
q s ~  ranges from 0.1 to 0.003 across the mesh, despite the fact that the 
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I P98 1 (a) Fokker-Planck (b) Spitzer-Harm 

Pig. 47.17 
Surface plots of [ / I ,  on the A-z planc at t = 0 ps (i.e., at the peak of the laser pulse) tor (a) Fokker-Planck 
transport and (b) Spitzer-Harm tramport. 

magnitude of q~~ never rises above 0.006 qf,,  where r/f= n n t ( ~ l n 2 ) ~ ' ~  is the 
so-called free-~treaming limit. 

The main diagnostic for filamentation in Young et al.'s cxperiment4 
measures density modulation, rather than intensity amplification. Therefore, 
6nln, = (n - n,)/n, [where n,(z) is the mean density averaged along x] is 
plotted in Figs. 47.18(a) and 47.18(b) for nonlocal and classical transport. 
respectively. Although 6n/n, in Fig. 47.18(a) is somewhat smaller than the 
10% measured experimentally, this discrepancy could be attributed to 
the uncertainties in the experimental measurement and in the quoted plasma 
background conditions. However, it is certainly clear that the ponderomotive 
force alone, which is the dominant driving mechanism in Fig. 47.18(b), 
yields Snln, values that are more than one order of magnitude below 10%. 

Another important factor in the interpretation of these simulations is the 
temporal evolution of the plasma. This is described in Fig. 47.19, which plots 
the om, of n (i.e., the maximum rms deviation of n across x, normalized to 
nu). for FP transport (solid curve) and SH transport (dashed curve) as a 
function of time. It is obvious from the transient nature of the curves that 
steady state (or pressure balance) is never achieved in the simulation. This 
fact could have been predicted by estimating the hydrodynamic responce 
time of the plasma as zH = liljc., where c, is the isothermal sound speed. For 
our conditions ZH - 200 ps, which is comparable to the FWHM of the laser. 
From the point of view of Young er al.'s thc probe beam was 
able to detect thc density modulations since it was synchronized with the 
interaction beam (with the same 100-ps FWHM). 
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P986 
(a) Fokker-Planck (b) Spitzer-HLm 

Fig. 47.18 
Surface plots of normalized density modulation 6r1lr1, on thc x-2 plane at r = 0 ps for (a) Fokker-Planck 
transport and (b) Spitzer-Harm transport. Note that 6n/n, changes sign from < 0 at x = 0 (representing a 
depression) to > 0 at s = 71 pm. 

Fig. 47.19 
Plot of rms density modulation om, as a 
function of time, for case (A) I ,  = 4.2 x 10'' 
w/cm2 and kL = 42 ym. Solid curve corre- 
sponds to Fokker-Planck simulation, 
dash-dotted curve to Fokker-Planck simula- 
tion withoutponderomotive force, and dashed 
curves to Spitzcr-HBrm simulation (with and 
without a flux limiter). 

T o  re-emphasize the dominance of the kinetic thermal-filamentation 
instability over the ponderomotive one, Fig. 47.19 also plots the FP simula- 
tion results without the ponderomotive force (dash-dotted curve). 
The corresponding curve with SH heat flow is not displayed since its 
o,, << 
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In an attempt to reproduce the FP results, the SH simulation was 
repeated by limiting the heat flux with a harmonic flux limiter, i.e.. 
qsH/(l + 1 ~ ~ ~ i f 4 1 1 ) . ~ ~  It was found that f = 0.0015 gave the best fit, though 
the agreement was qualitative at best (see dashed curve identified by 
f = 0.0015 in Fig. 47.19). Another problem with the flux limiter is that the 
appropriate f would have to depend on hl/h, because the amount of heat- 
flux inhibition due to nonlocal transport effects is dependent on hl/he,where 
he = ~~ / [47cne~(@Z*)"~ ln~]  is the effective stopping length of an electron.12 

(B) I ,  = 2.8 x 1013 w/cm2 and hl = 42 pm 
These parameters for the interaction beam give rise toqualitatively similar 

results to case (A). As expected, the reduction in peak laser intensity has the 
effect of reducing the degree of self-focusing and the amount of density 
modulation. The temporal response of the latter is plotted in Fig. 47.20, 
which shows approximately a 25% reduction in the maximum oms from that 
in Fig. 47.19. It is, therefore, surprising that in this case no filamentation was 
observed experimentally. One could speculate that this present case happens 
to fall just below the detection threshold of the experiment. 

(C) I ,  = 4.2 x 1013 w/cm2 and hl = 135 pm 
In this case, no filaments were detected experimentally.4   he results of the 

simulation, plotted as density oms as afunction of time in Fig. 47.2 1, confirm 
these findings. Since the hydro response time (zH - 600 ps) is longer for this 
case than for cases (A) and (B). the density-modulation level is too low at the 
peak of the probe beam to be measured. The om, eventually reaches 
at t = 100ps; however, by then the probe beam is too weak to detect it. 
Therefore, the reduction in the level of self-focusing has less to do with the 
spatial growth rate of the instability and more to do with the hydrodynamic 
response of the plasma. 

Discussion and Conclusions 
The results presented in this article are in qualitative agreement with the 

analytic kinetic theory of filamentation derived in Ref. 5, which predicted 
larger growth rates for the thermal rather than ponderomotive filamentation. 
However, quantitative comparisons have not been possible since that theory 
calculates linear spatial growth rates for a given transverse spatial modula- 
tion kl, assuming momentum and energy balance. Despite the fact that 
16nlnol and 16T/ToI << 1, the FP simulations yield 6l/l0 >> 1 and a correspond- 
ing wide spectrum in kl, in accordance with the narrowing of the filaments 
as they propagate along z. Moreover, steady-state conditions are never 
achieved. In fact, by observing the time behavior of the density in Fig. 47.19 
one can see the onset of spatial oscillations (of period zH) for 12 100 ps. The 
total amount of damping may, however, be underestimated since SPARK 
does not include Landau damping.13 

Although we have only considered 2-D filamentation, in some circum- 
stances three-dimensional effects could become important and give rise to 
considerably larger intensity amplifications.14 This is specially true if "hot- 
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Fig. 47.20 
Plot of rms density modulation oms as a 
function of time, for case (B) 1, = 2.8 x 1013 
w/cm2 and h1 = 42 pm. Solid curve corre- 
sponds to Fokker-Planck simulation, and 
dashed curve to Spitzer-Harm simulation. 

Fig. 47.21 
Plot of rms density modulation oms as a 
function of time, for case (C) 1, = 4.2 x 1013 
w/cm2 and h1 = 135 pm. Solid curve corre- 
sponds to Fokker-Planck simulation, and 
dashed curve to Spitzer-Harm simulation. 

spots" are present in the laser-intensity profile, since these may give rise to 
cylindrical instead of planar filaments. However, the conclusions regarding 
the comparison between thermal and ponderomotive filamentation are likely 
to remain unchanged. 

The role of magnetic fields in the presence of nonuniform laser illumina- 
tion has been previously studied in the context of 2-D classical heat flow and 
found to be negligible.15 The effects of magnetic fields on nonlocal transport 
are expected to be stronger,I6 though an accurate estimation of their 
importance is outside the scope of this work. 

In conclusion, the dominance of kinetic thermal filamentation over 
ponderomotive filamentation, predicted by analytic theory, has been con- 
firmed by means of the 2-D FP code SPARK. Specific simulations using the 
reported conditions of Young et al.'s experiment show good agreement with 
their results. 
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Section 2 
ADVANCED TECHNOLOGY 
DEVELOPMENTS 

2.A Picosecond Characterization of 
Bent Coplanar Waveguides 

Many of today's experimental electronic devices can successfully operate at 
frequencies far above 100 GHz. However, at these frequencies, characteris- 
tics of the interconnecting medium often become the limiting factor in the 
overall performance of high-speed circuits, restricting their maximum oper- 
ating bandwidth. Speed limitations imposed by the interconnects will be 
even more severe in future high-speed, very-large-scale integrated (VLSI) 
circuitry, where the system complexity will force the designers to widely 
implement bent interconnects. 

The studies of straight, coplanar transmission-line structures, suitable for 
high-speed interconnects, have been the subject of intensive research in the 

Both room and superconducting (low-Tc5 and 
h i g h - ~ , 6 , ~ )  lines have been investigated. On the other hand, the previous 
studies of bent coplanar transmission lines were primarily limited to the low- 
frequency regime, where the bends were treated as point dis~ontinuities.~ 

In this article we present the first sub-THz, time-domain characterization 
of bent transmission lines. For our studies we selected the coplanar waveguide 
(CPW) because it is a planar structure with comparatively low dispersion, 
low inductance, and low substrate sensitivity. Thus, it can be successfully 
implemented in a high-frequency regime.9 We show that at sub-THz fre- 
quencies, bends in the CPW cannot be treated as point discontinuities and 
signal propagation along the bend must be included in the analysis. Never- 
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theless, we demonstrate that bent CPW's, especially those with curved or 
chamfered bends, can sustain low-distortion propagation up to about 100 
GHz. 

Experiment 
The CPW's studied in this work are schematically shown in Fig. 47.22. In 

each case the transmission line formed a meander-like structure in order to 
measure cumulative distortion of the signal as it propagated along many 
bends. The CPW's were made of Au on undoped (semi-insulated) 5 0 0 - p -  
thick GaAs substrates, using a standard lift-off technique. The metal lines 
were 50 pn wide and 250 nm thick. The line separation was also 50 pn. 
Seven bent CPW's with different degrees of bend smoothing were fabricated 
in the same run. Each CPW was about 10mm long and incorporated 20 bends 
over this distance, as well as the photoconductive switch (see Fig. 47.22). For 
comparison, a straight CPW of the same dimensions was also fabricated and 
tested. Figure 47.22 presents only the extreme cases and shows the right- 
angle-bent line (No. 1) and the lines with the bends smoothed by chamfering 
(No. 3) or curving (No. 6). 

Right-angle bent line Chamfered bent line Curved bent line 
(No. 1) (No. 3) (No. 6) 

Switch 

21044 

Fig. 47.22 The measurements were performed with the aid of an electro-optic 
Geometriesofthebent CPW'sstudiedinthis sampling system, similar to that described in Ref. 10. The CPW's were 
work. biased with a 10-V peak-to-peak square wave at a frequency of 3.5 MHz and 

terminated by a 50 i2 load. A colliding pulse, mode-locked dye laser was used 
to provide two trains of -100-fs optical pulses (h = 620 nm) at 100-MHz 
repetition rate. The first train of pulses (excitation train) was directed, via a 
short piece of an optical fiber, to the photoconductive switch (see Fig. 47.22) 
and used to launch a step-like electrical transient in the CPW. The implemen- 
tation of the fiber enabled us to speed up the beam-alignment procedure and 
substantially improved reproducibility of the measured electrical transients. 
The second (probing) beam was fed to a small, movable electro-optic LiTaO, 
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crystal (so-called "finger tip"), which was used to probe propagating electri- 
cal waveforms at different points along the transmission line.'' 

Fig. 47.23 
Experimentally measured waveforms of the 
signal propagating on the curved-bent CPW 
(No. 6). (a) - the input transient; (b), (c), and 
(d) -the propagated signals after 2,4, and 10 
bends, respectively. The waveforms are nor- 
malized with respect to the amplitude of the 
input pulse, in order to eliminate spurious, 
measurement-to-measurement fluctuations. 

Results 
Figure 47.23 shows the measured step-like electrical transients as they 

propagate along the bent CPW No. 6. The waveform (a) shows the input 
signal, while the waveforms (b), (c), and (d) show the same signal after it 
propagated through 2,4, and 10 bends, respectively. Only the rising parts of 
the transients are shown for better clarity. The transients of the type presented 
in Fig. 47.23 enabled us to precisely determine both the signal arrival time 
(taken as the midpoint of the transient) and the 10%-90% rise time. As 
expected, the transient's rise time became longer as it propagated along the 
line. At the same time we did not observe any significant attenuation of our 
signals. 

1.2 I I A v I 

a 
* . r. 

2 0.4 - 
V 

- 

-0.2 I I A 1 

0 10 20 40 50 

21042 
Time (ps) 

The signal-propagation velocity v along the bent CPW's can be deter- 
mined from a plot of propagation distance versus time as presented in Fig. 
47.24. The propagation distance represents the full physical length of the 
CPW, defined as the path along the center of the CPW signal line. The bent 
CPW's exhibit the same propagation velocity as the straight CPW. Further, 
it is practically constant over the entire distance. All of the data points 
(including the ones for the CPW's not presented in Fig. 47.24) lie on the same 
straight line, which corresponds to the value of v given by the quasi-static 
approximation: 

where E G ~ ~ ~  = 12.9, 1, and c stands for the light velocity in vacuum. The 
result is in excellent agreement with Ref. 1 and suggests that, within our 



ADVANCED TECHNOLOGY DEVELOPMENTS 

Fig. 47.24 
Propagation distance versus time for thepico- 
second transients propagating on the straight 
and bent Au-on-GaAs CPW's. The straight 

frequency range, the propagation velocity (or equivalently signal dispersion) 
depends very weakly on the number of bends, or their shape. 

The fact that the propagation distance represents the full physical length 
of the CPW supports an intuitive expectation that at the sub-THz frequency 
range the effect of propagation of the electrical signal along the bend must 
be fully taken into account. Thus, at these frequencies, one cannot follow the 
analysis given by Simons et al. (Ref. 8). where the bend (defined as the region 
of the CPW between A-A and A'-A' cross sectionsinFig. 47.22) was treated 
as the point discontinuity with a small, frequency-dependent length 
correction. 

+ Bent line No. 1 
Bent line No. 3 

I I I I 

20 40 60 80 
21041 Time (ps) 

I line corresponds to the signal velocity within 
the quasi-static limit. 

The variation of the rise times as the transients traveled along the bent and 
straight CPW's is shown in Fig. 47.25. As expected, the rise times were 
shortest for the straight line and they initially increased linearly with the 
propagation distance (see also Ref. 1). The bent CPW's exhibited consider- 
ably longer rise times in the initial propagation distance (0-3 mm), as 
compared to the straight line.We associate this effect with high-frequency 
reflections of the signal from the bends. For longer distances, the rise times 
continued to increase only for the right-angle-bent line (No. I), while for the 
chamfered-bent line (No. 3) and the curved-bent line (No. 6), the values of 
the rise times leveled off to-5 ps after4 mm of propagation. At this frequency 
regime, the bent CPW's behaved almost like the straight line. 

The observed difference in the rise times between the bent and the straight 
CPW's shows that the bend-induced distortion depends on the bend geom- 
etry and is significantly reduced for the smooth bends, which, apparently, 
cause less reflection. The distortion is also frequency dependent. However, 
for the curved- and chamfered-bent lines, it practically vanishes for tran- 
sients longer than 5 ps. The previous observations show that high-frequency 
reflections from the bends are the leading mechanism of signal distortion in 
the bent CPW's operating in the sub-THz frequency range. 
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Fig. 47.25 
Rise time versus the propagation distance 
comparison between the right-angle bent, 
smooth-bent, and straight CPW's. The error 
bar on the line No. 1 data point represents the 
maximal error of ourmeasurements. The solid 
lines are only to guide the eye. 

8 I I I I I 
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Conclusions 
We have measured the propagation characteristics of the 20-bend CPW's 

over a distance of about 10 mm. Our results demonstrate that picosecond 
transients, having the bandwidth in excess of 100 GHz, can propagate over 
a large number of bends with a limited signal distortion. We have found that 
the physical length of the bent CPW must be taken into account in order to 
correctly evaluate the signal propagation velocity. Finally, we showed that 
smoothing of the bends considerably improves the very-high-frequency 
performance of the bent CPW's. 
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2.B Angle-Resolved X-Ray Photoemission Study of the 
Surface Disordering of Pb(100) 

A surface atom has a reduced number of nearest neighbors when compared 
to an atom in the bulk. This enhances the thermal vibrations of the surface 
atoms, often leading to surface disordering (or surface melting) below the 
bulk-melting temperature. The temperature-dependent disordering of sur- 
faces can be studied using a variety of surface-sensitive techniques, such as 
ion shadowing and blocking,'*2 low-energy electron diffraction ( L E E D ) , ~ ~  
x-ray scattering,' and x-ray photoelectron diffraction (xPD).~ Results have 
conclusively shown that Pb(ll0) experiences surface disordering, and 
the temperatures for the various stages of surface disorder are well 
established.'-' Theoretical analysis has shown that the propensity for 
surface disorder with temperature depends on packing and is highest for open 
 surface^.^ For example, Pb(ll1) is more densely packed than Pb(ll0) and 
is found to resist surface disordering up to the bulk-melting temperature 
(T,  = 600.7 K). Its temperature dependence has been almost entirely 
attributed to the Debye-Waller effect, i.e., the intensity attenuation of the 
diffraction peaks is exponential in temperature.4   he ~ b ( l 0 0 )  surface ismore 
closely packed than Pb(ll0) but less packed than Pb(ll1). We have found 
that Pb(100) experiences surface disordering but to a lesser degree than 
Pb(1 10).1° Ion shadowing and blocking has been used to study the ternpera- 
ture-dependent disordering of Pb(100); approximately five disordered layers 
have been found on Pb(100) at about 600 K . ~  The rate of change of the 
disordered-layer thickness did not diverge as T,,, was approached; thus, it has 
been suggested that Pb(100) is "on the verge" of surface melting2 

In our experiment we used XPD to study the dependence of the forward- 
scattered intensity of the [OOl] and [Ol 11 azimuths of Pb(100) on temperature. 
One of the most important characteristics of XPD is its strong forward 
scattering, i.e., the intensity is enhanced along inter-nuclear axes. The 
angular-intensity distribution can be used to characterize the degree of 
surface order.11,12 For electron energies of several hundred electron volts, 
multiple scattering defocuses electrons emitted below approximately four 
atomic layers.12 Hence, XPD is a highly surface-sensitive probe. We find 
that Pb(100) experiences an attenuation of the forward-scattered intensity 
that, above 550f 11 K, cannot be explained solely by the Debye-Waller 
effect. Above 585+5 K, the rate of intensity attenuation increases and we 
attribute this to the growth of a surface-disordered layer. A slight anisotropy 
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is seen with the [Ol 11 azimuth experiencing a faster decay. By comparing our 
results along the [001] azimuth with previous experiments on Pb(1 we 
estimate the disordered-layer thickness on Pb(100) to be 4-5 monolayers at 
599k0.6 K. 

Experiment and Data Analysis 
The crystal was oriented within 0.75" of the Pb( 100) surface as confirmed 

by Laue back reflection. The sample was cut with a fine-band saw to twice 
its final thickness, polished with silicon carbide grit paper, and finally 
chemically etched in a mixture of 80% glacial acetic acid and 20% hydrogen 
peroxide (30% in water). Prior to insertion in the ultrahigh vacuum (UHV) 
chamber, the sample was again chemically etched. 

The sample was clipped to a resistively heated molybdenum base mounted 
on a five-axis manipulator. Two thermocouples monitored the temperature 
of the front and back surfaces of the sample. Temperature stability was better 
than k0.6 K and the maximum temperature difference across the sample was 
1 K. Data were taken to within 1.7f0.6 K of Tm. The thermocouples were 
calibrated to the freezing and boiling temperatures of water, and to the 
melting temperature of lead by melting the sample in sitzr at the conclusion 
of the experiment. 

Before data acquisition, the sample was cleaned with argon-ion bombard- 
ment and annealed to approximately 2 K below Tm until an atomically clean 
surface was obtained. Oxygen and carbon levels were checked throughout 
the experiment via x-ray photoelectron spectroscopy (XPS) of the 1s transi- 
tion for both elements. Auger electron spectroscopy was occasionally used 
to confirm the XPS results. A Mg Ka x-ray source (E = 1253.6 eV), at 28.8" 
from the surface normal, provided the incident radiation. The binding energy 
of the 4f7/2 core-level photoelectrons is 136.6 eV; therefore, 11 17.0-eV 
electrons were emitted from the lead sample. The scattered electron intensity 
was detected with a hemispherical energy analyzer mounted on a two-axis 
goniometer. The resolution of the analyzer as determined by LEED is 1.6" 
FWHM. The base pressure of the UHV system is <1 x 10-lo ~ o r r .  The actual 
pressure during the experiment was higher because of argon-ion bombard- 
ment, the x-ray source, and heating of the sample. Sample orientation was 
checked with reflection high-energy electron diffraction and LEED. Inten- 
sities were recorded at angular steps of I". 

Electrons with an energy of 11 17.0 eV have an estimated inelastic mean- 
free path kin of 24 A in lead.13-l5 This corresponds to a maximum escape 
depth of 10 monolayers for 0 = 0" and 3 monolayers for 0 = 72", where 0 is 
the angle measured from the surface normal. However, multiple scattering 
events effectively reduce kin and must be included to provide accurate 
predictions.16 Unfortunately, such calculations are complicated and there- 
fore rarely incorporated in quantitative analysis. Recently, an effective 
electron mean-free path has been introduced that is affected by both the 
elastic and inelastic mean-free paths; multiple scattering can be partially 
accounted for in a single scattering calculation by substituting keff for kin, 
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where 0.5 hi, I Aeff 50 .7  kin.17 The possible dependence of Xeff on crystal 
direction is still unaccounted for. 

Forward-scattered peaks are expected to be visible at 0°, 18.4", 45", and 
71.6" for the [001] azimuth, and O", 19.5", 35.3", and 54.7" for the [011] 
azimuth for a nonrelaxed (100) surface. We analyzed all eight of these peaks. 
In our polar scans, forward-scattered peaks appear within 1" of these 
expected values, except for the peak at 71.6" that appears within 2". 
Discrepancies may arise from a small error in the spectrometer step size 
(within 20.6% of the actual setting), interference effects, multilayer relax- 
ation, and increased refraction for large 0 angles." However, multilayer 
relaxation and refraction effects are ruled out for the peak predicted at 7 1.6" 
since both would result in a change opposite to what is observed." In 
addition, smaller peaks are observed at approximately 323 and 58" for [001] 
and 68" for [ O  1 I]. These are due to first-order constructive interference at an 
off-axis angle, which results when the phase difference between the two 
paths is 2n." 

Our data acquisition was performed in the following manner. Polar scans 
were taken at 11 17.0eVandat two otherenergies (1 133.6eV and 1093.6eV) 
for which no lead peaks are seen. The latter two polar scans were used to 
interpolate the background at 1 1 17.0 eV for each value of 8. The background 
was then subtracted from the raw intensity data. This was completed during 
data acquisition and we refer to the resulting polar scans as as-acquired data. 
Further analysis was accomplished as follows. Nonforward-scattered elec- 
trons were accounted for by fitting a polynomial to the highest temperature 
data for each azimuth after the remaining forward scattering was removed. 
At such high temperatures, the forward-scattered peaks are weak because of 
surface disordering. The instrumental response was determined from a polar 
scan at 1133.6 eV that was fit to a polynomial. The data correction was 
accomplished as follows: 

where 1(0,T), Ibkgd(8,T), and li,(8,T) are the as-acquired data, nonforward- 
scattered background, and instrumental response given in Fig. 47.26(a), and 
1,,,(0,T) is the corrected data shown in Fig. 47.26(b) for the [OOl] azimuth 
of Pb(100) at T = 326M.6 K. 8 is the angle from the surface normal and T is 
the temperature. 

The temperature dependence of the intensity of the forward-scattered 
peaks 1,,,(8,T) for a given angle can be presented as a plot of ln[lcO,(0,T)] 
versus temperature. Such plots are shown for the [OOl] azimuth of Pb(100) 
in Fig. 47.27. The result is a linear dependence up to a particular temperature, 
which we have found to be 550k11 K for Pb(100), after which ln[lcO,(0,T)] 
diverges from linear behavior at an increasing rate. The line that best fits the 
data in the linear region is determined using the method of least squares; 
the number of data points included in the fit is chosen to maximize the 
statistical correlation coefficient between the line fit and the data. The linear 
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region, for which the intensity attenuation is exponential in temperature, is 
attributed to the Debye-Waller effect. At temperatures above 550f 1 l K, 
additional phenomena are necessary to describe the observed behavior. 

Surface Disordering 
The effects of a surface-disordered layer on the forward-scattered inten- 

sity are now considered. The intensity is exponentially attenuated with an 
exponent proportional to l/AeffcosO where 1 is the thickness of the disordered 
layer.8 It has been shown that the disordered layer grows as a function of 
temperature according to the relation 

where To is the characteristic temperature for the onset of surface 
d i ~ o r d e r . ~ , ~ , ~ , ' ~  This behavior is expected for a three-dimensional system 
governed by short-range atomic interactions; such is the case for  metal^.^.^' 
If the disordered-layer thickness exceeds the range of these interactions, 
long-range forces become important and the disorder grows as a power law. 2 

Given the exponential attenuation described above, as well as Eq. (2), the 
normalized intensity is expected to have the following f ~ r m : ~ ? ~  

where IDw(O,T) is the Debye-Wallerexponential function obtained from line 
fits such as in Fig. 47.27 and r is a constant that depends on heff and 0. 

We account for the Debye-Waller attenuation by dividing lc0,(0,T) by 
IDw(O,T). In Fig. 47.28, ln[lco,(~,T)/IDw(O,T)] is plotted versus ln(Tm-T). 
The horizontal region where ln[Ico,(8,T)/IDw(8,T)] = 0 represents Debye- 
Waller behavior, and the linear region for high temperatures indicates 
logarithmic growth of the disordered layer. The intermediate temperature 
region shows a slow intensity attenuation in excess of that predicted by 
Debye-Waller. We attribute this behavior to partial disordering of the first 
atomic layer. We interpret the steep linear region at higher temperatures as 
the spread of disorder to deeper atomic layers. If this line fit is extrapolated 
to the temperature axis, we find To = 585+5 K for the [OOl] and [Oll] 
azimuths. A slight anisotropy is observed; [Oll] experiences a more rapid 
decrease in intensity above To. Consideration of the solid-liquid interface 
provides an explanation for the observed a n i s o t r ~ ~ ~ . ~  The interfacial free 
energy is lowest in the direction in which the atomic spacing of the solid is 
closest to the atomic spacing of the liquid. For Pb(100) this occurs along the 
[Oll] azimuth. This is consistent with Pb(ll0) where the [ITO] azimuth 
disorders faster than [100].33436,8,21 

Using LEED, Prince et ~ 1 . ~  have found To = 543+3 K for the [001] and 
[IT01 azimuths of Pb(1 lo). In their experiment, the intensity disappeared 
into the background above approximately 575 K for [IT01 and approached 
the background for [OOl]. In an XPD experiment on Pb(1 lo), Breuer and co- 
workers8 have observed logarithmic growth of the disordered layer for a 
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Fig. 47.26 
Polar scans are shown for the [001] azimuth 
of Pb(100) at T = 326+0.6 K: (a) as-acquired 
datal(O.T), nonforward-~c-+*---~~--'-----.-" 

Fig. 47.27 
The logarithm of the corrected forward-scat- 
tered peak intensity In[l,,,(O,T)] is given as 
a function of temperature for various angles 
along the [001] azimuth. The linear region at 
low temperatures is attributed to the Debye- 
Waller effect. Deviation from Debye-Waller 
behavior is seen above 55&11 K. 
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Fig. 47.28 
The logarithm of the corrected forward-scat- 
tered peak intensity normalized to the 
Debye-Waller fit ln[l,,,(~,T)/IDw(~,T)] is 
plotted versus ln(T,-T). The line fit for tem- 
peratures above 585f 5 K indicates that the 
disordered layer experiences logarithmic 
growth. Some anisotropy is seen; the [Ol I ]  
azimuth decays faster with temperature. 
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temperature region close to T,. For a lower-temperature region they have 
reported the existence of another logarithmic growth law. They have con- 
cluded that T0=530k5 K,and that the higher-temperature logarithmic-growth 
law dominated above 575 K. Temperatures for the onset of surface disorder 
and complete surface melting were found by Frenken et al.' to be about 
545 K and 580 K, respectively, with ion shadowing and blocking. 

In contrast to what has been obsewed on the Pb(l l0)  surface, we find no 
evidence for a second logarithmic growth law for Pb(100). It is possible that 
such a growth law does not exist for Pb(100). This would indicate 
that Pb(100) experiences what is referred to as incomplete surface melting; 
that is, the rate of change of the thickness of the disordered layer does not 
diverge as T,,, is approached. This is in contrast to complete surface melting 
where the disordered layer behaves increasingly like the bulk liquid and its 
thickness diverges as the temperature nears T,,.~' Another possibility is that 
a second growth law exists for Pb(100) at temperatures closer to T, than we 
have considered in our experiments. 

We next consider the temperature dependence of the number of disor- 
dered layers for Pb(100). The temperature-dependent attenuation of the 
forward-scattered intensity peaks for Pb(110) as obtained by X P D ~  is related 
to the number of disordered layers on the surface as determined by Pluis et 
~ l . , ~ w h o  used ion shadowing and blocking. Their data are compared to ours 
in Fig. 47.29. A deviation from Debye-Waller-like behavior is seen for 
Pb(l10) around 500 K, and around 550 K for Pb(100). Two disordered layers 
have been found through analysis of the [liO] azimuth, on Pb(110) at 550 
K, 4 disordered layers at 587 K, and 8 disordered layers at 599.3 K.~ , '  From 
a comparison of the intensity attenuation of the [001] azimuth of Pb(100) 
with these results, we estimate the disordered-layer thickness on Pb(100) to 
be 2 layers at about 590 K, and4-5 layers at about 599 K. This is in agreement 
with the previous results where close to 5 disordered layers were visible 



Fig. 47.29 around 600 K for ~ b ( 1 0 0 ) . ~  The forward-scattered peak at 72" for the [001] 
The c~rrected forward-scattered peak inten- azimuth of Pb(100) nearly disappears at 599 K, although not completely. 

the Debye-Waller fit Thus, slight order must still exist in the first 3 monolayers at 599 K 
Ico,(e,T)/IDw(8,T) is plotted versus tempera- 
ture for the 100 I ]  and 10 1 11 azimuths of (3 monolayers is the upper limit of the escape depth at 72"). 

- - - ~ 

Pb(lOO) for = OO. data for the The thickness of the disordered layer can also be estimated by considering 
[OOl] and [IT01 azimuths of Pb(110) are from 
Ref. 8. The number of disordered layers on the attenuation of the forward-scattered peaks by elastic and inelastic 

pb(l10) as a function of temperature from scattering. These peaks are assumed to decay exponentially with the disor- 
Refs. 2 and 8 are compared to Ico,(O,T)/ dered-layer thickness: 
IDw(e,T) to predict the number of disordered 
layers on Pb(100). ln[1~~,(0, T)/lDw (o,T)] = - I/l.eff COSO. (4) 

For the [OOl] azimuth of Pb(100) at 599k0.6 K and 8 = 0°, 4.5 to 6.3 
disordered layers are predicted for 0.5 kin S heff 20 .7  kin. 17 

Conclusion 
The [OOl] and [0 1 1] azimuths of Pb(100) exhibit surface disorder below 

the bulk-melting temperature, although the surface-melting process appears 
to be incomplete. Intensity attenuation can no longer be attributed to the 
Debye-Waller effect above 550+ 11 K. The characteristic temperature for 
the onset of surface disorder To is 585k5 K for both the [001] and [011] 
azimuths. A slight anisotropy is exhibited; the [Oll] has a more rapid 
in~ensity attenuation for temperatures above To. Comparison of our data for 
the [OOl] azimuth to previous work suggests that approximately 4-5 disor- 
dered atomic layers are present on the Pb(100') surface at 599k0.6 K. 
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Section 3 
NATIONAL LASER USERS FACILITY 
NEWS 

NLUFactivity during the third quarter of FY9 1 included Thomson-scattering 
experiments by K. Mizuno; an investigation of how to manufacture targets 
filled with multiple gasses for J. Moreno and C. Hooper, and a review of 
proposals for FY92. These activities used the GDL laser facility, required 
support from the LLE target fabrication group, and used LLE facilities for the 
NLUF steering committee meeting. 

Experiments by K. Mizuno of the Plasma Physics Research Center are in 
support of J. De Groot's (University of California, Davis) NLUF research 
effort. This work has developed a multichannel detector to measure Thomson 
scattering from laser-produced plasmas. The GDL laser is used to generate 
a hot, dense plasma and a second laser is used to probe this plasma. The probe 
laser for these measurements is a frequency-quadrupled Nd:YLF laser 
synchronized to GDL. The Thomson-scattered probe radiation is used to 
study the density profile of the plasma near the critical surface for the incident 
GDL beam. The first set of experiments was used to check out the new 
multichannel detector and to determine how difficult it would be to set up the 
experiment. Work will continue as instrumentation is improved. 

Two groups would like to field targets filled with a mixture of D2 gas plus 
a noble gas for their NLUF experiments. They are H. Griem's group at the 
University of Maryland and C. Hooper's group at the University of Florida. 
J. Moreno is leading the experiments for H. Griem and plans to use targets 
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filled with amixture of D2 and Ne to study the atomics physics ofcompressed 
cores. The primary diagnostic will be time-dependent measurements of the 
Ne emission in the XUV and x-ray parts of the spectrum. C. Hooper is 
continuing to study the properties of hot, dense matter by doing high- 
resolution temporal and spectral measurements of x rays. He plans to use 
targets filled with mixtures of D2 and Ar and to measure the line shapes of 
the k-shell Ar emission. Both of these experiments require the availability of 
multi-gas targets. The LLE target fabrication group has been studying 
techniques needed to manufacture these targets. 

The NLUF steering committee met on 14 June 1991 to review the seven 
proposals submitted to DOE for FY92. Details of the technical review will 
be discussed after the steering committee has approved the minutes of the 
meeting. 
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Section 4 
LASER SYSTEM REPORT 

4.A GDL Facility Report 

There was a total of 378 GDL shots during the third quarter of FY91. Most 
of the target shots were in support of NLUF users from the University of 
California, Davis and the University of Illinois. The laser system shots were 
required to realign the laser-amplifier chain and to optimize system perfor- 
mance. Synchronization of the probe laser to the GDL laser was also 
checked. 

The shot summary for the GDL laser this quarter is as follows: 

Laser system 

Calibration 

Target 

18 

122 - 

TOTAL 378 
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4.B OMEGA Facility Report 

The OMEGA laser was used for a series of flat-target, long-scale-length 
plasma experiments at the beginning of the third quarter of FY91. These 
experiments required OMEGA to be reconfigured, including changes to the 
timing of several beams relative to each other, and the redirection of one of 
the OMEGA beams to enter the target chamber through a 12-inch equatorial 
port. The system has been reset for spherical-target experiments and system- 
wide maintenance has been performed. 

The primary activity on OMEGA has been the installation of a pulse- 
shaping system on the driver line. This system replaces the oscillator when 
shaped pulses are required for target experiments. The system consists of a 
Coherent Optics ~ n t a r e i ~ l a s e r  that drives two regenerative amplifiers. One 
amplifier is used to produce a long (1.1-11s FWHM) pulse and the second 
amplifier is used to amplify a short (50-ps FWHM) pulse that drives an 
optically triggered silicon switch. The silicon switch is used to control the 
voltage across a Pockels cell through which the long pulse is propagated. 
Thus the desired pulse shape is "carved" out of the long pulse. A series of 
spherical implosion experiments will be conducted when the installation of 
this apparatus has been completed. 

The shot summary for OMEGA this quarter is as follows: 

Software test 

Driver 

Laser 

Target 54 

TOTAL 3 80 
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