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IN BRIEF

This volume of the LLE Review, covering the period January–March 1991, contains a report on how photoelectric fluorescence affects x-ray absorption lines in laser-plasma experiments, and a review of recent analysis of transverse instabilities of counterpropagating light waves in homogeneous plasmas.

The section on advanced technology has reports on the experimental characterization of Bessel beams, the design, testing, and use of a Kirkpatrick-Baez x-ray microscope on OMEGA, and the investigation of phase noise in mode-locked lasers.

The highlights of this issue are

- Investigation of the effect of photoelectric fluorescence on the formation of x-ray absorption lines has demonstrated that this process should not be neglected when analyzing experiments where the continuum is hardened by high core temperatures, opacity effects, or core components that radiate efficiently at ionizing energies.

- Properties of transverse instabilities driven by the ponderomotive force of light waves in homogeneous plasmas have been analyzed. It is shown that the convective instability of a single light wave can be transformed into an absolute instability in the presence of a second, counterpropagating light wave.
• It has been demonstrated experimentally that Bessel beams can be generated with intensity profiles that closely resemble the ideal $J_0^2$ transverse-intensity distribution. For applications where depth of focus and beam definition are of importance, Bessel beams present significant advantages over Gaussian beams.

• Kirkpatrick-Baez (KB) microscopes have been used on the OMEGA target chamber to image laser-plasma x rays for a number of years. Recently a testing facility for these microscopes has been assembled at LLE. This facility has been used to more fully characterize the resolution, field of view, and depth of field of these microscopes. A new KB microscope with gold-coated mirrors has been deployed on OMEGA enabling the imaging of higher-energy x rays (up to 7 keV).

• It has been found that thermal and acoustic effects can be significant sources of phase noise in short-pulse mode-locked lasers. Schemes for eliminating these problems have been discussed.
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PUBLICATIONS AND CONFERENCE PRESENTATIONS
Frederic Marshall, Research Scientist, is shown on the front cover assembling a Kirkpatrick-Baez x-ray microscope for installation on the OMEGA target chamber (background). Shown above is a closeup of the x-ray reflecting assembly (x-ray optics), which is described in the Advanced Technology Developments section of this issue of the LLE Review.
Section 1
PROGRESS IN LASER FUSION


In laser-plasma experiments, conditions in an embedded layer in a target shell can be inferred from the spectral attenuation of x-ray continuum radiation by the layer. In such experiments, absorption lines are formed by 1s–2p absorption transitions in helium-like through fluorine-like species of certain ions in the layer to be diagnosed. The areal density of each species can be inferred from the attenuation in the spectrum within its respective band, provided the average 1s–2p absorption cross sections for each species are known and provided competing line-forming mechanisms are taken into account. In photoelectric fluorescence, which is one such potentially important competing mechanism, the formation of a 1s vacancy by photoionization is followed by 2p–1s spontaneous emission within the same spectral range as the 1s–2p absorption band of the same ion. The importance of photoelectric fluorescence depends on the supply of ionizing photons, which is sensitive to the design of the experiment. This process should be considered when analyzing experiments where the continuum is hardened by high core temperatures, by opacity effects, or by core components that radiate efficiently at ionizing energies.

Introduction

In absorption spectroscopy, absorption features impressed on the spectrum of a continuum background source are interpreted in terms of conditions in an absorbing foreground medium. If the opacity per ion caused by a particular transition beginning from some initial state is known, then
the areal density (i.e., the path integral of the density along the path of the continuum propagation) of ions in that state within the absorbing medium can be inferred from the attenuation of the background continuum caused by that transition. If the relative abundance of ion species can be determined in this way, then temperature in the absorbing medium can also be inferred from the observed state of ionization, which can be modeled in terms of temperature and density.3

In x-ray spectra from inertial confinement fusion experiments and other laser-plasma experiments, the absorption features of interest are typically arrays of 1s–2p lines from the ground configuration and from certain low-lying excited configurations of L-shell ion species, fluorine-like through helium-like. The arrays from each species form a distinct band of absorption where the individual lines are usually not resolved. We consider here the contribution of photoelectric fluorescence to reducing the net attenuation of the continuum within each of these 1s–2p absorption bands.

Photoelectric fluorescence is the 2p–1s emission that follows the formation of a 1s vacancy by photoionization. These emission transitions are inverses of the transitions that form the absorption arrays, so fluorescence reduces the apparent line absorption. This emission is equivalent to the "K-alpha" emission lines caused by K-shell ionization as a result of the impact of suprathermal electrons or photons formed in the plasma corona of a target as it is illuminated by high-intensity infrared laser light.

The importance of photoelectric fluorescence will be estimated and expressed in terms of atomic parameters and local plasma conditions within a volume element by comparing local absorption and emission rates, rather than in the context of specific ions in a specific experimental geometry. In this way, the ranges of conditions and atomic parameters where photoelectric fluorescence has potential importance can be more easily recognized. Approximate formulae for atomic rates with explicit parameter dependences are used. The results show that typical continua from the cores of imploded targets can produce enough emission by photoelectric fluorescence to compete with absorption by photoexcitation and that quantitative interpretation of absorption spectra must take this effect into account.

In laser-driven, direct-drive inertial confinement experiments, compression at the center of the target creates conditions of high density and temperature that produce a burst of continuum radiation near the time of peak compression. This radiation passes through the imploded shell of the target on its way to the spectrograph. This shell remnant usually remains within the range of temperatures where light elements in the neighborhood of chlorine (e.g., silicon through calcium) would be ionized to fluorine-like through helium-like states. This temperature is typically of the order of a few hundred electron volts, which is much cooler than the temperatures in the coronal region and in the compressed core. Since these ions have partially vacant L shells, absorption lines can be imprinted on the passing background continuum by inner-shell absorption transitions of the kind 1s–2p. These
absorbing elements either occur naturally in the shell material itself, e.g., silicon in glass, or they can be introduced as additives or deposited as a thin concentric layer inside the shell.

**Emission and Absorption**

The probability that spontaneous emission will occur in an ion following the removal of a 1s electron is called the K-shell fluorescence efficiency \( \omega_K \). In an isolated ion, Auger autoionization is the other possible outcome, and \( \omega_K \) is the branching ratio between Auger autoionization and spontaneous emission

\[
\omega_K = \frac{A_{21}}{A_{21} + A_{\text{auto}}}, \quad (1)
\]

where \( A_{21} \) and \( A_{\text{auto}} \) are the spontaneous emission and Auger autoionization rates, respectively.

The fraction of 1s vacancies formed by photoionization that lead to line emission is small, since \( \omega_K \ll 1 \) for low-Z species. However, the supply of ionizing photons can be large enough, compared to the number of excitation photons within the 1s–2p absorption band, to yield a significant competing emission. The K-shell fluorescence efficiency also gives the probability of re-emission when a 1s vacancy is created by photoexcitation in the formation of absorption lines. This re-emission decreases the depth of the absorption lines, but the fraction of excitations that end in re-emission is generally neglected, again, since \( \omega_K \ll 1 \). Photoexcitation of higher transitions, such as 1s–3p, creates 1s vacancies that also decay, in part, via the 2p–1s radiative transitions, but this is a smaller effect and will be ignored here.

The fraction of 1s vacancies formed by photoionization that lead to line emission is small, since \( \omega_K \ll 1 \) for low-Z species. However, the supply of ionizing photons can be large enough, compared to the number of excitation photons within the 1s–2p absorption band, to yield a significant competing emission. The K-shell fluorescence efficiency also gives the probability of re-emission when a 1s vacancy is created by photoexcitation in the formation of absorption lines. This re-emission decreases the depth of the absorption lines, but the fraction of excitations that end in re-emission is generally neglected, again, since \( \omega_K \ll 1 \). Photoexcitation of higher transitions, such as 1s–3p, creates 1s vacancies that also decay, in part, via the 2p–1s radiative transitions, but this is a smaller effect and will be ignored here.

The fluorescence efficiencies generally quoted are values appropriate for isolated atoms or ions. In plasmas, electron collisional transitions from one autoionizing state to another can affect the fluorescence efficiency. At higher densities \( n_e \sim 10^{24} \) (see the following), the 1s vacancy can also be filled by radiative or collisional recombination or by collisional de-excitation, and as these rates become comparable with spontaneous emission, fluorescence is quenched.

**Rates and Approximations**

The screened hydrogenic approximation is applicable to highly ionized species since spectator electrons have a smaller effect on electron orbits than the central nuclear charge, particularly for K-shell orbits that are largely internal to the spectator electrons and are thus least affected by them. This approximation is adequate for calculating a correction factor for the absorption. The explicit dependence of screened-hydrogenic rate expressions on atomic parameters is useful in expressing the importance of photoelectric fluorescence over a broad range of atomic parameters and local conditions.
Photoexcitation

The absorption cross section of a given transition \( i \) can be written in the form \( \sigma_i \phi_i(\nu) \), where \( \phi_i(\nu) \) is the line profile, normalized to unity with respect to integration over frequency \( \nu \), and where \( \sigma_i \) is the frequency-integrated cross section of the transition. The attenuated intensity \( I(\nu) \) remaining after the incident background continuum intensity \( I_0 \) passes through a homogeneous layer of thickness \( \Delta r \) of material with a number density \( N_f \) of the absorbing species is

\[
\ln \left[ \frac{I_0}{I(\nu)} \right] = N_f \Delta r \sigma_i \phi_i(\nu) .
\]

where

\[
\sigma_i = \frac{\pi e^2}{m_e c} f
\]

and \( f \) is the absorption oscillator strength of the transition.

In the simplest interpretation of this attenuation, neglecting instrumental broadening, foreground emission, etc., the areal density of the absorbing species \( N_{IAr} \) can be obtained from the integrated attenuation and from the integrated cross section \( \sigma_i \), using

\[
\int \ln \left[ \frac{I_0}{I(\nu)} \right] d\nu = N_f \Delta r \sigma_i .
\]

Note that this expression is independent of the line profile, which need not be considered further in this interpretation.\(^3\)

The average absorption cross section for each species is obtained by averaging the cross sections of all \( 1s-2p \) transitions from all possible initial configurations, weighted according to the statistical weights of the initial states. The relevant species are helium-like through fluorine-like, and up to three initial configurations are possible, (1) \( 1s^22s^22p^n \) (ground), (2) \( 1s^22s2p^{n+1} \) (singly excited), and (3) \( 1s^22p^{n+2} \) (doubly excited), subject to the restriction that there be no more than six \( 2p \) electrons in the final state. The average photoexcitation cross sections for each configuration used here are screened hydrogenic results scaled from the helium-like cross section \( \sigma_{He} \), according to

\[
\sigma_i = \sigma_{He} \left( 1 - P_{2p} / 6 \right) ,
\]

where \( P_{2p} \) is the occupation number of the \( 2p \) subshell. Even though the spectator charge in these ions varies from one to eight electrons (nearly half
the nuclear charge, in the case of argon), this approximation works very well, particularly for the relative absorption strengths of the configurations of a given species.\(^{12}\)

The unresolved 1s–2p transition arrays from each contributing configuration coincide closely, so it suffices to treat them as a single feature with an effective absorption strength obtained by averaging over the three possible initial configurations. At typical shell temperatures, the low-lying \(1s^2(2s+2p)^n\) configurations are linked by 2s–2p transitions that are readily excited by electron collisions. We assume, then, that these configurations are populated according to their statistical weights. At temperatures where these species will have non-negligible populations, this is a good approximation to the more correct weighting using the temperature-dependent Boltzmann ratio.\(^{12,13}\)

The vacancy fractions and statistical weights for the L-shell configurations needed to evaluate Eq. (4) and to perform the appropriate configuration averaging are given in Table 46.1.

**Photoionization**

The photoionization rate is calculated in the screened hydrogenic approximation\(^{14}\) assuming the Kramers cross section\(^{15}\) per electron in principal level \(n\)

\[
\sigma_{n,z}(v) = \frac{64\pi^4 e^{10}}{3\sqrt{3h^6 c^4 \nu^4 n^8}} g_{pI}(z, n, \nu),
\]

with the Gaunt factor of Menzel and Pekeris\(^{15}\)

\[
g_{pI}(z, n, \nu) = 1 - 0.1728 \left( \frac{\nu}{I_H z^2} \right)^{1/2} \left[ \frac{2}{n^2} \left( \frac{I_H z^2}{\nu} \right) - 1 \right],
\]

where \(I_H\) is the ground-state ionization energy of hydrogen, \(I_H = 13.6\) eV.

**Fluorescence Efficiency**

Fluorescence efficiency for K-alpha emission from neutral atoms is well documented, theoretically and experimentally, but relatively little can be found on ionized atoms. We can infer fluorescence efficiencies for ions from the neutral values by the model of McGuire\(^{17}\) which compares well with Bhalla and Tunnell\(^{18}\) for lithium-like argon and with McGuire for the L-shell ions of aluminum. In this model, the radiative decay probability of an ion with a K-shell vacancy \(A_z P_{2p}\) is written to scale with \(P_{2p}\), the number of 2p electrons, and the Auger ionization probability \(A_d P_{2p}(P_{2p}-1)\) is written to scale with the number of pairs of 2p electrons. The latter product reflects the joint probability of one 2p electron decaying and transferring its energy to another 2p electron. The fluorescence efficiency, in terms of these rates, is
which is appropriate for isolated ions.

**High-Density Effects on Fluorescence Efficiency**

Fluorescence efficiency is usually derived for the case of an isolated ion, but local density of electrons can introduce additional processes that alter or quench it. It has been shown, for example, that electron collisions can rearrange the L-shell configuration of an ion quickly enough after the formation of a K-shell vacancy to affect the branching between autoionization and spontaneous emission. Estimates of other corrections to the fluorescence efficiency of an isolated ion, given by Eq. (1), can be obtained by using the following approximate expressions for the processes of interest.

The rate of spontaneous emission from the \( n = 2 \) shell to the \( n = 1 \) shell is given by

\[
A_{21} = 4.34 \times 10^7 \left( \text{sec}^{-1} \right) f_{21} \left( \frac{\Delta E}{\text{eV}} \right)^2,
\]

where \( \Delta E \) is the transition energy, \( f_{21} = 0.05125 \times P_2 \) is the oscillator strength (based on the scaled hydrogenic result),\(^{19}\) and \( P_2 \) is the number of L-shell electrons.

For collisional de-excitation\(^{20}\)

\[
C_{21} = 4.50 \times 10^{-6} \left( \text{sec}^{-1} \right) \frac{n_e f_{21}}{\left( \frac{\Delta E}{\text{eV}} \right) \left( \text{eV} \right)^{1/2}}.
\]

The rate coefficient \( \alpha_3 \) for collisional 3-body recombination to level \( n \) of the species of charge \( Z \) to form the species of charge \( Z-1 \) is obtained from the detailed balance relationship

\[
\alpha_3 = \frac{g_{Z-1}}{g_Z} \frac{n_e}{2} \left( \frac{\hbar^2}{2\pi m_e kT} \right)^{3/2} e^{\frac{\Delta E}{kT}} S_n,
\]

where \( g_Z \) and \( g_{Z-1} \) are the respective statistical weights of the relevant species, and from \( S_n \), the rate coefficient of collisional ionization from level \( n \)\(^{21}\)

\[
S_n = 3.0 \times 10^{-6} \left( \text{sec}^{-1} \right) \frac{n_e \sqrt{m_e}}{cm^3} P_2 E_i \left( \frac{\Delta E}{\text{eV}} \right) \left( \frac{T}{\text{eV}} \right)^{3/2} \frac{\Delta n}{T}.
\]
The exponential integral $E_i(x)$ is given by the rational approximation

$$e^x E_i(x) \equiv \frac{1.25}{1.00 + 1.25x}.$$  

The rate coefficient of K-shell radiative recombination is given by

$$\alpha_r = 5.20 \times 10^{-14} \left( \text{sec}^{-1} \right) \left( \frac{n_e}{\text{cm}^{-3}} \right) Z \left( 1 - \frac{P_{1s}}{2} \right) \left( \frac{X}{T} \right)^{3/2} e^{T/T} E_i \left( \frac{T}{T} \right).$$  

The rate coefficients in Eqs. (9)-(12) are written with the electron density $n_e$ in electrons per cubic centimeter, and with the ionization energies $X$, the excitation energy $\Delta E$, and the electron temperature $T$ all in electron volts. With these expressions, a corrected fluorescence efficiency can be written that includes the effects of radiative and collisional recombination and collisional de-excitation,

$$\omega^* = \frac{\omega_K}{1 + \left( C_{21} + \alpha_3 + \alpha_r \right)(\omega_K/A_{21})},$$  

where

$$\frac{\omega_K C_{21}}{A_{21}} = 9.60 \times 10^{-2} \left[ \left( \frac{\omega_K}{0.25} \left( \frac{n_e}{10^{24} \text{ cm}^{-3}} \right) \right) \left( \frac{h\nu_o}{3 \text{ keV}} \right)^3 \left( \frac{T}{100 \text{ eV}} \right)^{1/2} \right],$$  

$$\frac{\omega_K \alpha_3}{A_{21}} = 3.88 \times 10^{-3} \left[ \left( \frac{\omega_K}{0.25} \left( \frac{n_e}{10^{24} \text{ cm}^{-3}} \right) \right)^2 \left( \frac{h\nu_o}{3 \text{ keV}} \right)^4 \left( \frac{T}{100 \text{ eV}} \right) \right],$$  

and

$$\frac{\omega_K \alpha_r}{A_{21}} = 0.0344 \left[ \left( \frac{\omega_K}{0.25} \left( \frac{n_e}{10^{24} \text{ cm}^{-3}} \right) \right) \left( \frac{Z}{16} \right) \left( \frac{h\nu_o}{3 \text{ keV}} \right)^{3/2} \left( \frac{T}{100 \text{ eV}} \right)^{1/2} \right].$$  

These correction terms are expressed in terms of scaling parameters normalized to values appropriate for argon at a nominal temperature of 200 eV and a nominal electron density of $10^{24} \text{ cm}^{-3}$. Under these conditions, the correction to the fluorescence efficiency is small. Should the shell reach significantly higher densities, fluorescence could actually be quenched, thus greatly simplifying the task of including it in a model of the absorption signal. These preliminary results show that careful modeling of all the processes that contribute to the fluorescence efficiency can be important to the modeling of the 1s–2p absorption signal.
Results and Discussions

The effect of interest is the filling of absorption lines by fluorescence emission. A measure of the importance of the photoelectric fluorescence effect, relative to photoexcitation, can be expressed in terms of the local rates of emission and absorption, which are functions of local plasma conditions. One such measure is the number of fluorescent photons emitted for each photon absorbed and destroyed within the 1s–2p transition band of a given ion species.

Table 46.1: Average parameters for the configurations of chlorine ions.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Weighted Oscillator Strength (gf)</th>
<th>Statistical Weight</th>
<th>2p Vacancy</th>
<th>Species Average 2p Vacancy</th>
<th>Average gf Per Unit Vacancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helium-like 1s²</td>
<td>0.882</td>
<td>1</td>
<td>6</td>
<td>6.00</td>
<td>0.822</td>
</tr>
<tr>
<td>Lithium-like 1s²2s</td>
<td>1.559</td>
<td>2</td>
<td>6</td>
<td>5.25</td>
<td>0.788</td>
</tr>
<tr>
<td></td>
<td>1s²2p</td>
<td>3.864</td>
<td>6</td>
<td>5</td>
<td>0.788</td>
</tr>
<tr>
<td>Beryllium-like 1s²2s²</td>
<td>0.745</td>
<td>1</td>
<td>6</td>
<td>4.50</td>
<td>0.780</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p</td>
<td>7.594</td>
<td>12</td>
<td>5</td>
<td>0.780</td>
</tr>
<tr>
<td></td>
<td>1s²2p²</td>
<td>7.484</td>
<td>15</td>
<td>4</td>
<td>0.780</td>
</tr>
<tr>
<td>Boron-like 1s²2s²2p</td>
<td>3.657</td>
<td>6</td>
<td>5</td>
<td>3.75</td>
<td>0.770</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p²</td>
<td>14.705</td>
<td>30</td>
<td>4</td>
<td>0.770</td>
</tr>
<tr>
<td></td>
<td>1s²2p³</td>
<td>7.262</td>
<td>20</td>
<td>3</td>
<td>0.770</td>
</tr>
<tr>
<td>Carbon-like 1s²2s²2p²</td>
<td>7.09</td>
<td>15</td>
<td>4</td>
<td>3.00</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p³</td>
<td>14.230</td>
<td>40</td>
<td>3</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>1s²2p⁴</td>
<td>3.500</td>
<td>15</td>
<td>2</td>
<td>0.759</td>
</tr>
<tr>
<td>Nitrogen-like 1s²2s²2p³</td>
<td>6.867</td>
<td>20</td>
<td>3</td>
<td>2.25</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p⁴</td>
<td>6.867</td>
<td>30</td>
<td>2</td>
<td>0.747</td>
</tr>
<tr>
<td></td>
<td>1s²2p⁵</td>
<td>0.676</td>
<td>6</td>
<td>1</td>
<td>0.747</td>
</tr>
<tr>
<td>Oxygen-like 1s²2s²2p⁴</td>
<td>3.288</td>
<td>15</td>
<td>2</td>
<td>1.50</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p⁵</td>
<td>1.317</td>
<td>12</td>
<td>1</td>
<td>0.723</td>
</tr>
<tr>
<td></td>
<td>1s²2p⁶</td>
<td>0.0</td>
<td>1</td>
<td>0</td>
<td>0.723</td>
</tr>
<tr>
<td>Fluorine-like 1s²2s²2p⁵</td>
<td>0.635</td>
<td>6</td>
<td>1</td>
<td>0.75</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>1s²2s2p⁶</td>
<td>0.0</td>
<td>2</td>
<td>0</td>
<td>0.707</td>
</tr>
</tbody>
</table>
The K-shell photoionization rate is determined by the cross section \( \sigma_{\text{K},Z-1} \) for the removal of a K-shell electron from the species of charge Z-1 due to photons above the ionization energy \( \chi_{Z-1} \). The form of the local radiation continuum \( I(\nu) \) and the relative populations of ions of the absorbing species \( N_Z \) and ions of the photoionization parent species \( N_{Z-1} \) must be specified. The species of charge Z-1 is photoionized into excited states of the absorbing species of charge \( Z \) that subsequently radiate into the absorption band, in direct competition with the formation of the absorption line. The \((1-\omega_K)\) factor multiplying the photoexcitation rate in the denominator represents a correction for re-emission.

The continuum is characterized by a temperature \( T \) and by an index \( q \) that spans spectra from a free-free continuum \((q = 0)\) to the high-energy Wien limit of a blackbody \((q = 3)\)  

\[
I(\nu) \sim \nu^q e^{-\tau_0(\nu/\nu_0)} e^{-h\nu/kT} .
\]

An attenuation factor is included that represents the modification of the continuum due to a bound-free absorbing layer. The optical depth of this absorber is \( \tau_0 \) at line center and extrapolates to lower opacity at higher energies where photoionization takes place, thus hardening the continuum and enhancing fluorescence relative to photoexcitation.

In Fig. 46.1, the ratio \( F(T, q, \tau_0) \) of the number of photoelectric fluorescence photons emitted to the number of photoexcitation photons absorbed within the total 1s-2p transition signal of the boron-like species of argon is plotted as a function of the continuum temperature for various continua, assuming equal numbers of boron-like and carbon-like ions. The fluorescence filling ratio scales to other ions as

\[
\left( \frac{\text{fluorescence}}{\text{absorption}} \right) = F(T, q, \tau_0) \cdot \frac{N_{Z-1}}{N_Z} \cdot \frac{\omega_K}{0.25} \cdot \frac{1 - \omega_K}{0.75} \cdot \frac{1 - P_{2p}/6}{0.5} .
\]

The nominal \( \omega_K = 0.25 \) value for boron-like argon is estimated based on the value \( \omega_K = 0.127 \) for neutral argon and the scaling suggested by Eq. (8). The set of solid curves is obtained from exponential continua typical of optically thin emission \( q = 0 \), and the dashed curves represent the high-energy Wien limit of the blackbody spectrum \( q = 3 \). Each curve within each set has been calculated for various values of the preabsorber optical depth \( (\tau_0 = 0, 1, 2, \text{and } 3) \) at the line center. Absorbing layers of any optical depth can be considered, but beyond some point, the attenuation will make the absorption signal too small to be useful.
Fig. 46.1
The ratio of the number of photoelectric fluorescence photons emitted to the number of photoexcitation photons absorbed within the total 1s–2p transition band of the boron-like species of argon is plotted as a function of the continuum temperature for various continuum spectra. It is assumed that equal numbers of boron-like and carbon-like ions are present. The set of solid curves is obtained from exponential continua typical of optically thin emission, and the set of dashed curves represents the high-energy Wien limit of the blackbody spectrum. Each curve within the two sets has been calculated assuming that the continuum is filtered by a bound-free or free-free absorbing of optical depth \( \tau_c \) (0, 1, 2, and 3) at the line center. The marks by the right-hand axis give the high-temperature limit of the optically thin results.

Figure 46.1 shows that fluorescence can have an effect of 10% or more on the net absorption signal over a broad range of parameters, so it should be included in calculations involving absorption-line formation. It is also seen that fluorescent emission can fill the absorption lines only for continuum species of argon plotted as a function of the continuum temperature for various continuum spectra. It is assumed that equal numbers of boron-like and carbon-like ions are present. The set of solid curves is obtained from exponential continua typical of optically thin emission, and the set of dashed curves represents the high-energy Wien limit of the blackbody spectrum. Each curve within the two sets has been calculated assuming that the continuum is filtered by a bound-free or free-free absorbing of optical depth \( \tau_c \) (0, 1, 2, and 3) at the line center. The marks by the right-hand axis give the high-temperature limit of the optically thin results.

A special case arises when a high-Z fill gas, such as argon, is compressed with a radial temperature gradient. The central core can give rise to a strong continuum that produces absorption lines in the cooler, peripheral layer of the fill gas. The jump in the emission spectrum above the K-edge of, say, the helium-like ions will be efficient in producing photoionization in the peripheral layer. However, the absorption lines are located below the K-edge, where the continuum intensity is lower, which results in enhanced photoionization, relative to photoexcitation, as compared with the case of a smoother continuum spectrum.

Caution should be exercised in applying these results in the following instances: (a) The observation of K-alpha lines in emission need not be
interpreted as evidence of overwhelming fluorescence. This is because the continuum emitted by the outer, laser-heated target layer (especially if it is a high-Z layer) can excite K-alpha lines while propagating inwards. This could result in observable K-alpha emission lines without contributing to observable absorption lines. Figure 46.1 shows that local fluorescence-absorption ratios near and above unity are unlikely. For thin ($q = 0$) continua, this requires high temperatures ($kT > \chi_0$) and enough opacity hardening to obscure the signal substantially ($\tau_0 > 3$). (b) The comparison of local emission and absorption rates as an indication of the relative importance of fluorescence and absorption, i.e., the ratio given by Eq. (17), applies only to a representative sample of all the radiation escaping the plasma and may not conform to the measurements when, for example, the recorded spectrum is spatially resolved, especially if the continuum is emitted by a small, compressed core. The emission along the line of sight that traverses the center of the target under-represents the fluorescence. On the other hand, a line of sight that does not traverse the center may partly miss the absorption lines, but not the fluorescence emission. (c) The previously calculated ratio of fluorescence and absorption is valid when the absorption is weak enough not to reach saturation (i.e., depletion of the incident continuum photons). Since photoexcitation is a resonance effect, it will reach saturation before photoionization does. However, by the time saturation is reached, the absorption lines start to lose their diagnostic value and can at best be used to obtain a lower bound on the shell $p\Delta\nu$.

In deriving Eq. (17), it is assumed that the fluorescence spectrum is determined by the population distribution of L-shell ion species, the rate at which K-shell ionization and excitation produces K-shell vacancies in these ions, and the rate at which these vacancies decay. This requires the assumption that the K-shell fluorescence processes occur rapidly, before the ionization state of the newly formed [1s] ions, those with K-shell vacancies (e.g., $1s^22s^m2p^m$), can redistribute. Such changes would alter the fluorescence spectrum. The distribution of L-shell configurations of the [1s] ions will evolve at a rate corresponding to the net difference in L-shell ionization and recombination rates. This net rate is proportional to the degree to which the [1s] ions are out of ionization equilibrium and is likely to be much less than the individual rates. In particular, the initial distribution of [1s] ions formed by ionization will be close to equilibrium because the parent $1s^2$ ions (e.g., $1s^22s^m2p^m$) would most likely be close to equilibrium and because the K-shell ionization rates change relatively little from species to species. The distribution of [1s] species formed by photoexcitation, on the other hand, could be skewed because the relevant cross sections are proportional to the L-shell vacancy fractions of the parent ions. What is likely to cause the distribution of [1s] species to relax before fluorescence could occur is, for example, L-shell radiative recombination, which determines the plasma ionization state over a wide range of conditions. At the same time, however, K-shell radiative recombination would quench the fluorescence at a comparable rate. A preliminary assessment, then, is that the fluorescence spectrum should not be altered by L-shell effects, except under circumstances that would quench the fluorescence altogether.
Conclusions and Summary

It is difficult to accurately predict the importance of an effect such as photoelectric fluorescence in a given experiment without full simulations. Nevertheless, the parameter dependences and scaling behaviors revealed in the simple calculation in this article should serve as a useful guide to anyone asking whether or not this effect is relevant to a particular experiment or simulation.

Even though other effects, such as inhomogeneities in temperature and density and the nonuniform sampling of the shell by a compact continuum source, can introduce comparable uncertainties and ambiguities into estimates of areal densities, the effect of the photoelectric fluorescence is systematic and should not be neglected.
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1.B Transverse Instabilities of Counterpropagating Light Waves

Instabilities of Counterpropagating Waves in ICF
Direct-drive laser fusion requires high-gain fusion pellets to overcome the inherent losses associated with initiating the inertial fusion process. Conversion of laser light into energy used to drive the compression of the fuel pellet begins in the corona where the intense laser field must penetrate a plasma and deposit its energy into the pellet material. Two critical aspects of this deposition process are (1) the laser absorption efficiency and (2) the implosion symmetry.\(^1\),\(^2\)

In the direct-drive fusion process both absorption efficiency and implosion symmetry can be adversely affected by parametric and focusing instabilities that occur during the interaction of the laser light with the coronal plasma. Focusing instabilities can degrade the uniformity of the laser light as it passes through the corona by enhancing modulations of the laser profile and distributing the incident laser light into filaments. This nonuniform deposition of laser energy can seed hydrodynamic instabilities that further degrade the laser-to-fuel coupling efficiency and inhibit the fusion gain.
Parametric instabilities can degrade the absorption of laser light by scattering it away from the pellet. More importantly, they are one source of hot electrons that can divert energy from the ablation process and preheat the fuel.

In this article, we discuss parametric and focusing instabilities arising because of the coupling of laser light to ion modes. Though recent studies have shown that shorter-wavelength lasers significantly reduce the effect of these instabilities, there is still much to be learned about their role in reactor-size plasmas. In addition to being important in ICF, these instabilities play a fundamental role in the interaction of laser light with other nonlinear optical materials and are of general interest.

Parametric and focusing instabilities need not occur in isolation. In fact, Brillouin scattering and filamentation are known to be closely related, and recent studies have shown a correlation between the generation of Brillouin-scattered light and Raman-scattered light. This article contains a description of a preliminary study of the transverse modulational instability in a plasma with adiabatic ion response when feedback from a counterpropagating wave is present. Several researchers have studied the effects of back-scattered or back-reflected light on parametric instabilities in laser-produced plasmas. The backward propagating light may arise because of reflection of the incident laser from the critical surface, parametric back-scattering, or shinethrough, as shown in Fig. 46.2. In related applications, such as optical phase conjugation and x-ray lasers, the counterpropagating laser field is externally applied.

![Graph](image)

Fig. 46.2 Feedback from light propagating back towards the incident laser can arise from several sources.
Studies on the effect of counterpropagating laser fields in plasmas are closely related to basic nonlinear optics research in which the effect of a counterpropagating laser beam on parametric scattering and four-wave mixing has been investigated.\textsuperscript{12,13} In addition, researchers in nonlinear optics have investigated the effect of a counterpropagating laser beam on transverse modulational instabilities in nonresonant media.\textsuperscript{14–20} This work on nonresonant transverse modulational instabilities has been extended to include the resonant effects of the ion-acoustic response of a plasma. Though the model discussed here is simplified with respect to laser-plasma interactions, it is expected to be of direct relevance to the study of basic physics in, and applications of, nonlinear optical systems. In addition, this work provides a solid starting point for further laser-plasma interaction research.

**Four-Sideband Instabilities**

In this section the dominant interactions in the counterpropagating-wave system are introduced. A pair of intense, counterpropagating light waves, of frequency $\omega_0$ and wave vector $\pm k_0$, irradiate opposite ends of a homogeneous plasma of length $L$. Let $F_0$ be the amplitude of the intense pump wave injected at the left end of the plasma, while $B_0$ is the amplitude injected from the right end of the plasma. At high intensity, the ions respond to the presence of the light fields. Thus, since the index of refraction of the plasma is a function of the plasma density, it responds to the intensity of the fields on the ion-acoustic time scale.

Small-amplitude sidebands of the intense counterpropagating light waves can arise in the system as a result of noise within the plasma or by injection from an external source. Consider a single, small-amplitude, anti-Stokes sideband $F_\pm$, which has frequency $\omega_0 + \omega$ and wave vector $k_0 + k$ as shown in Fig. 46.3. This sideband can interfere with the pump fields, creating periodic variations in the intensity that drive a grating in the index of refraction. In a plasma, these gratings can be driven at the frequency and wave number of the ion-acoustic wave. Since the ion-acoustic wave is a natural mode of the plasma, the gratings can be driven resonantly. Once a grating is formed, the pump fields can scatter from it to augment the sidebands.

![Fig. 46.3](image_url)

The wave-vector matching diagram for the four-sideband interaction.

---

\textsuperscript{P921}
One distinct set of sidebands grows more strongly than the others. The phases of these modes are tuned in such a way that their linear and nonlinear phase shifts are optimally matched inside the medium. As a result, these optimally phase-matched modes exchange energy with the pump fields more efficiently than the unmatched modes can. In many instances these phase-matched sidebands are unstable. The counterpropagating-wave interaction can support two types of instabilities. At moderate intensity sidebands can grow as they propagate and are said to be convectively unstable. At higher intensity unstable sidebands can grow exponentially in time at each point in the plasma. This latter form of instability is called an absolute instability and grows in the frame of the medium without convecting away.

In the counterpropagating-wave system the two pump waves interact most strongly with a set of four sidebands that lie in a plane that includes the pump axis. Thus, the \( F_+ \) sideband couples most strongly to the three other sidebands shown in Fig. 46.3. It couples with the Stokes-shifted sideband \( F_- \) as a result of a forward four-wave mixing process. It couples with the anti-Stokes sideband \( B_- \) as a result of Bragg reflection, and it couples with the Stokes-shifted sideband \( B_+ \) as a result of a backward four-wave mixing process. In this article the linear stability of the four-sideband interaction is of primary interest, so let \( IF,!, IB,I_D IF?I, IB,I \). This system is expected to be coupled most strongly when the sidebands are polarized parallel to one another and to the pump waves, so let each wave be linearly polarized parallel to each of the other waves.

Growth of the four sidebands can occur as a result of several different fundamental interactions. The pure four-sideband interaction results from the concurrent interaction of all four sidebands with the pumps and occurs when the two oppositely propagating pump fields and the four sidebands are all simultaneously phase matched. This interaction is a true four-sideband resonance. As this four-sideband resonance is detuned, four two-sideband interactions are recovered.

The two-sideband forward four-wave mixing process occurs when a single pump field couples to a Stokes and an anti-Stokes sideband. Both sidebands propagate in the same direction as the pump field, but each sideband has a small perpendicular wave-number component. Thus, the \( F_+ \) sideband couples with the pump \( F_0 \) to drive a grating at \( (\omega,k_L) \). The \( F_0 \) pump then scatters off of this grating to create the \( F_- \) sideband as shown in Fig. 46.4(a). Note that in general the wave-vector shift of the sideband need not be small and perpendicular with respect to the pump wave vectors. However, since the most important near-axis scattering processes obey this restriction, the more general cases are neglected for the purposes of this article.

Taken together, this pair of sidebands is equivalent to a transverse spatial modulation of the light-wave intensity profile. Since the index of refraction increases with increased intensity, a positive feedback loop is created between the field intensity and the medium. As a result, these transverse modulations grow as the interaction proceeds. This near-forward scattering
Fig. 46.4
Each two-sideband interaction is shown. (a) Forward four-wave mixing from the short wave-number grating, (b) backward four-wave mixing, (c) backward four-wave mixing from the static $2k_0$ grating, (d) backward phase conjugation from the short-wavelength grating, (e) backward phase conjugation from the long-wavelength grating, and (f) forward four-wave mixing from the large wave-number grating.

instability is the transverse modulational instability, and is associated with filamentation and self-focusing in its fully nonlinear manifestation. The transverse modulational instability has a dominant band of unstable transverse perturbation wave numbers. As a result, the transverse spatial Fourier spectrum of the scattered light will contain sidebands centered on the optimal transverse perturbation wave number or equivalently at the optimal cone angle. These sidebands are a signature of the instability. Thus, the transverse modulational instability can be thought of as self-induced diffraction. Since this interaction is invariant to rotations about the collinear pump axis, a probe sideband injected at any point on the circle determined by the cone angle will result in the appearance of a signal sideband located exactly opposite the probe on the same circle. When this convective instability is seeded by noise, all orientations of the sidebands are seeded equally and conical emission occurs.

Two different two-sideband backward four-wave mixing processes can also occur. Phase conjugate backward four-wave mixing occurs when a pair of oppositely propagating pump fields couple to a Stokes and anti-Stokes sideband that propagate exactly opposite to each other as shown in Figs. 46.4(b) and 46.4(c). This phase-conjugate coupling has been studied extensively in the past. Recall that as the intensity of the pump fields is increased, the phase-conjugate interaction becomes absolutely unstable. A less important backward four-wave mixing process occurs when a pair of oppositely propagating pump fields couple to a pair of oppositely propagating Stokes or anti-Stokes sidebands as shown in Figs. 46.4(d) and 46.4(e). This process corresponds to Bragg reflection.
Finally, a Stokes or anti-Stokes sideband can couple to the oppositely propagating pump to drive a short-wavelength grating as shown in Fig. 46.4(f). The same pump that drives the grating can scatter from the grating to enhance the sideband with which it is coupled. Note that either the Stokes or anti-Stokes sideband can couple with the oppositely propagating pump field. This interaction is stimulated Brillouin scattering and requires the ion-acoustic grating to be driven resonantly. In a plasma each of the two sideband interactions is enhanced near the ion-acoustic resonance. Resonantly enhanced four-wave mixing and phase conjugation in plasmas is of great current interest. In addition, some researchers have begun to investigate resonant self-focusing in plasmas.

Origin of the Four-Sideband Equations

In this section the origin of the governing equations for the four-sideband interaction is discussed. A model describing the coupling of the transverse electromagnetic fields of two light waves propagating in a quasi-neutral plasma can be developed with Maxwell’s equations when they are coupled to the two-fluid equations of motion for the plasma. The fluid equations take the form

$$\partial_t n_s + \nabla \cdot (n_s V_s) = 0,$$

$$\partial_t V_s + (V_s \cdot \nabla)V_s = -\nabla P_s / n_s m_s + q_s (E + V_s \times B / c) / m_s,$$

where the subscript $s$ denotes the particle species (electron or ion), $V_s$ is the velocity field of one plasma species, $P_s$ is the pressure, and $q_s$ is the particle charge. The charge and current densities that drive Maxwell’s equations are

$$\rho = \sum_s n_s q_s, \quad J = \sum_s n_s q_s V_s,$$

respectively. In equilibrium, $n_e(0) = Z n_i(0) = n_{eq}$, where $Z$ is the ionization number and $V_e(0) = V_i(0) = 0$. It can be seen from the momentum equation that the first-order electron motion is in the direction of the applied electric field. Thus

$$V_{\perp} = e A_{\perp} / m_e c,$$

where $A_{\perp}$ is the transverse component of the vector potential. Assuming that the low-frequency plasma evolution is quasi-neutral, then $n_s^{(1)} = Z n_i^{(1)}$, and the following set of equations governing the evolution of $V_{\perp}$ and $n = n_e^{(1)} / n_i$ arises from the root equations

$$\left[ \partial_t + \omega_e^2 - e^2 V_{\perp}^2 \right] V_{\perp} = -\omega_e^2 \langle n \rangle V_{\perp},$$

$$\left[ \partial_t - 2 i \gamma \partial_t - e^2 V_{\perp}^2 \right] \langle n \rangle = Z e^2 V_{\perp} \lambda_{\perp} / Z e^2 m_e m_i,$$

where $\langle \rangle$ denotes an average over the high-frequency components, $c_s^2 = Z T_e^{(0)} / m_i$ is the ion-sound speed, and $T_e^{(0)}$ is the equilibrium electron
The dependent variable $V_{\perp}$ varies on the fast time scale of the electromagnetic fields and on the slow time scale of the ions. This variable represents the total field and can be written

$$V_{\perp} = \frac{1}{2}(F_0 + F_+ + F_-)e^{i(k_0 \cdot x - \omega_0 t)} + c.c.,$$

where the wave amplitudes vary slowly in space and time with respect to the scales $k_0$ and $\omega_0$. Recall that for the linear stability analysis $|F_0|, |B_0^{\perp}| = |F_\parallel, |B_\parallel|$, and the intensities of the pump waves are constant. The linearized equations can then be Fourier transformed in the transverse direction and Laplace transformed over time. When the light-wave amplitudes vary slower than $\langle n \rangle$, the plasma reacts to variations in the fields almost instantaneously. The sound-wave equation becomes

$$\langle n \rangle(\omega, k) = \Gamma(\omega, k) \langle \sqrt{V_{\perp}^2} \rangle_L,$$

where

$$\Gamma(\omega, k) = \left(\frac{n^2}{8m_0} \right) \left[ \frac{c_s^2 k^2}{(c_s^2 k^2 - 2i\gamma w - \omega^2)} \right],$$

and $\langle V_{\perp}^2 \rangle_L$ contains only linear terms. The line function $\Gamma(\omega, k)$ characterizes the ion-acoustic response of the plasma to the ponderomotive force of the fields. The Fourier transform over the transverse coordinates is equivalent to letting the sidebands $F_\parallel$ and $B_\parallel$ vary such that

$$|F_\perp| = \exp \left[ \pm i k_{\perp} \cdot r \right]$$

$$|B_\perp| = \exp \left[ \pm i k_{\perp} \cdot r \right].$$

In the limit $|k_{\perp}|/k_0 \ll 1$, $\theta = |k_{\perp}|/k_0$ constitutes the small angle or paraxial approximation and restricts this analysis to near-forward and near-backward scattering.

Finally, by keeping only the electromagnetic modes driven resonantly, the linearized equations governing the interaction of the four sidebands are obtained. They take the form

$$LA = MA$$

where $A = (F_{\perp}, F_{\parallel}, B_{\perp}, B_{\parallel})^T$ and $L_{ij} = (-\omega \pm i\nu d_z - ck_{\perp}^2/2k_0) \delta_{ij}$. The coupling terms $M_{ij}$ are proportional to $\Gamma(\omega, k)$ and the pump intensities. Each coupling term corresponds to one of the refractive-index gratings that mediate the
interaction of the sidebands. These gratings have components \( \langle n | (\omega, 2k_0) \rangle \), \( \langle n | (\omega, \pm k_1) \rangle \) and \( \langle n | (0, 2k_0) \rangle \) along with their complex conjugates. Some of these gratings are shown in Fig. 46.4. Note that the terms \( \omega \) and \( k_1^2/2k_0 \) act as the linear phase shifts while the \( M_{ij} \) correspond to the nonlinear phase shifts.

**Convective Gain Spectrum**

The four-sideband equations are a system of four coupled complex linear equations. From these equations information about the stability of the four-sideband interaction can be obtained. The convective gain spectrum is obtained by solving these equations as a two point boundary value problem with \( B_+(L) \) and \( F_-(0) \) equal to zero and \( F_+(0) \) set at a finite constant value \( \delta \). As shown in Fig. 46.5, this process is equivalent to scattering the probe sideband \( F_+(0) \) from the system into the four sidebands. In Figs. 46.6(a)–46.6(d) the convective gain of these four sidebands is plotted as a function of \( k_1^2 L/2k_0 \) and \( \omega L/v \), where \( v \) is the group velocity of the light waves in the plasma. In these plots the gain is scaled to the size of the input probe \( \delta \) and the pump intensity is 0.92 of the minimal absolute threshold intensity where \( |B_0| = |F_0| \).

In Fig. 46.6(a), the \( F_+(L) \) sideband is shown. The surface plot illustrates the gain of the \( F_+ \) sideband after one pass through the plasma for a range of input angles and frequencies. Note that gain occurs for this anti-Stokes sideband at two negative values of the frequency shift. These frequencies correspond to ion-sound-wave frequencies of the gratings. The small frequency shift corresponds to scattering from the small-\( k \) grating and the larger frequency shift corresponds to scattering from the large-\( k \) grating. Their frequency shifts are given by the linear dispersion relation \( \omega^2 = c^2 k^2 \), of the ion-acoustic waves that form the gratings. At the large upshifted frequency, energy is extracted from the \( F_+ \) sideband. This is due to the resonantly enhanced interaction of the \( F_+ \) sideband with the \( B_+ \) sideband through Bragg reflection.

In Fig. 46.6(b) the spectral gain of the \( B_+ \) sideband is shown. The shallow periodic structure is due to nonresonant Bragg reflection. Again, the splitting in frequency that occurs for small frequency-shifted gain is due to the
resonant grating at \((\omega, \pm k_z)\). The other two structures are present because of the grating at \((\omega, 2k_z \pm k_z)\). The frequency-upshifted gain is caused by resonantly enhanced Bragg reflection. The large frequency-downshifted gain is due to Brillouin-like backward four-wave mixing.

The spectral gain of the Stokes-shifted \(F_-\) sideband is shown in Fig. 46.6(c). The gain in this figure represents resonantly enhanced forward four-wave mixing. The small periodic ripples, independent of \(\omega\), correspond to the nonresonant forward four-wave-mixing interaction.

Finally, the gain of the \(B_-\) sideband forming the phase-conjugate interaction with the \(F_+\) probe is shown in Fig. 46.6(d). It is important to note that the major contribution of the back-scattered light for these parameters comes from this backward four-wave-mixing interaction. This sideband is dominated by light that scatters off-axis and is shifted by the larger ion-acoustic frequency.

This convective gain analysis reveals the complexity of the four-sideband interaction. Only in certain special limits can the four-sideband interaction be simplified to a two-sideband interaction. These limits make sense only in experiments, such as those dealing with phase conjugation, where there is some external control over which modes are seeded and which gratings are driven. In most laser-plasma interaction experiments no such control is possible.

**Absolute-Instability Thresholds**

As the intensities of the counterpropagating pump waves are increased, the four-sideband interaction becomes absolutely unstable. Absolute instabilities arise when nontrivial solutions of the linear four-sideband equations occur even in the absence of the seed sideband \(F_+(0)\). On the top graph of Figs. 46.7(a) and 46.7(b), the thresholds for the absolute instabilities measured in units of convective gain lengths and plotted as a function of the transverse perturbation wave number are shown. For a plasma typical of that produced in the experiments by Young et al., a convective gain length \(\gamma_o L/v = 1\) corresponds to a pump intensity \(I_0 = 10^{14} \text{ W/cm}^2\). The four-sideband system is unstable in the shaded areas.

On the lower graph of Figs. 46.7(a) and 46.7(b), the real part of the perturbation frequency at threshold is plotted. Both figures are calculated for the case of symmetric pumps and show the data for the nonresonant threshold as a solid black line. In a nonresonant medium, a band of wave numbers centered about \(k_z^2 L/2k_0 = 3.1\) has the lowest absolute-instability threshold. At threshold these modes are not frequency shifted with respect to the pumps. The peak of this band of wave numbers varies with the wavelength of the pump and the scale length of the medium and results from the synchronous coupling of all four sidebands. This is the four-sideband transverse modulational instability. It can be viewed as self-induced diffraction and can lead to filamentation. At large \(k\) this threshold scales as \(\pi F_0/4B_0\), the absolute-instability threshold for phase conjugation. In this large-\(k\) region
Fig. 46.6
The gain spectrum for the four sideband interaction at \( \gamma_{ij}v = w = 2(wF)^2/L(\delta w)v = 0.22 \) is seeded by \( F^+ (0) = 0.001 \), \( |F^+| = 1B \), and \( \gamma = 0.05 \); (a) \( F^+ \), (b) \( B^+ \), (c) \( F^- \), (d) \( B^- \).

The oscillation frequency of the instability at the threshold for absolute instability is proportional to the difference between the pump intensities.

The dashed lines in Figs. 46.7(a) and 46.7(b) are the thresholds for the resonant absolute instabilities. In Fig. 46.7(a) the damping of the ion waves is large enough so that the nonresonant modes still dominate. In Fig. 46.7(b) the ion-acoustic wave damping has been decreased. As a result, the resonant absolute-instability branch has the lowest threshold. In both cases, the resonantly unstable modes have finite frequency shifts at threshold. In Fig. 46.7(a) this frequency shift is precisely the shift associated with the acoustic-wave frequency of the \((\omega, 2k, 1k)\) grating. In Fig. 46.7(b) a splitting about
the acoustic-wave frequency can be resolved. Each value of the frequency corresponds to one of the two resonant-threshold curves. Note that neither sign of the acoustic frequency shift is favored in either figure. This occurs because the system is invariant to rotations about the pump axis and both Stokes and anti-Stokes sidebands are retained in the analysis. This symmetry is a fundamental property of the system allowing the sidebands to couple simultaneously through a shared set of gratings. The resonant absolute-instability thresholds approach the phase-conjugate threshold at large $k_L$. Goldman and Williams have studied the resonant absolute instability for phase conjugation in inhomogeneous plasmas with asymmetric pumping. Near $k_L = 0$, the resonant threshold takes on a hybrid character; a result of a
Fig. 46.7
The four-sideband interaction is absolutely unstable in the shaded regions in the top graph, and the frequency of the absolutely unstable sidebands at threshold is shown in the lower graph for each figure. In (a) $\gamma/\omega_{ia} = 0.20$, and in (b) $\gamma/\omega_{ia} = 0.05$. The dashed lines correspond to resonant absolute-instability modes at threshold and the solid lines correspond to nonresonant absolutely unstable modes at threshold.
PROGRESS IN LASER FUSION

combination of two-sideband interactions. In fact it is this on-axis resonance at which Fig. 46.7(b) shows the lowest absolute instability threshold.

Since the counterpropagating pump field is only a fraction of the incident pump field in inertial confinement applications, it is of particular interest to know what effect the imbalance of the pump-wave intensities has on these absolute thresholds. In Fig. 46.8 the minimal value of the absolute-instability threshold is plotted as a function of $|B_o/F_o|^2$ for two values of the ion-acoustic wave damping. For the nonresonant threshold, the small-$k_L$ threshold is the global minimum until very small values of $|B_o/F_o|^2$ are reached. At these values the large-$k_L$ phase-conjugate threshold is the minimum absolute-instability threshold. For $\gamma = 0.2$ the minimal threshold corresponds to the nonresonant curve except at very small values of $|B_o/F_o|^2$. This $\gamma = 0.2$ curve corresponds to $k_L = 0$. When $\gamma = 0.05$, the minimal threshold is a result of the resonant threshold and takes on a global minimum at $k_L = 0$. The second curve for this value of the ion-acoustic wave damping corresponds to the second threshold at $k_L = 0$. In general, the absolute-instability threshold is relatively insensitive to $|B_o/F_o|^2$ until it approaches zero. At $|B_o/F_o|^2 = 0$ the two pumps de-couple and no absolute instabilities can arise. From this figure it is clear that only a fraction of the incident light needs to be back-scattered before the four-sideband instabilities become important.

![Fig. 46.8](image)

The variation of the minimum absolute-instability threshold with the ratio of backward to forward pump intensity $|B_o/F_o|^2$ is shown. The dashed curves correspond to nonresonant absolute-instability thresholds. The lower dashed curve corresponds to the minimal threshold near $k_L^2/2k_0 = 3.1$, while the higher dashed curve corresponds to $k_L^2/2k_0 = 60.0$. The dotted curves correspond to resonant absolute-instability thresholds at $\gamma = 0.05$ and $k_L^2/2k_0 = 0$. The solid curve corresponds to the resonant absolute-instability threshold at $\gamma = 0.20$ and $k_L^2/2k_0 = 0$. 
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Discussion

Above the absolute threshold, when the gratings are heavily damped, the four-sideband transverse modulational instability results in conical emission since the instability grows from noise-level seed sidebands that have no preferred orientation. Several recent experiments have been done using nonresonant media exhibiting the characteristics of the four-sideband instability. It is likely that the resonant instabilities will also be identified since they are so closely related to well-known instabilities. For plasma conditions typical of laser-plasma interaction experiments, this simple model predicts threshold intensities of the same magnitude as the intensities typically realized. In fact, these thresholds are much lower than those estimated for the convective-filamentation instability.

The primary near-forward and near-backward scattering instabilities that occur during the interaction of two intense counterpropagating light waves result from the planar four-sideband interactions composed of several distinct one- and two-sideband interactions. A true four-sideband instability occurs when the four sidebands and two pumps are simultaneously phase matched. The four-sideband transverse modulational instability dominates the interaction in nonresonant media. In a plasma the four-sideband resonance is still present, but both the resonantly enhanced phase-conjugate interaction and an on-axis hybrid instability resulting from the simultaneous resonantly enhanced interaction of the two types of forward four-wave mixing are also important. This latter hybrid instability has the lowest absolute-instability threshold for small values of the ion-acoustic wave damping. The instabilities arising as a result of the coupling between counterpropagating waves dominate the single-wave instabilities and require only a fraction of the incident laser to be back-scattered. Thus, the second pump wave increases the number of channels by which the laser energy is converted into unstable modes, increasing the gain of unstable sideband modes.

In laser-produced plasmas of interest for inertial confinement fusion, inhomogeneity, ion inertia, thermal effects, the time dependance of the laser pulse, and velocity gradients of the plasma will all have fundamentally important effects on the four-sideband interaction. As a result, more detailed studies must be carried out before a clear understanding of the role of four-sideband instabilities in ICF emerges.
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24. A bibliography of related experimental papers is given in Ref. 20.
Section 2
ADVANCED TECHNOLOGY DEVELOPMENTS

2.A Experimental Investigation of Bessel-Beam Characteristics

Previous work by Durnin\(^1\) has shown that the \(J_0\) Bessel function, as an exact solution to the free-space Helmholtz equation, may be of interest in optics. The particular interest in this solution lies in its “diffraction-free” propagation characteristics. That is, the \(J_0\) solution corresponds to the propagation of a very narrow beam (the central portion of the \(J_0^2\) transverse intensity distribution) without transverse spreading over distances exceeding by orders of magnitude the Rayleigh range of Gaussian beams of the same initial FWHM. In the ideal case the electric field of the (zero-order) Bessel beam is given by

\[
E(r, \phi, z, t) = a \ e^{i(-ar^2/2)} J_0(k r),
\]

where the propagation direction is along \(z\), \(k_\parallel = (2\pi/\lambda)\cos\theta\), \(k_\perp = (2\pi/\lambda)\sin\theta\), and \(\theta\) is a fixed angle to be specified later. However, one should not expect efficient power transport via Bessel beams because of the many side lobes accompanying the central spot.\(^2-4\)

Durnin et al.\(^2,4,5\) have also reported some experimental verifications of these predictions. They used a thin metal ring mask illuminated by a HeNe laser placed in the focal plane of a lens, as shown in Fig. 46.9, to generate a near-ideal Bessel beam. In particular, they showed good agreement between the predicted and the experimentally measured transverse and longitudinal-intensity distributions.
An alternative experimental setup was reported by Turunen et al.,\textsuperscript{5} who used a holographic optical element to generate the Bessel beam. These authors reported 10% power conversion between the input power and the power contained in the Bessel beam. While the cross-sectional intensity distribution closely resembles a $J_0$ beam, the central peak intensity varied rapidly with distance, with a maximum toward the end of the useful focal range.

Two alternate schemes for generating long-focal-length beams have been suggested by Indebetouw.\textsuperscript{7} One scheme uses a Fabry-Perot interferometer to generate a high-quality ring instead of Durmin's metallic ring mask, and the other scheme uses an axicon (a cone-shaped optical element) illuminated with a collimated beam. While the former leads to basically the same results as Durmin's Bessel-beam generator, the latter leads to increasing on-axis intensity with distance from the axicon because of the increase in geometrical annular area contributing to the intensity on axis. This behavior is completely analogous to that in Turunen's setup.\textsuperscript{6}

Several authors\textsuperscript{8} have attempted to implement various compromises between the features of Gaussian and Bessel beams. In one recent publication Thewes et al. attempted to optimize the central spot intensity at the expense of the outer ring intensities.\textsuperscript{9} However, any such scheme necessarily limits the distance over which the central beam maintains its nondiffractive properties.
In this article we present experimental data at various laser wavelengths and pulse durations to point out some additional characteristics of Bessel beams beyond those reported so far. In particular, we will show interferometric measurements of the phase front of Bessel beams, typical transverse and longitudinal Bessel-beam profiles, and the extent to which they agree or disagree with predictions. We will also present detailed data on energy content in the Bessel rings. Finally, we will demonstrate that unstable resonators are potential Bessel-beam sources under certain conditions. The experimental results will be compared with both the theoretical (ideal) Bessel-beam predictions as well as with computer simulations using the actual experimental parameters.

Experimental Setup and Results

The Bessel-beam generator setup shown in Fig. 46.9 was used for a number of experiments. In Fig. 46.10 we show a typical transverse Bessel-beam profile using a 1.054-μm, Nd:YLF laser source of ~1-ns pulse duration. The annular ring mask was made from a metal-coated glass substrate into which a ring was etched with a 12.5-mm inner diameter and a 0.1-mm ring width. The lens used to generate the Bessel beam was a 1-m focal-length lens.

---

Fig. 46.10
Typical Bessel-beam photograph obtained with a ring aperture of 12.5-mm diameter and 0.1-mm ring width, illuminated by a 1-ns, 1.054-μm, collimated laser pulse from a mode-locked Nd:YLF laser. The photograph is taken at 1 m from the 1-m focal length lens (see Fig. 46.9).
Bessel-beam photographs were taken at several distances from the lens out to 3.75 m from the lens, well beyond the expected geometrical focal range \(Z_{\text{max}} = \frac{R}{\tan(d/2f)} = 2.8 \text{ m}\). Here, \(R\) is the smaller of either the radius of the lens or the “effective” radius of the diffraction pattern cast onto the lens. The effective radius is defined as \(R_{\text{eff}} = \frac{d}{2} + \frac{f \lambda}{\Delta d}\), where \(d\) and \(\Delta d\) are the diameter and width of the ring aperture, and \(f\) is the focal length of the lens. In the above case the focal range of our Bessel beam was limited by the size of the diffraction pattern on the lens \((R_{\text{eff}} = 17 \text{ mm})\), whereas the lens radius was 4 cm.

An azimuthal average about the center of symmetry of the Bessel beam in Fig. 46.10 is shown in Fig. 46.11. Also shown in Fig. 46.11 is a \(J_0^2\) curve normalized to an average of the first six side lobes of the transverse intensity distribution. This normalization was found to be the best one based on arguments presented later in this article. We note the general agreement between the experimental data and the ideal \(J_0^2\) intensity distribution. However, we also note that the central maximum is well below the expected value and that the minima in the distribution are not true zeros.

The data was corrected for film response as determined from separate calibration experiments using the same laser pulses and standard procedures. Thus, film response cannot account for the non-zero minima, nor can film halo effects. We also estimate that the errors inherent in azimuthal averaging (mostly the determination of the exact center of symmetry) cannot account for this discrepancy. However, we note that the image in Fig. 46.10
shows considerable speckle that we attribute primarily to light scattered by the etched ring mask. This scattering is most likely the primary cause for the non-zero minima of the observed Bessel beams as well as the reduced center-peak intensity.

The size of the central lobe, i.e., the diameter of the first zero ring (125±5µm), agrees very well with the predictions \( d_1 = 4.81/k_1 = 122 \mu\text{m} \). In fact, this good agreement between \( J_0^2 \) and experimental transverse intensity distributions holds even well beyond the geometrical focal range \( Z_{\text{max}} \), although the overall intensity drops rapidly for \( z > Z_{\text{max}} \).

From a series of images taken at different distances we have obtained the longitudinal intensity distribution (Fig. 46.12) for the center lobe of the Bessel beam. Figure 46.12 also contains the simulated longitudinal intensity distribution on the basis of numerical Fresnel diffraction simulations. The agreement between experiment and theory is again reasonable. We note that the monotonically decreasing intensity distribution in Fig. 46.12 differs markedly from that shown in Ref. 5 and reproduced in modified form in Fig. 46.13. The difference lies in whether the Bessel-beam propagation at long distances is primarily limited by diffraction from the lens aperture (lens-limited case, Fig. 46.13) or whether it is dominated by the lateral extent of the diffraction pattern from the mask (diffraction-limited case, Fig. 46.12). In the latter case one can think of the lens as being of nearly infinite extent compared to the diffraction pattern cast by the ring aperture.

Figure 46.13 shows the on-axis Bessel-beam intensities for the case where the lens diameter equals the diameter of the ring mask \( R_{\text{lens}} = d_{\text{ring}} = 12.5 \text{ mm} \). The three distributions are for different ring widths. Figure 46.13(a) is typical for a lens-limited Bessel beam generated by a narrow ring width (25-µm) casting a diffraction pattern onto the lens that far exceeds the lens dimensions. As the ring width is increased, the on-axis intensity distribution deviates more and more for ideal Bessel-beam propagation [see Figs. 46.13(b) and 46.13(c)]. Also shown in Fig. 46.13 is the on-axis intensity distribution for a Gaussian beam whose initial FWHM at \( z = 0 \) equals that of the Bessel beam.

When comparing Figs. 46.12 and 46.13 we note that for a lens of given focal length the focal range of Bessel beams is always larger for the diffraction-limited case (Fig. 46.12) than for the lens-limited case (Fig. 46.13). However, in all cases the focal range of the Bessel beams significantly exceeds that of the Gaussian beams of initially equal FWHM.

A characteristic of Bessel beams is that each ring in the pattern carries approximately the same energy (or power). We have verified this prediction in Fig. 46.14 for the Bessel beam shown in Fig. 46.11. The numerical predictions for the ring energies for this particular experimental setup are practically identical to those made on the basis of \( J_0^2 \) and basically agree with the experimental data except for a systematic trend in the center-lobe intensity.
Fig. 46.12
Intensity distribution of the central Bessel lobe along the direction of propagation for the Bessel beam shown in Fig. 46.11. The intensity at long distances is primarily determined by the limited extent of the diffraction pattern of the ring mask rather than the dimension of the lens. Also shown are the predicted intensity distributions on the basis of Fresnel diffraction calculations and the longitudinal-intensity distribution for a Gaussian beam of equal FWHM at the lens.

Fig. 46.13
Longitudinal intensity distribution of the central Bessel lobe for lens-limited Bessel beams where the lens diameter equals the ring radius and a ring width of (a) 25 μm, (b) 50 μm, and (c) 100 μm. The ring diameter is 12.5 mm and focal length of the lens is 1 m.
There are several potential sources for the low center-lobe intensity. Among them we can rule out film response and saturation, they were accounted for by careful calibration\(^8\) under exactly the same experimental conditions. Similarly, mask asymmetries would have to be so gross as to be easily detected in order to account for the observed decrease in center-lobe intensity. In contrast, scattering within the ring mask with its concomitant phase shifts is expected to significantly reduce the center-lobe intensity, since at the peak of the center lobe all E-fields have to interfere constructively. This condition is fulfilled for the light diffracted from the ring mask, but it is not fulfilled for light scattered by the mask substrate. Consequently, the center-peak intensity can only be decreased by the presence of scattered light.

The regions of zero intensity in the transverse \(I^2\) distribution require similarly perfect destructive interference of all the E-fields incident in those regions. Any scattering will invariably lead to non-zero intensities in those regions. However, the zero-intensity regions may also be affected by any mask nonuniformities because of the lack of compensating E-field contributions from different sites on the mask. On the other hand, the maxima of the side lobes, particularly when regarded as azimuthal averages of the intensity distribution, are much less drastically affected. In fact, one can even construct particular cases where the phase shifts associated with the scattered light cancel out to give no net decrease in side-lobe intensity, at least for certain side lobes at certain distances. These arguments therefore justify the normalization of the ideal \(I^2\) intensity distributions to an average of the first several side lobes of the experimental intensity distributions (see Fig. 46.11).
An intuitive understanding of Bessel beams is obtained by thinking of a linear combination of plane waves whose wave vectors lie on a cone of opening angle $\theta$. The x-y Fourier transform of the electric-field vector of a Bessel beam is a ring, the same ring that generates the Bessel beam in Fig. 46.9. At the same time, the zero-order Bessel beam can be seen as a plane wave with reduced wave vector $k_z = k\cos\theta$, as in Eq. (1). The angle $\theta$ is given by $\theta = d/2f$, where $d$ is the ring diameter in Fig. 46.9. Since the E-field has opposite signs on either side of its zero values, this corresponds to a $\pi$-phase shift in those regions of the otherwise planar phase front of the Bessel beam. A numerical simulation of an interferogram and its experimental counterpart are shown in Fig. 46.15. The phase jumps in the regions of the $J_0^2$ minima are clearly seen in this figure. Furthermore, we have investigated the phase front of the center lobe of this beam with high accuracy using spatial-synchronous phase detection and we have found that the phase front was planar within the interferometer resolution of $\lambda/80$ rms.

Two Bessel beams have been generated with the same mask, one at $\lambda_1 = 1.054 \mu$m (Nd:YLF, pulsed) shown in Fig. 46.10, and the other one at $\lambda_2 = 0.51 \mu$m (Ar*, cw) shown in Fig. 46.16. The 0.5-\mu m Bessel beam clearly shows a three-fold asymmetry in the first few rings while no corresponding asymmetry is apparent in the 1-\mu m image. This distortion was observed to rotate with the mask; furthermore, the same pattern was observed with a second mask, produced at the same time as the first mask. This pattern also persisted if the mask illumination was changed by moving the illuminating beam over the mask. We attribute this distortion to a variation in ring...
Transverse intensity distribution of a Bessel beam generated using the same mask as was used for Fig. 46.9 but at $\lambda=0.51 \, \mu m$ (cw Ar$^+$). Note that the clearly visible triangular distortion was observed to rotate with the mask. This distortion is attributed to small deviations from uniform mask thickness of the order of a few microns.

thickness of the mask of a few percent associated with the master pattern that was etched into the gold coating. Unfortunately, this mask error is so small as to be difficult to detect directly; however, blocking part of the ring aperture has been shown to introduce just such intensity asymmetries in the first few side lobes.

Similar asymmetric patterns have been found in numerical modeling of asymmetric ring masks using Babinet's principle by looking at the far-field of a ring mask whose inner disk was placed slightly off-center. With a ring diameter of 12.5 mm and a ring width of 100 $\mu$m at a wavelength of 0.5 $\mu$m, a 2.5-$\mu$m off-center placement of the inner disk clearly accentuates the intensity of the first and second rings on the side opposed to the movement of the inner disk.

Efficient Bessel-beam generation can be obtained with pulsed lasers using an unstable resonator configuration. Such unstable resonators naturally generate ring-shaped beams that loosely approximate the requirements for Bessel-beam generation. An imaging unstable ring-resonator configuration$^{12,13}$ is particularly well suited as it images an enlarged version of the scraper mirror onto itself. In practice the sharpness of this image suffers from the finite Fresnel number of the experimental resonator. For this reason we have introduced an additional hard aperture as close to the output as possible in order to reshape the output beam from its original 4.4-mm outer diameter to 3.5 mm; the inner diameter of 2.6 mm remained unchanged. This reduced the output energy by a factor of $\sim$2. However, this Bessel-beam-generation efficiency of $\sim$50% compares very favorably with any of the other experimental values obtained to date. The Bessel beam was then generated with a 7.7-m focal-length lens, which allowed diffraction to fill in the center portion of the beam at the lens. The diameter of the first zero of the Bessel beam was 4 mm and remained unchanged over a distance of $\sim$75 m (see Fig. 46.17). At
the geometrical focal range of ~100 m the Bessel beam was significantly
distorted as a result of known phase distortions present in the output beam
from the oscillator, although the central spot size was still ~4 mm. A Gaussian
beam of the same FWHM would have a depth of focus of twice the Rayleigh
range or $2z_R = 19$ m. Beyond that distance spreading of the spot is significant
whereas the spot size of the Bessel beam remained unchanged over nearly
five times that distance. The Gaussian beam would have opened up to a
FWHM of ~21 mm at that distance.

![Intensity distribution of Bessel beam generated using the ring-shaped
output from an unstable ring Nd:YLF resonator. The $J_0^2$ distribution shown
corresponds to the parameters of the experimental data. The Bessel-beam generation
efficiency for this setup is ~50% and could be further improved in an optimized setup.]

**Conclusions**

The size of the central lobe of the Bessel beam as measured by the FWHM
of the $J_0^2$ is typically smaller than either the smallest Gaussian or the smallest
Airy disk that can be produced by the same lens. For the purpose of com-
parison we take a Gaussian with a 1/e-width of its E-field distribution of $w_L$
such that $w_L = 3D_{\text{lens}}$, resulting in a FWHM in the focal plane of
$D_{\text{Gauss}} = 1.13f^#\lambda$, where $f^#$ corresponds to the f-number of the lens. The
corresponding estimates for the Airy disk are $D_{\text{Airy}} = 1.01f^#\lambda$. For the Bessel
beam we choose a ring mask of a diameter equal to that of the lens for a setup
as shown in Fig. 46.9. The FWHM is then estimated to be $D_{\text{Bessel}} = 0.70f^#\lambda$. 

---

**Experimental conditions:**

* Laser: $\lambda = 1 \mu$m, $t_p \approx 1 \mu$s
* Bessel aperture: $d = 3.5$ mm, $\Delta d = 0.3$ mm; lens: $f = 7.6$ m
While the FWHM of the Bessel beam is clearly the smallest of the three possibilities to generate small spot sizes with a given lens, the peak intensity is smallest for the Bessel beam. On the other hand, the depth of focus, i.e., the length over which neither spot size nor peak intensity changes appreciably, is by far the largest for the Bessel beam.

Thus, for applications where depth of focus and beam definition (spot size) are of prime importance, Bessel beams present significant advantages over Gaussian beams or Airy spots. Such applications certainly encompass long-distance alignment aids or material processing of poorly defined surfaces (machining or direct-write lithographic applications), when laser power is not of prime concern, but beam definition is. Most Bessel-beam applications probably involve nonlinear processes, or detectors or processes with a threshold response.

Our present investigations have shown that good-quality Bessel-beam generation requires avoidance of scattering problems or other phase distortions impressed on the beam by the ring mask in Fig. 46.9 or any equivalent setup (see, e.g., Ref. 5).

Our phase-front measurements of Bessel beams confirm their basic planar-wave character albeit with $\pi$-phase jumps between adjacent rings.

High-quality central Bessel spots of predictable intensity can only be obtained for experimental setups that carefully avoid scattering inside the mask. While small imperfections in ring thickness and circularity affect the rings around the central lobe quite strongly (particularly the zero-intensity regions), they affect the central lobe to a lesser degree.
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2.B X-Ray Imaging with Kirkpatrick-Baez Microscopes

This article describes the design, testing, and use of Kirkpatrick-Baez (KB) x-ray microscopes on OMEGA. These microscopes consist of grazing-incidence mirror pairs arranged to reflect and focus x rays, thereby providing images of the x-ray-emitting region. KB microscopes are one of several practical devices that can be used to focus and collect x rays. Simpler x-ray-imaging devices are the pinhole camera and cameras involving coded-aperture (typically Fresnel zone-plate) techniques. These, however, do not use x-ray optics. The KB microscope and its axially symmetric relative, the Wolter microscope, both use the principle of grazing-incidence reflection of x rays to form images of the x-ray-emitting region.

The KB microscope was originally conceived and developed by Kirkpatrick and Baez in 1948. In this device, shown in Fig. 46.18, the meridional rays from a point $p$ are reflected from a mirror surface and form an image at $q$. For a source-to-mirror distance of $d$ and a mirror-to-image distance of $D$, the requirement for focusing is given by

$$\frac{1}{d} + \frac{1}{D} = \frac{2}{R}\sin i = 1/f.$$  \hspace{1cm} (1)

Since only the meridional rays (i.e., the rays in the plane of Fig. 46.18) are focused by one such mirror, to obtain images of two-dimensional objects, two such mirrors are placed with their normals perpendicular to each other (along $x$ and $y$) and perpendicular to the source-mirror direction ($z$-axis). This allows the unfocused sagittal rays of the first mirrors, which are then the meridional rays of the second mirrors, to be focused. The principal contributions to aberrations of this system are obliquity and spherical aberration.
KB Microscope Development at the Laboratory for Laser Energetics (LLE)

The mirrors of the LLE KB microscope are constructed of Cervit, a glass with a low coefficient of expansion. The assembly of the optical components has been accomplished as follows. The mirrors were cut to shape with their surfaces given a sufficient polish to enable optical contacting to be accomplished at a later stage. Next, the mirrors were arranged on a spherical polishing table, where they were given a radius of curvature of approximately 30 m. Subsequent to initial polishing, the mirrors were given a final surface finish by repeated hand polishing until the surface roughness was <10 Å. This step caused slight changes in the radius of curvature of the mirrors, so that the final focus of the x-ray microscopes had to be determined by actual measurements. The final assembly procedure required that the components of the KB microscope be optically contacted together. The precision of the assembly of the mirror components of the microscope is such that an alignment of better than 1 arc sec is maintained between the mirror normals. This ensures that the amount of misfocus is negligible when compared to spherical aberration and obliquity.

Both nickel-coated and gold-coated KB mirrors have been prepared by the evaporative method. The calculated reflectivities, assuming 0.7° grazing angle, are shown in Fig. 46.19. Both curves include transmission through a 25-μm-Be light shield, which is typical. The nickel-coated mirrors are seen to have a high efficiency at low energies but have a cutoff energy of ~4.5 keV. The gold-coated mirrors, on the other hand, do not have as high an efficiency as the nickel-coated mirrors but have a response that extends out to 7 keV.
Fig. 46.19
Calculated reflection efficiency of the nickel-coated and gold-coated KB microscopes. Both curves assume an 0.70° grazing angle and include transmission through 25.4 μm of Be, which is used as a blast shield.

KB Microscope Testing
A facility has been assembled at LLE for testing and characterizing KB microscopes. The facility (Fig. 46.20) consists of a two-chamber vacuum system for housing the x-ray microscope and a high-flux electron-beam-generated x-ray source. Both chambers are pumped to an initial vacuum pressure of ~0.1 mTorr by a roughing pump. The chambers are then pumped
to a high vacuum ($<10^{-6}$ Torr) by separate ion pumps, a 500-l/s-capacity pump for the main chamber and a 50-l/s-capacity pump for the x-ray source chamber. X rays are generated by causing an electron beam to strike a metal target positioned inside the source chamber. The electron beam gun is a modified Pierce type. It creates a beam of electrons that can be focused to a spot $<1$ mm in diameter. The e-beam gun, controls, and power supplies were originally built and sold commercially as a welding device. To direct the e-beam so it strikes the target at the desired position, the operator adjusts the current to the x-y deflection coils and the bending magnet (Fig. 46.20). Positioning is accomplished visually by aligning the fluorescing spot the e-beam creates on the surface of the target with the previously aligned crosshair of an inspection microscope (not shown in Fig. 46.20). This inspection microscope has been prealigned so that its crosshair and the x-ray microscope are both pointed at the same place on the target wheel. The beam spot size is then adjusted by changing the current supplied to the focusing coil so that an area source of x rays is created. The e-beam gun can be operated at up to 15 kV and 30 amps. Actual beam current depends on specific settings, 10 mA is a typical example. The e-beam is directed onto the source wheel containing several metallic targets on a water-cooled base. Aluminum, iron, and silicon targets are typically used in tests. A summary of typical operating conditions and settings is given in Table 46.11.

<table>
<thead>
<tr>
<th>Type</th>
<th>Electron beam, modified Pierce electron gun</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power supply:</td>
<td>0–15 kV</td>
</tr>
<tr>
<td>Filament:</td>
<td>Tungsten</td>
</tr>
<tr>
<td>Targets:</td>
<td>Al, Fe, Si, . . .</td>
</tr>
<tr>
<td>Typical settings:</td>
<td>8 kV, 17 amp, 10-mA filament current</td>
</tr>
<tr>
<td>Bending magnet:</td>
<td>Fe with induced field $\sim$ 10–20 Gauss</td>
</tr>
<tr>
<td>Film types used:</td>
<td>Kodak 2495 and Kodak DEF</td>
</tr>
<tr>
<td>Exposure time:</td>
<td>10 min to 2 h</td>
</tr>
</tbody>
</table>

Figure 46.21 shows images obtained on test exposures of a Ni-coated KB microscope. Figure 46.21(a) shows an exposure taken of x rays transmitted through a wire mesh consisting of 25-μm wires on 50-μm spacings when the microscope was arranged at a magnification of $\sim$5.2. Variations in the brightness are caused by spatial variations in the intensity of the e-beam at the target plane. Also, variations in the image quality can be seen to be a function of position in the image. An image of the same grid [Fig. 46.21(b)] was taken at a magnification of 11.0. Again image quality is a function of position in the image.
The variation of image quality versus position was analyzed by digitizing the images of Fig. 46.21 and subsequent computer analysis. Lineouts are taken along the axes of the wire mesh. By measuring the width of the shadow of each wire, the resolution at that point in the image plane of the microscope is determined. Figure 46.22 shows plots of the resolution for the Ni-coated KB at both magnifications. We see that the best resolution obtained is \( \approx 5 \, \mu \text{m} \) and that the field of view is \( \approx 500 \, \mu \text{m} \).

The depth of field of the KB microscope was investigated by taking exposures of the wire mesh and varying the mirror-to-film distance \( D \). Figure 46.23 shows a plot of the best resolution obtained from each such distance as a function of change in \( D \). The best resolution is obtained at the optimum focal position. This determination of the optimum value of \( D \) serves to characterize the focus equation [Eq. (1)], since for a fixed source-to-mirror distance \( d \) and an optimized value of \( D \), the value of the product \( R \sin \theta \) can be inferred. The depth of field of the KB microscope is seen to be \( \approx 1 \, \text{mm} \).

Summary

The KB microscopes have been used on the OMEGA target chamber for a number of years.\(^8\)\(^9\) Originally, two microscopes with nickel-coated mirrors each provided four independently filtered images from the four corners of the mirror assembly [see Fig. 46.18(a)]. The microscopes were placed to view target x-ray emission from two nearly perpendicular views. Testing of the KB microscopes confirms early measurements that the
Fig. 46.22
Plots of the resolution versus position as determined from the images of Fig. 46.21.

Fig. 46.23
The depth of field and optimum focus are determined by adjusting the mirror to image plane $D$. 
optimum resolution is ~5 μm and that the field of view and depth of field are ~500 μm and ~1 mm, respectively. Recently a new KB microscope assembly with gold-coated mirrors has been completed. The resolution of the Au-coated mirrors allows imaging of x rays up to ~7 keV. This microscope has also been configured with a transmission grating placed at the baffle [Fig. 46.18(a)] in order to obtain imaged spectra of implosion cores. Work on analyzing spectra from dispersed core images is now in progress. The current existing complement of KB microscopes and their parameters are summarized in Table 46.111.

| Ni-coated mirror microscopes: | 2 |
| Au-coated mirror microscopes: | 1 (with transmission grating) |
| Grazing angle: | ~0.7° |
| Magnification: | 5–12 |
| Solid angle: | ~3 × 10^-7 sr |
| Sensitive range: | 1–7 keV |
| Number of images: | 4/microscope |
| Film: | Kodak 2495 and Kodak DEF |
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6. All of the KB microscope assemblies currently used at LLE were assembled by H. Graf, a former employee of the Institute of Optics of the University of Rochester and now a consultant of Sydor Optics Inc., also of Rochester, New York.
2.C Phase Noise in Mode-Locked Laser-Pulse Trains

Many experiments in laser fusion and other areas require synchronized lasers of different pulse durations. Usually this implies generating pulses in separate laser oscillators. The problem then becomes one of synchronizing two or more actively mode-locked laser-pulse trains, each of which is typically affected by its own timing fluctuations or phase noise. In order to overcome this problem, some form of active timing control is desired. Although characterization of noise in mode-locked lasers has been reported in the literature, there has been little direct discussion identifying the possible sources of this phase noise.

The origin of phase noise in typical laboratory lasers is usually not directly related to any fundamental source, but is a result of the mechanics of their construction. Of course, this does not imply a lack of care by those who build lasers, but merely reflects the general sensitivity to perturbations of laser oscillators. Since noise sources are dependent on the details of the individual laser design, general statements about their origin cannot easily be made. Statements about noise based on material properties or common designs, however, are useful, at least for those using similar materials and designs. In this article we discuss phase-noise problems typically encountered in a 100-MHz, cw mode-locked, Nd:YLF laser running at \( \lambda = 1.053 \, \mu \text{m} \). The laser is acousto-optically mode locked and built on an invar table. The cavity has a simple two-mirror stable design producing 80-ps pulses.

Phase-Noise Spectrum

The bulk of the phase noise in solid-state lasers of this type is below 10 KHz. Within this range, the phase-noise spectrum can be divided into two components, which may be described as acoustic (or vibrational) and thermal. The division is appropriate not only because of the different origins and time scales but also because of the techniques used to make the measurements and to the degree in which they affect an experiment. In
high-repetition-rate experiments, for example, the slowly varying thermal effects are usually of little concern compared to acoustic perturbations, while in low-repetition-rate laser-fusion experiments the potentially larger magnitude of thermal drifts can become important. Both vibrational and thermal sources can cause changes in the length of the laser cavity and these lead to timing jitter. Thermal effects can also cause phase changes through other mechanisms within active components in the laser.

**Thermal Effects**

Thermal phase noise or drift occurs on a time scale dependent on the thermal mass of the elements and on the temperature characteristics of the environment. In addition, the thermal response of the laser also depends on the thermal load supplied to the laser rod by the flash lamps and the rf power dissipated in the mode locker. Acousto-optic mode lockers are particularly sensitive to temperature changes since they are resonant devices. Figure 46.24 shows the effect of increasing the input power, or thermal load, to a commercial mode locker with a coolant temperature of 20°C. This device is normally used at 10-W input rf power.

At resonance, the slope is 700 ps/W (rf). Thus for a stability of, say, 10 ps, the input rf power has to be stable to <0.14%, assuming no other sources. Figure 46.25 shows the mode locker's temperature dependence for a constant input power of 10 W. The laser-pulse time versus temperature has a slope of 350 ps/°C. The mode-locker temperature must therefore be stable to <0.03°C to achieve 10-ps timing stability.
Fig. 46.25
This graph shows the laser-timing shift due to a change in the mode locker's water-bath temperature. Thermal effects in an acousto-optic mode locker can produce huge timing shifts compared to the laser pulse width.

From these results we can see the basis for a technique that uses changes in input rf power to stabilize the mode-locker acoustic-resonance frequency to the rf drive frequency. At 10-W rf, a change in input rf power of 1% is approximately equivalent (thermally) to a coolant temperature change of 0.2°C. Thus small adjustments to the input rf power can be effective in stabilizing the mode locker's temperature and, therefore, its resonance frequency and acoustic wave phase.

It is important to remember that these results depend somewhat on the detailed design of the mode locker. The pulse time versus temperature slope depends on the acoustic Q of the resonant device and on the thermal properties of the optical material used (fused silica in this case). However, results for other devices should be similar.

Acoustic Effects

While thermal effects are on a time scale of seconds to hours, we will consider acoustic or vibrational effects in the frequency range of 1 Hz to 10 KHz or greater. The terms will include any mechanical movement within this bandwidth that induces an optical-path-length change in the laser cavity. Thus, they include effects caused by material index changes as well as those based on physical length changes.

Before continuing with noise sources, the link between cavity length and pulse-train phase shift needs to be shown. Instantaneous measurements of small phase shifts with a phase detector are usually difficult because of amplitude to phase conversion in the detector circuit. However, larger
constant shifts measured relative to the rf drive signal are straightforward. Figure 46.26 shows the effect of small changes in the laser cavity length on pulse-train phase shift using a differential micrometer. The data was taken over the course of about 10 min.

![Graph showing the relationship between cavity length and pulse time.](image)

**Fig. 46.26**
The pulse-train phase is a strong function of laser cavity length. The region of steepest slope is where the mode-locked pulses are shortest. Outside of this region, the laser output power typically becomes less stable.

As is expected for a resonant system, the phase-shift slope is steepest where the cavity length results in a pulse round-trip frequency precisely equal to the rf drive frequency. The slope in this region is 130 ps/μm for a laser running with 80-ps pulses. Again, the results depend on details of the laser. If the laser is operated in the long-pulse regime, the slope in the resonance region is much smaller. For example, for a 750-ps-pulse laser the resulting phase (or timing) shift was found to be negligible over the same range of length adjustment.

This data shows, therefore, that the phase of a short-pulse laser is sensitive to very small fluctuations in cavity length. Of course, this sensitivity is moderated at high frequency by the finite response time of the laser. The exact details of this issue are still under investigation.

**Measurement of Cavity Fluctuations**
Fluctuations in the laser cavity length due to component movements are easiest to eliminate. The mirrors must be carefully mounted, but this is a requirement of any mode-locked laser. A further consideration is that all
sources of vibration must be reduced as much as possible. Even coolant water flow can be a significant source of vibration for continuously pumped systems.

The source of a large fraction of cavity-length fluctuations in our test laser was the result of optical-path-length (OPL) changes in the gain medium. These seem to arise from vibrations induced by turbulent coolant flow over the rod. Measurements of OPL in the rod were made with a Mach-Zehnder interferometer around the laser head. The configuration is shown in Fig. 46.27. In order to include the effect of the vibrational source on the interferometer itself, two measurements were made with the coolant flowing in both cases. In case (a), the interferometer bypasses the rod to establish a baseline fluctuation due only to interferometer instability. In case (b), one arm is repositioned to include the Nd:YLF gain medium. The rod is not optically pumped. Figure 46.28 shows typical results for each case. We see that the OPL fluctuations in the rod are as much as 0.5 pm. This corresponds to a potential 60-ps shift in pulse-train timing or to a 38-mrad phase shift.

**Stabilization Methods**

Several active feedback techniques can be used to stabilize the phase of the output pulse train. One technique uses the phase of the laser output signal to control cavity length. A problem with this technique is that it adjusts cavity length for any phase change, even one from another source. Thus the cavity length can actually be detuned if the phase noise is a result of other sources.

---

**Detected by:**

- A Mach-Zehnder interferometer where (a) the interferometer bypasses the laser rod, and (b) one arm passes through the 79-mm × 4-mm rod.

---

![Mach-Zehnder interferometer diagram](image-url)
This could produce pulse-width broadening and even unstable laser operation.

In another technique one interferometrically compares and adjusts the laser longitudinal-mode frequencies to an external reference cavity. The advantage of this design is that it isolates cavity-length-induced phase changes from those of other sources, since the interferometer responds to the laser-frequency changes caused by small changes in oscillator OPL. The disadvantage is considerable added complexity and no direct measure of the laser output phase.

A third technique uses the output pulse-train phase to control the input rf phase to the mode locker. While published results look encouraging, this method essentially works on the symptom of phase noise but does not attempt to correct its source (i.e., no adjustments are made directly to the laser parameters). For example, if the cavity length drifts slightly the laser pulse width may change, which could have an effect similar to a phase change on some experiments. The best solution might be a combination of the second and third techniques to achieve both long-term phase stability and improved overall long-term laser stability. The third technique measures phase directly so that it corrects for phase errors from any source while the second technique acts to maintain optimum cavity length, which is an important source of phase noise and laser instability.
Conclusion
We have found that both thermal and acoustic effects produce significant phase noise in short-pulse mode-locked lasers. We have also shown that severe constraints are placed on both laser cavity length and mode-locker temperature in order to achieve good phase stability of the laser-pulse train. Other effects may also contribute to pulse-train phase instabilities but further work is needed to identify them. By finding the sources of this noise, we hope to eliminate them or improve the effectiveness of active feedback techniques.
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REFERENCES
The proposals for FY92 NLUF projects were to be submitted to the DOE San Francisco office by 27 March 1991. The steering committee will meet during the first two weeks of May to review the technical merit of all proposals and will submit recommendations to DOE by 15 May 1991. DOE will reach its decision by 15 June 1991 and inform all principal investigators of the funding decisions. DOE funding for the accepted FY92 NLUF proposals is expected to be equal to that of FY91.

The University of Illinois conducted a series of AFOSR-funded experiments on the GDL laser system during the second quarter of FY91. These experiments were led by G. Banas and were done in collaboration with H. E. Elsayed-Ali of LLE's Ultrafast Sciences Group. The experiments were designed to study the material properties of metal weldments after they had been irradiated with a high-power laser beam. The irradiation was done with the GDL laser and the samples were taken back to the University of Illinois for characterization.

J. Moreno from H. Griem's group at the University of Maryland took some time-dependent XUV spectral data on LLE implosion targets. These shots were part of an experiment that will study the spectral emission from both the radiation heat front as well as the imploded core. These were the first of the targets slated for FY91 and served as a check of the diagnostic.
Section 4
LASER SYSTEM REPORT

4.A GDL Facility Report

During the second quarter of FY91, the regenerative amplifier pulse-shaping system was removed from GDL and GDL was realigned in preparation for NLUF experiments. At the end of the quarter, users from the University of Illinois began a series of experiments on laser annealing.

The shot summary for the GDL laser this quarter is as follows:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser system</td>
<td>24</td>
</tr>
<tr>
<td>Calibration</td>
<td>16</td>
</tr>
<tr>
<td>Users</td>
<td>51</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>91</strong></td>
</tr>
</tbody>
</table>
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4.B OMEGA Facility Report

The OMEGA Laser Facility was scheduled for several target campaigns during the second quarter of FY91. However, because of problems in several areas of the system, only one campaign was completed and another was begun.

Problem areas included the power-conditioning system, the alignment computer, and the driver line. After total failure of the old FORTH-based alignment system, sufficient portions of the new limited-alignment system were introduced on a "crash" basis so as to enable limited-alignment operation. The driver line was completely realigned and a number of mounts suspected of causing drift were replaced.

The completed campaign was a series of burnthrough targets used to study implosion stability. At the end of the quarter a series of long-scale-length plasma experiments were started on flat targets.

The shot summary for OMEGA this quarter is as follows:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser test</td>
<td>260</td>
</tr>
<tr>
<td>Target</td>
<td>87</td>
</tr>
<tr>
<td>TOTAL</td>
<td>347</td>
</tr>
</tbody>
</table>
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