
in Laser-Produced Plasmas 

Introduction 
Computer simulations of heat transport in laser-fusion experiments have 
generally required an upper bound to be placed on the classical heat 
flux1 (q, = -KVT) to obtain agreement with experimental results. 
Deviations from classical heat flow are to be expected in laser-produced 
plasmas because temperature scale lengths can be shorter than the 
mean free paths of high-velocity electrons carrying a significant fraction 
of the heat. Fokker-Planck calculations2~~ of electron transport at simpli- 
fied laser-fusion conditions show nonlocal effects as the electrons of long 
mean free path produce a non-Maxwellian isotropic distribution function, 
and consequently a breakdown in the classical approximations. Be- 
cause of computer limitations, it has not yet been possible to include a 
Fokker-Planck model for thermal electrons into a laser-fusion hydro- 
dynamics code. An approximate scheme for including nonlocal effects 
has been proposed by Luciani and Mora.4 We have examined their 
"delocalization" model under a variety of conditions relevant to laser- 
driven fusion and compared the results with Fokker-Planck simulations 
and with the method of flux limitation. 

The expression for a nonlocal heat flux obtained by Luciani and Mora 
is written in Eq. (1) for the case of a constant electron density and 
boundaries at infinity, 

where 

A, = 32(Z + 1)" hei and A,, = T 2 / [ 4 7 r  n,(Z + l ) e 4  In A ]  

The physical significance of Eq. (1) is that the heat flux at position x is 
determined by the classical fluxes from other points x' up to a distance 
about AH away. The delocalization parameter A, is an effective mean 
free path that was determined by comparison with Fokker-Planck calcu- 
lations. Its magnitude corresponds to ( Aei A,, )", evaluated at the 
velocity 2.4 (kT/m)1/2 that is characteristic of the electron velocities dom- 
inating the heat flow. When the density is nonuniform, A, is modified 
according to 

I X  - x ' (  n(x") dx" 

AH (x') X n(x ') AH(x ") 

More recently, Luciani and Mora5 have added to q, an additional 
term q, accounting for inverse-Bremsstrahlung laser deposition. This 
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contribution has the same form as Eq. (1) with the exponent replaced 
by a tabulated function A, 1:)  x - x' I / h, (x')]. This function is char- 
acterized by another delocalization parameter h,, which is about five 
times smaller than A,, reflecting the shorter mean free path of the low- 
energy electrons dominating laser absorption. The total nonlocal flux is 
q, + 4,. 

Calculating the time evolution of the temperature T from Eq. (I), we 
define an effective coefficient of conductivity K *  such that 

All nonlocal effects are included in K * .  The heat-flow equation now has 
the classical form: 

and is solved fully implicitly except at the occasional points where 
K *  < 0 or where the variation of temperature across two adjacent 
computational cells is less than T, in which case the numerical 
treatment is explicit. At boundaries, we impose the constraint of zero 
heat flux, using the reflecting condition in Ref. 4. 

The degree to which nonlocal effects are important for heat transport 
is examined using a local flux-limited model in which an upper bound 
is placed on q, in terms of the free-streaming flux 

with an adjustable parameter f (flux limiter). Flux limitation is generally 
effected by either a sharp cutoff, 

or with an harmonic average, 

The latter expression is used here. Both produce similar results, but with 
different flux limiters. Values for f between 0.03 and 0.1 lead to agree- 
ment with experimental data.6-8 

Because Fokker-Planck calculations are highly time consuming, 
comparisons between the delocalization model, flux-limited transport, 
and Fokker-Planck calculations were made without hydrodynamics, 
using a stationary plasma-density profile characteristic of laser-irradiated 
plasmas. The delocalization model has been implemented into the one- 
dimensional hydrodynamics code LILAC, developed at the University of 
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Rochester.9 In the following, we show results of laser-fusion simulations 
with hydrodynamics, comparing the delocalization model with flux-limited 
transport and results of transport experiments. 

Stationary Plasma 
Cases similar to those discussed in Ref. 2, in which laser light 

irradiates a stationary electron-density prof~le, are considered, and the 
temperature evolution of the electrons is calculated. Results are 
presented for a time of 120 ps, when the temperature profile in the 
corona has reached a quasi steady-state condition such that laser- 
energy deposition is balanced by heat transport into the h~gh-density 
part of the plasma. 

For accuracy, two different Fokker-Planck c0des3~10 were used; they 
produced similar results. The delocalization model gave best agreement 
with the Fokker-Planck calculations when the delocalization parameters 
were somewhat modified: in the remaining discussion A, is replaced by 
0.8 X, and X, by 2 A,. These modifications, which affected the results 
by no more than 10%, brought the nonlocal results closer to those of 
Fokker-Planck codes in the region near the critical surface. Throughout, 
we use the following Coulomb logarithmll: 

In A,, = In A,, = 24 - 1/2 In (nEIT) . (8) 

For the delocalization and flux-limited calculations, the kinetic correction 
to laser absorption suggested by Langdonlz is used. Equilibration with 
ions is neglected in Fokker-Planck simulations. 

Results are presented for irradiation with two frequencies of laser light: 
1054 nm and 351 nm. 

1. 1054-nm Irradiation 
For 1054-nm irradiation (critical density 1 x loz1 ~ m - ~ ) ,  the electron 

density profile consisted of a plateau at 1019 ~ m - ~ ,  which exponentially 
decreased with a 100-pm scale length to 5 x 1019 ~ m - ~  (Fig. 27.1). 
The laser intensity was constant at 3 x l O l 4  W/cm2. The profile for 
laser-energy deposition is shown in Fig. 27.1 for a time of 120 ps. 

Figure 27.2 shows the temperature profile as calculated by three 
different models of heat transport: (1) Fokker-Planck, (2) delocalization 
model, and (3) flux-limited diffusion using the harmonic means q, and 
q,. For a flux limit of 0.1 (typically used for the interpretation of 
experiments), we find too much heat inhibition in relation to the Fokker- 
Planck result. The f = 0.2 case more correctly models the penetration 
of the heat front and the temperature in the laser-deposition region. 
However, it cannot model nonlocal effects that lead to a reduced 
temperature in the low-density region and a small "footv-produced by 
penetration of high-velocity electrons from hotter parts of the plasma-in 
the high-density region. The Fokker-Planck result has a low coronal 
temperature due to leakage into the high-density region of high-velocity 
electrons of long mean free path at a rate faster than they can be 
replaced by electron-electron collisions. 



LLE REVIEW, Volume 27 

Fig. 27.1 
Stationary electron density profile (relative 
to critical density 1 x 1021 cm - 3) and 
energy deposition profile (relative units); 
1054-nm irradiation at 3 x 1014 W/cm2, 
time: 120 ps. 

Fig. 27.2 
Temperature profiles for three transport 
models: Fokker-Planck, delocalization, and 
flux-limited diffusion. The results are based 
on the stationary density profile of Fig. 27.1 
(1 054 nm, 120 ps). 

Distance (prn) 
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Both of these nonlocal effects are qualitatively obtained with the 
delocalization model. Near the critical density, however, the temperature 
profile is too steep. The steepening can be reduced by increasing the 
delocalization parameter (A,) for absorption, but this simultaneously 
produces too large a foot on the heat front. Perhaps some modification 
is required in the tabulated attenuation function A,, used for qL.3 

Similar results are obtained when the models are compared at 
different times during the irradiation (20 ps to 120 ps), at laser intensities 
of 1014 and 1015 W/cm2, and with different ionic charges (Z = 4 and 
Z = 10). A summary in Table 27.11 compares results for (1) penetration 
of the heat front (characterized by the distance between the position of 
the critical density n, and the point where the temperature drops to 
500 eV), (2) temperature at n,, (3) temperature at n = 5 x 1019 ~ m - ~ ,  
and (4) laser-absorption fraction. The large difference (-25%) in the 
penetration of the 500-eV point, between local and nonlocal models, 
results from artificially placing an upper limit of lo2' ~ m - ~  on the 
electron density. In more real~stic simulations the foot of the heat front 
is at a density at least ten times higher, reducing the mean free path by 
the same factor. The difference in heat penetration among the different 
models becomes in this case relatively small. 

Table 27.11 
Comparison between three transport models: Fokker-Planck (FP), delocalization (D), and flux-limited 
diffusion (f = 0.2), for a stationary plasma with 1054-nm irradiation. 

Penetration (pm) 175 175 140 225 230 180 250 275 215 

Absorption 48% 45% 43% 33% 35% 35% 16% 15% 14% 

2. 351 -nm Laser Irradiation 
We now consider the case of irradiation by 351-nm laser light with a 

constant intensity of 5 x 1014 W/cm2. The electron density profile is 
steeper (scale length = 25 pm) than for 1054-nm irradiation, which is 
characteristic of short-wavelength illumination. The peak density is an 
order of magnitude higher, to accommodate the higher critical density 
(9 x 1021 ~ m - ~ ) .  Figure 27.3 shows the density profile, together with 
the laser energy deposition (at 120 ps) for the case Z = 4. 
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Fig. 27.3 
Same as Fig. 27.1, but for 351 -nm irradia- 
tion with a critical density of 9 x 1027 
cm - 3. 

The temperature profiles at 120 ps (351 -nm irradiation) are compared 
in Fig. 27.4 for the three models. The flux-limited result (f = 0.1) shows 
much better agreement with the Fokker-Planck calculation than was the 
case for 1054-nm irradiation, because nonlocal effects are now less 
important. A flux limiter of 0.2 produces similar results. The smaller 
density scale length here is more than compensated for by the smaller 
mean free path produced by higher density and lower temperature. 
However, the delocalization model shows much worse agreement with 
Fokker-Planck calculations in the underdense region. Apparently, there 
is too much heat leakage from the corona to the high-density region. 
This can be improved by limiting the delocalization parameter A, so 
that it does not exceed about 3 x AH (n,). (A, = 90 pm at n,, and it 
reaches a maximum of 400 pm at the lowest density considered here: 
5 x 1020 ~ m - ~ . )  Limiting AH has only a small effect on the 1054-nm 
examples discussed earlier. Discrepancies in the low-density corona do 
not seriously affect heat transport into the high-density plasma. 

Hydrodynamic Simulations 
The delocalized heat-transport model was incorporated into the 

hydrocode LILACg to simulate laser-irradiation experiments. Minor 
modifications were made to account for spherical geometry; spherical 
effects are negligible in these calculations, however. Heat-transport 
experiments were simulated for both 1054-nm6 and 351-nm7 laser 
irradiations. 
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Fig. 27.4 
Same as Fig. 27.2, but for 351-nm 
irradiation at 5 x  1014 W/cm? using the 
electron density profile of Fig. 27.3. 

50 100 

Distance (pm) 

Fokker-Planck 

1. 1054-nm Irradiation 
For the 1054-nm case, the laser was a 1 .l-ns FWHM Gaussian pulse 

with a peak intensity of 3.3 x 1014 W/cm2. The target consisted of a 
186-pm-radius glass microballoon with a signature layer of either Al or 
TI, which was overcoated with various thicknesses of CH. Laser 
refraction was treated by a geometrical ray-tracing algorithm. Absorption 
was calculated using Langdon's correction for kinetic effects in inverse 
bremsstrahlungl2 and Ref. 13 was used for describing the creation of 
suprathermal electrons by resonance absorption. The amount of energy 
deposited into suprathermal electrons was relatively small, -20% of the 
absorbed energy, and these electrons were transported using LILAC 
subroutines. Equation (1) for delocalized transport was used only for the 
thermal component. 

The calculated, maximum penetration depths into the CH layer for the 
200-eV, 500-eV, and 1000-eV isotherms are listed in Table 27.111 and 
compared with the experiment. The experimental values are estimated 
from ion spectral-line emission (Al for a temperature of 500 eV and Ti for 
1000 eV); the two numbers for each penetration depth are the 
thicknesses of CH required to reduce the line emission to l o - '  and 

respectively, of its value for no CH coating. The second and third 
columns show the results for flux-limited transport. The last two columns 
show the result using the delocal~zation model for the standard and 
limited delocalization parameters. 
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Table 27.111 
Penetration depth values from heat transpott experiments for 1054-nm irradiation, compared with one- 
dimensional hydrocode simulations. The simulations show results for flux-limited diffusion and for the 
delocaliza tion model. 

Simulation 

Flux Limited Delocalized 

AH AH 
Experiment f=0.1 f = 0.2 Unlimited Limited 

200 eV 3.8 pm 4.7 pm 5.0 pm 5.2 pm 

500 eV (Al) 6-9 pm 3.6 pm 4.4 pm 4.7 pm 4.9 pm 

1000 eV vi) 3.5-6 pm 3.2 pm 3.9 pm 3.9 pm 4.2 pm 

Absorption (35 + 5)O/o 42% 5 1 O/o 4 6 O/o 50% 

In spite of the substantially higher absorption in the computer 
simulations (20%-40% higher), the penetration of the 500-eV point on 
the heat front is far smaller than indicated by the experiment. The 
delocalized heat front is well characterized by a flux-limited model with 
f = 0.2. (The effect of limiting AH is relatively small.) The delocalized 
heat front has penetrated about 10% further than the flux-limited front, 
but this is insignificant compared to the deviation from the experimental 
results, There is no significant foot on the heat front, as the penetration 
is into much higher densities ( > ~ m - ~ )  than considered above. 
This suggests that nonlocal heat transport is not an explanation for the 
relatively large burn-through depths observed, and that some other 
process is dominating the penetration of heat into the target. 

2. 351 -nm Irradiation 
Experiments similar to those described above were performed with 

351-nm irradiation.' The case for a 600-ps FWHM pulse with peak 
intensity of 8 x 1014 W/cm2 is considered here. The targets were glass 
spheres, 150 pm in radius, overcoated with various thicknesses of CH. 
In this experiment, Si-line emission signaled the penetration of the 
500-eV temperature contour, and emission from a Ti substrate signaled 
the penetration of a 1000-eV temperature. 

A summary of the results is shown in Table 27.IV. The penetration 
depths and laser-absorption fractions for flux-limited transport with 
f = 0.2 are very similar to those for delocalized transport. The difference 
between theory and experiment is negligible compared to the 1054-nm 
experiments. 
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Table 27.IV 
Comparison between penetration depths and absorption from different transport models and exper- 
imental data for 351-nm irradiation at 8 x 1014 Wlcm2. 

Simulation 

Flux Limited Delocalized 

Experiment f=0.1 f = 0.2 ( AH limited ) 

200 eV 8.5 pm 8.8 pm 9.1 ~ r n  

500 eV (Si) 10 pm 8.1 pm 8.6 pm 9.0 pm 

1000 eV Vi) 7-9 pm 7.4 pm 8.4 pm 8.5 pm 

Absorption 7 0 010 74O10 77% 8 0 010 

Conclusions 
hlonlocal heat transport was investigated under conditions relevant to 

laser-driven fusion. No significant nonlocal effects were found for 
irradiation with either 1054-nm or 351-nm laser light. In particular, there 
was no evidence of a foot on the heat front for full hydrodynamic 
simulations. The small foot seen in Fokker-Planck simulations at 1054 
nm is not genuine because the maximum electron density used was an 
order of magnitude below solid density. For more real~stic density 
profiles, the higher collisionality from higher density virtually eliminates 
this effect. Also, the local model cannot accurately replicate the temper- 
ature in the very low-density region of the plasma (n s n,). Errors in 
this region do not, however, significantly affect the ablation process and 
the dynamics of an implosion. Heat flow described by a harmonic- 
averaged flux limiter between 0.1 and 0.2 appears to be the cannonical 
result for heat transport in plasmas irradiated with submicron laser light. 
If a smaller flux limiter is required to explain an experiment, it strongly 
suggests the presence of additional effects not considered here, such 
as magnetic fields, turbulence, or multidimensional processes. 
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