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IN BRIEF 

This volume of the LLE Review contains art~cles on the fully UV- 
converted OMEGA laser system, mass-ablation rate experiments, 
reactor-size target designs, plasma processes in the target corona, 
degradation in optical performance of dielectric thin films, and the 
National Laser Users Facility activities for April-June 1985. 

The following are some highlights of the work described in this issue: 

All 24 beams of the OMEGA laser system have been converted 
from IR (1 054 nm) to UV (351 nm). Previous 6- and 12-beam UV 
experiments on heat transport, implosion, and x-ray physics are 
being re-examined at the higher level of uniformity possible with 
24 beams, and with an increased number of diagnostic instru- 
ments. The system has operated with up to 40 shots per week, 
and up to 2.4 kJ on target. During system checkout, a record 
neutron yield of 2 x 1 O1 was obtained. 

Work is nearly complete for using GDL as a 25th beam of 
OMEGA to create an x-ray backlighting source for OMEGA 
experiments. 

The UV beam quality of OMEGA is being quantitatively analyzed 
to bring the on-target irradiation uniformity to the level required for 
high-density experiments. Some sources of beam imperfections 
have been identified and a program for beam improvement is 
being implemented. 
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Previous UV experiments on time-resolved heat transport using 
6 and 12 beams have been analyzed. Some discrepancies 
between theoretical modeling and experiment have been found, 
but they were consistent with the poor irradiation uniformity 
inherent in the 6- and 12-beam geometry. These experiments are 
being repeated with 24 beams. 

The effects of irradiation nonuniformity on direct-drive, reactor-size 
targets have been examined using two-dimensional hydrodynamic 
simulations. The degradation in target gain with increased nonuni- 
formity has been calculated for long-wavelength nonuniformities 
(spherical harmon~c modes P 5 8). 

A new model for examining stimulated Raman scattering (SRS) in 
the plasma atmosphere has been developed, and a steady-state 
analytic solution of the process is obtained. 

Thin films, which might be used in excimer lasers, can be surface 
damaged by exposure to electrons and ions in the laser medium 
of the laser. A sensitive technique (photothermal displacement 
spectroscopy) is used for measuring the degradation in optical 
performance of the thin film. 
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Patrick W. McKenty, a scientist in the Theory and computation Group, is examining results from 
hydrodynamic simulations of high-compress~on, laser-driven implosions. 



Section 1 
LASER SYSTEM REPORT 

1 .A GDL Facility Report 

GDL has been shut down for the complete replacement of the front end 
with the actively mode-locked, Q-switched (AMQ) oscillator and 
predriver. Work has continued throughout this period on activation and 
al~gnment of the oscillator, a refurbishment of the active mirror system, 
and complete system realignment. A portion of the GDL downtime was 
caused by construction efforts to cut holes for the 25th-beam project 
and installation of the periscope. (The beam will be used for creating an 
x-ray backlighting source for OMEGA experiments.) Plans call for 
activation of the system to support NLUF experiments during July. 
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1.8 OMEGA Facility Report 
The OMEGA laser system has operated this entire quarter as a fully 
ultraviolet, 24-beam irradiation facility. Initial experiments were 
performed to examine neutron yield, thermal transport, and uniformity 
of irradiation. During system checkout, a record neutron yield of 
2 x 10'' was obtained. Collaborative experiments w ~ t h  other 
laboratories (Los Alamos National Laboratory, University of Florida, 
and University of Maryland), through the National Laser Users Facility, 
examined different aspects of x-ray physics. 

In parallel with the experiments, the newly UV-converted system 
was adjusted for energy balance between beams, beam alignment, 
and energy output. Energies on target were typically greater than 
2 kJ, with a maximum of 2.42 kJ. Energy variation among the beams 
was at the 5% level, with the smallest variation 3.4OIo. At times, a 
multishift operation was used to attain a shot rate of 30 to 40 per 
week in support of the thermal transport studies and the x-ray 
conversion studies. 

Many new diagnostic instruments were activated during this period, 
including four independent x-ray streak cameras. Progress was made 
toward successfully activating a time fiducial on the elliptical crystal 
streak spectrograph using a portion of the driver-line output, which 
was transported to the target chamber ahead of the main beams, 
converted to the fourth harmonic (175 nm), and directed to the 
camera via fiber optics. In collaboration with Los Alamos National 
Laboratory (LANL), progress was also made to activate the miniflex 
x-ray diode system. An experimental systems operator was added to 
streamline experimental operation of the system; this led to a sub- 
stantial increase in the shot rate. 

The facility work was completed for the 25th-beam project, and the 
periscope to elevate the GDL output beam to the OMEGA target bay 
level was installed. Installation of the 25th beam is planned for July 
and August. The AMQ oscillator project is on schedule for OMEGA 
installation in late July. 

A summary of OMEGA operations this quarter follows: 

Driver Shots 43 (11%) 
Beamline Test Shots 7 ( 2%) 
Software Tests and Failures 43 (11%) 
Target Shots 294 (76%) 

TOTAL 387 (1 00%) 
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OMEGA Uniformity Program 
It is expected that fluctuations in laser intensity over the target surface 
must be kept below a few percent to drive high-density implosions. 
Although various theoret i~al '~~ and experimentaP4 aspects of irradiation 
uniformity have been under investigation for several years, the need for 
high-quality laser-beam profiles has not been a crucial issue, as high- 
density implosions have not been possible. The 24-beam IR implosion 
experiments3 were relatively insensitive to illumination nonuniformity due 
to the smoothing action of the copious amounts of fast electrons from 
resonance absorption, but these electrons also preheated the target, 
preventing high compression. The 6-beam UV implosion experiments4 
were free of fast electrons, but they were dominated by the large 
nonuniformity inherent in the 6-beam geometry. However, the 24-beam 
UV irradiation now available on OMEGA removes a great part of this 
inherent geometrical contribution to nonuniformity, and opens the 
possibility for high-density ablative implosions if good beam quality can 
be achieved. Smooth beam profiles are possible and have been 
obtained on the GDL system2There is now a strongly increased effort to 
quantitatively assess and improve the beam quality on OMEGA. 

In order to translate the hydrodynamic uniformity requirements into 
laser beam quality requirements, we have developed a three-dimensional 
(3-D) beam superposition code. This code permits the input of two- 
dimensional (2-D), digitized images for each of the 24 beams of 
OMEGA, or for any arbitrary profile. Studies were performed to assess 
the sensitivity of target irradiation to particular types of illumination 
nonuniformity, such as noncircularity, irregularities in beam profiles, target 
misalignment, beam energy imbalance, and mispointing of beams on 
target. The output of this code yields overall rms fluctuations as well as 
the amplitudes of a spherical harmonic decomposition of the 
nonuniformity. The results can be summarized as follows: beam energy 
imbalance, mispointing, and noncircular beams all contribute to P-modes 
below P = 4. Beam profile fluctuations, on the other hand, predominantly 
contribute to modes with P 2 8. Purely geometrical effects related to 
beam overlap for the 24-beam OMEGA illumination configuration 
predominantly produce modes with P = 8-12, even for perfect beams. 

Experimentally, the capability of measuring individual beam energies 
to an accuracy of 1% has been developed, and beam energy balance 
in the 2 to 3% range is now achievable. With refinements, a 1% beam 
energy balance can be envisaged. Similarly, mispointing on target can 
easily be kept within 10 to 20 prad, which is considered adequate for 
high-density implosions. The remaining laser beam characteristic 
enhancing low-order P-modes, the beam circularity, relates mostly to 
laser alignment. As such, appropriate alignment procedures should 
bring this problem well within tolerable limits. 

With a number of uniformity issues removed, the main thrust of the 
uniformity program at LLE involves assessment and improvement of the 
individual laser beam profiles with their superposed, more or less 
random intensity fluctuations. The theoretical requirement for beam 
quallty is to approach a quadratic intensity profile with intensity 
fluctuations not exceeding 20% peak to valley.2 
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Fig. 23.1 
Image processing. (a) Array photograph with successive images attenuated by factors of 
2. (b) Denslty histogram of one of the images. Using two density histograms of the images 
in (a) we obtain film intensity response curves (D-logl) shown in (c). An intensity contour 
plot of an expanded oscillator beam is shown ln (dj. The corresponding intensity 
histogram (dE/dl vs I) as well as its integrated counterpart are shown in (e). The flat 
histogram is close to the rectangular histogram expected for a Gaussian beam. 
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In order to assess the beam quality on target accurately, we have 
re-examined laser performance by photographing the laser beams in 
the near field (at the output of the laser system), as well as In the 
equivalent target plane of an auxiliary focusing lens, with a much 
longer focal length than the actual OMEGA focusing lenses. This 
arrangement5 leads to satisfactory mapping of the on-target intensity 
distribution if the actual focusing lenses are close to d~ffraction limited. 
The quantitative analysis of these photographs involves a recently 
acquired Perkin-Elmer 2-D microdensitometer along with computer- 
ized image analysis codes. This analys~s includes a D-log1 intensity 
response conversion, contour plotting, and intensity histograms. 
Figure 23.1 illustrates the process, from taking array photographs of 
an image, to density histograms, intensity response curves (D-logl), 
contour plots, and intensity histograms. While size and symmetry 
properties can be obtained conveniently from contour plots, the 
intensity histogram (dE/dl vs I) shown in Fig. 23.l(e) frequently yields 
very useful data for the interpretation of laser-fusion experiments 
(average and peak intensities, etc.) as well as for rapid evaluation of 
the on-target irradiation nonuniformity. Since Fig. 23.1 is an image of 
the oscillator output, it approximates very closely a Gaussian profile, 
for which the intensity histogram (dE/dl vs I) is a rectangle. 

The intensity d~stribution in the target plane (quasi far field) depends 
on the intensity and phase distribution of the beam incident on the 
focusing optics. A smooth near-field beam intensity distribution, as 
shown in Fig. 23.2, IS therefore a requirement for a smooth equivalent- 
target-plane (ETP) intensity distribution. However, the detailed phase 

1 I I 
A ,  = 351 nm, 700 ps 

Distance (cm) 

F;g. 23.2 (resolution: 1.6 mm) 

Intensity contour plot of a UV near-field 
image at the output of the up-conversion 
crystal in OMEGA. 
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front distribution of this beam is very difficult to measure, and frequently 
the ETP distribution is taken instead. Figure 23.3 shows two such ETP 
contour plots with their corresponding intensity histograms. The effect of 
air turbulence is shown: one image is under normal operating conditions 
and the other has reduced turbulence. While the median intensity in the 
two images is roughly equal, the ratio of maximum to median intensity 
is approximately two times larger for the beam suffering from strong air 
turbulence. The 3-D superposition code (using the same beam profiles 
for all 24 beams of OMEGA) also showed that the rms nonuniformity for 
the poorer beam profile resulted in an rms nonuniformity over the target 
surface of roughly twice that for the case with reduced turbulence 
(o,,, = 30% and 15%, respectively). 

OMEGA, A = 351 nm, ( I  ns, I00 J nominal) 

Reduced Turbulence Strong Turbulence 
600 

600 ( I 

Distance in Target Plane (pm) ,  10 -pm Spatial Resolution 

Fig. 23.3 
Equivalent-target-ptane intensity d~str;butions for one of the OMEGA UV beams with strong and 
reduced air turbulence. The effect of reducing air turbulence is particularly evident in the histograms, 
where it leads to a peak-to-median intensity ratio that is half as large as the one for strong turbulence. 
The effect of increased turbulence manifests itself in increased intensity gradients and patchy contour 
plots. 
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Analysis of the up-conversion crystals6 also showed that many of 
them contribute significantly to the phase-front distortions on the beams, 
particularly in the form of small-scale phase gradients. Figure 23.4 is a 
demonstration of how different crystals affect the ETP intensity 
distribution of an auxiliary 351-nm alignment beam [Fig. 23.4(a)]. The 
best up-conversion cell available at LLE hardly changes the ETP 
contour plot or intensity histogram over that of the undisturbed 
alignment beam [compare Figs. 23.4(a) and 23.4(b)], while the worst 
crystal assembly leads to dramatic changes [Figs. 23.4(c) and 23.4(d)]. 
In particular, the intensity histogram shows a maximum intensity that is 
twice that of the ETP of the undisturbed al~gnment beam. Here, too, the 
3-D superposition code showed that the rms intensity fluctuations of the 
24 beams of OMEGA on the target are approximately two times worse 

I UV-CW Test Beam (AL = 351 nm) 

1 No Crystal Cell 245a Best Crystal Cell 255b Poorest Crystal Cell 255a 

j I I 

I 
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O d  
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200 400 0 200 400 0 200 400 
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Intensity (1 o ' ~  w /cm2)  

(4 

Fig. 23.4 
Effect of different up-conversion crystal cells on equivalent-target-plane intensity distributions. The ETP 
contour plot of an auxiliary cw UV alignment beam is shown in (a). The best LLE up-conversion cell 
hardly affects this distribution (b), while the worst cell strongly distorts the distr~bution (c) and increases 
the peak-to-median intensity ratio (d) by a factor of 2. 
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when the intensity distr~bution of Fig. 23.4(c) was used, as compared to 
Fig. 23.4(a) (a,,, s 10% and 5010, respect~vely). 

The results shown above suggest a near-term uniformity program that 
concentrates on problems related to air turbulence, beam propagation, 
and crystal quality. The longer-term program focuses on the intrinsic 
laser performance and its improvements. Th~s includes the implemen- 
tation on OMEGA of the recently developed holographic method for 
analyzing the phase distribution in the near field of the laser o u t p ~ t . ~  In 
addition, a low-level effort is under way to study the feasibility of using 
random phase plates8 or their equivalent to increase the average 
on-target illumination uniformity. 
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1.D Synchronization of Two Actively Mode-Locked 
and Actively Q-Switched Oscillators 

For the recently upgraded GDL laser system1 to be used as a 
synchronized x-ray backlighting source for laser-fusion experiments on 
the 24-beam OMEGA system, it has become necessary to modify the 
present active-passive mode-locked oscillators2 into synchronizable, 
actively mode-locked and Q-switched oscillators(AMQ0). The oscillator 
is based on a Lawrence Livermore National Laboratory (LLNIL) 
d e ~ i g n ; ~  the opto-mechanical elements of this oscillator, however, 
were completely redesigned to meet the particular needs of LLE? 
The application of the LLNL approach to synchronization of multiple 
oscillators was not straightforward, as the GDL and OMEGA 
oscillators are physically separated by = 75 m. In addition, the origi- 
nal rf electronics proved too sensitive to electromagnetic interference 
(EMI) to be operated reliably in our laboratory environment. Because 
of these factors, it became necessary to redesign this part of the 
oscillator. 

In this article we describe the basic  principle^,^ design criteria, and 
performance characteristics of the new rf electronics for the AMQO. 
Also discussed are novel diagnostics and synchronization data. The 
opto-mechanical design is given e l~ewhere? '~  

AMQO RF Electronics 
In the new design all low-level rf analog signal processing was 

replaced by CMOS integrated circuit technology because of its high 
noise immunity. Furthermore, advanced Schottky TTL was used 
where very high speed was required. Careful des~gn, layout, ground- 
ing, and shielding practices make this new design very resistant to 
EMI. 

There is one master rf oscillator, which provides the synchronization 
for all the oscillators and for a number of relevant timing signals. The 
rf synchronization is designed around a stable quartz crystal oscillator 
operating at 66 MHz; the repetition rate signal is obtained from 
amplitude modulation of the rf. Each one of the separate remote rf 
control and timing units then detects the leading edge of this ampli- 
tude modulation. All other timing signals are generated internally in 
the remote-control unit, using the phase of the 66-MHz rf or the 
leading edge of the modulated rf. 

One of the remote-control units is designated the master unit, to 
which all others are slaved. Th~s is a result of a pecul~arity of the 
design, since the total delay of the q-switch pulse with respect to the 
repetition rate pulse is of the order of milliseconds and its adjustability 
should be of the order of nanoseconds. (This nanosecond precision 
proved difficult and a resolution of * 1 ps was chosen instead.) 
However, if each remote unit were to generate its own q-switch pulse. 
the resulting optical pulse trains would also be afflicted by a micro- 
second jitter, making oscillator synchronization impossible. Thus, the 
q-switch pulse generated by the master control unit is routed to the 
slave units, triggering the q-switch pulses in those units with less than 
50-ps jitter. The jitter between the actual optical pulses (from different 
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oscillators) in the AMQO pulse train primarily depends on the short- 
term (ms) phase stability of the rf to the acousto-optic mode-locker. 
This short-term frequency stability has been measured to be approxi- 
mately 10 ppmlms. In addition, the remote control units contain three 
independent high-precision delay units-for triggering, for instance, 
the single-pulse switch-out electronics (Pockels cell drivers) or streak 
cameras. These delay generators have a least-count resolut~on of 16 
ns and a measured jitter of 30-40 ps between any two delay 
generators within a control unit as well as between control units. 

The concept of AMQO's separated physically by long distances and 
driven by remote rf control units with their proper rf amplifiers requires 
extraordinary amplitude and phase stability of the rf link between 
master rf oscillator and control units. To achieve a 30-ps optical pulse 
jitter between two different AMQO's, we require a phase stab~lity of 
1 mrad and an amplitude stability of 0.10/0. Given the long distances 
and the adverse environment with several OC temperature fluctua- 
tions, such stability can only be achieved through the use of very high 
quality cable6 with phase stability of 2 to 3 ppml°C instead of the 200 
to 300 ppml°C for usual coax cable. (The latter would lead to 
90 psl°C optical pulse jitter.) This special cable also has very low loss 
characteristics (1.2 dbllOO ft at 66 MHz), thus satisfying both phase 
and amplitude stab~lity requirements for the transmission of the rf 
signal to the remote-control units. 

Another major change was made in the design of the flash-lamp 
driver power supply. This power supply furnishes starting pulse, 
simmer and boost simmer current pulses, as well as the main lamp 
discharge pulse. The original design was limited to a peak current of 
40 A and required water cooling of more than 40 high-power tran- 
sistors. This power supply was redesigned using new convection- 
cooled power transistor modules instead of the water-cooled transistor 
bank. This also allowed delivery of up to 60-A peak discharge current 
in a flat-top pulse. The overall reliability of the system was also 
significantly increased by these design changes. 

AMQO Performance 
In order to better understand the data below, a brief description of 

the AMQO is necessary. Figure 23.5 shows the mechanical layout of 
the oscillator, whose overall length is = 1.2 m. The laser host is 
Nd:phosphate glass (KIGRE Q-100, 4-mm diam x 100-mm length). 
The acousto-optic modulators are fabricated in-house4 and operate at 
66 MHz (mode-locker, AOML) and 33 MHz (q-switch, AOQ). A typical 
pulse train, including prelasing, is shown in Fig. 23.6. Due to the 
relatively low gain and slope efficiency of the glass laser host as 
compared to Nd:YLF or Nd:YAG, the output energy of the oscillator is 
lim~ted to 40 - 70 pJ per single pulse. However, the output beam has 
a high-quality intensity distribution (see beam-intensity contour plot in 
Fig. 23.7) and contrast7 (2 lo5). 

The repetition rate for these oscillators is limited to 0.5 Hz due to 
the poor thermal conductivity of the glass laser host. (In fact, for 
OMEGA and GDL, the oscillators are expected to be operating at 
0.1 Hz.) 
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Fig. 23.5 
Schematic layout of the major optical components of the AMQO. (AOML: acousto-optic mode-locker; 
AOQ: acousto-optic q-switch). 
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Typical pulse train obtained with an AMQO. (a) The prelase phase, with its characteristic relaxation 
oscillations. (b) The q-switched pulse train along with the computer characterization. 
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F;g. 23.7 
intensity contour plot of the AMQO output 
beam with glass laser host. We note the 
highly symmetric profile, which has been 
shown to be Gaussian over more than two 
decades using a diode array. 

To facilitate AMQO performance evaluation we have developed a 
novel diagnostic method using a photodiode and a multichannel - 
gated integrated AID converter (LeCroy model 2249W), which is 
coupled to a PDP1112 computer. The block diagram for this setup is 
shown in Fig. 23.8. A small part of the oscillator output is incident on 
a fast photodiode (HP4202, t, s 1 ns); it is split seven ways, with 
cable delays set up between the 5 0 4  splitters in such a way that a 
"coarse" image of the pulse train can be reconstructed by the 
computer from the gated AID signals (Fig. 23.9). Each pulse train is 
analyzed by fitting a Gaussian envelope using a least-squares fitting 
routine, which yields a measure of the pulse energy at the peak of the 
train, the FWHM of the train, and the position of the peak of the train. 
After averaging, the standard deviation of the peak pos~tion yields the 
jitter of the pulse train envelope with respect to the q-switch initiation 
signal. This diagnostic has proven operationally very useful since it 
rapidly signals any malfunctioning of the osc~llator. 

Typical fluctuations of the peak and the FWHM of the pulse train 
envelope range between 1% and 3% while the jitter of the pulse train 
maximum is 15 - 20 ns for a FWHM of 350 ns. We note that the 
length of the pulse tram depends on such parameters as the pump 
power, the q-switch level, and the laser host; it is therefore very 
different for different laser materials such as glass, YLF, or YAG. 
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Fig. 23.8 
Block diagram for computerized pulse train monitor. The pulse train seen by the diode is split, delayed, 
and integrated by a LeCroy-2249W-gated, integrating analog-to-digital converter. 

Fig. 23.9 
Typical display obtained with computerized 
pulse train rnonitor. The standard deviation 
of the position of the pulse train maximum 
is also the jitter of the pulse train envelope. 
The statistics shown here are for typical 
performance of well aligned AMQO. The 
averages and standard deviation are 
obtained over 50 successive shots. 

Shot #40 rl 1 

std 
last shot average deviat~on - - 

Single pulse 5 0 p J  4 5 p J  1 O/O 

Tram energy 750 p J 728 p J 1 O/O 

FWHM 358 ns 348 ns 5 O/O 

Max. position 400 ns 41 5 ns 5 ns 

E3674 
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AMQO Synchronization 
Synchronizing two separate AMQO's requires not only rf synchro- 

nization (pulse-to-pulse synchronization) but also pulse train envelope 
synchronization, to at least 10% of the FWHM of the pulse train. The 
pulse train monitor described above permits verification and 
quantitative measurement of the envelope synchronization. For the 
pulse-to-pulse synchronization we used a streak camera in a novel 
configuration. 

The OMEGA and GDL oscillators typically operate in very different 
pulse-length regimes (OMEGA: t, = 1 ns; GDL: t, = 0.1 ns) for 
experimental reasons related to laser fusion and x-ray backlighting. 
This allows an experimental setup and pulse display on a picosecond 
streak camera as shown in Fig. 23.10, where A and B are the first 
and second pulses of the pulse train generated by the 95% etalon 
(pulse stacker) in the diagnostic beam from the short-pulse oscillator. 

Fig. 23.10 
(a) Schematic diagram for streak camera setup for jitter measurements from two oscillators with vastly 
different pulse durations. The OMA-I1 is a commercial, optical multichannel analyzer (EG&G-PAR). 
(b) Schematic display of Gaussian pulses for optimum jitter measurements. The short pulses are 
positioned close to the half-intensity points of the long pulse. 

The pulses also provide autocalibration of the time axis of the streak 
record. The pulse from the long-pulse osc~llator (C) is timed to fall in 
between A and B. The synchronization jitter between the two laser 
pulses can then be obtained from the position of the three pulses on 
successive shots. Alternatively, measuring the ratio of the peaks A 
and B also allows determination of the synchronization jitter since the 
placement of A and B at about the half-intensity points of C renders 
this ratio very sensitive to the jitter, as seen in Fig. 23.1 1. An analysis 
of a representative series of shots, using the two methods just 
described, yielded a pulse-to-pulse jitter for the long-pulse and short- 
pulse osc~llators of approximately 22 and 29 ps. 
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Fig. 23.1 1 
(a) Display of actual streak record corre- 
sponding to the setup shown in Fig. 23.10. 
(b) Dependence of the ratio R = A/B, where 
A and B are the peak intensities of the two 
short pulses in (a). The straight line in (b) 
varies only slightly in slope for varying 
relative intensities between the short and 
long pulse or their half-widths. 

The 20- to 30-ps jitter data between the two AMQO pulses are 
sufficient for synchronized OMEGAIGDL experiments. So far, we have 
not determined the source of this jitter or its ultimate limit. However, 
the present values appear to be close to the instrumental limit for 
measuring the relative timing of two pulses of vastly different pulse 
durations. On the other hand, mechanical vibrations of some AOML 
components at or below the kHz regime at amplitudes around 0.5 pm 
could also account for the 20- to 30-ps jitter. Our present experimental 
setup is not optimal in this regard and could conceivably contribute 
significantly to the present jitter measurements. 
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Section 2 
PROGRESS IN LASER FUSION 

2.A Temporal Dependence of the Mass-Ablation Rate 
in UV-Laser-Irradiated Spherical Targets 

Thermal transport in spherical targets, uniformly irradiated with multiple, 
nanosecond-duration laser beams, has been a topic of much theoretical1 
and experimental i n t e r e ~ t . ~ ~ ~  Understanding thermal transport is 
important in that it directly affects laser-induced ablation processes, which 
drive the implosion of direct-drive laser-fusion targets. The direct 
measurement of the transport of thermal energy from the absorption region 
to the ablation surface is not possible. However, the mass-ablation rate, 
m (gmlcm2-s), which is very closely related to thermal transport and is 
a measure of the depth of material penetrated by the heat front during 
the laser pulse, can be measured through a variety of diagnostics, such 
as plasma velocity and x-ray spectroscopic techniques. 

There is a growing body of experimental measurements of m, some 
of which appear to suggest that the transport of thermal energy is inhibited. 
Computer simulations of these experiments place an upper limit on the 
heat flux q,7 such that q = min (qcl, f qts), where qcl is the classical 
value, qfs is the free-streaming limit, and f is referred to as the flux limiter. 
Experiments in spherical geometry have inferred various levels of flux 
inhibition. With X = 1.05-pm laser i r rad ia t i~n ,~ .~  values range from as low 
as f = 0.06 to values in excess of the free-streaming limit. In Ref. 4, a 
low-temperature foot on the heat front was observed that cannot be 
explained with a simple flux-limited inhibition model. At X = 0.53 pc~m,~ 

a flux limiter of f > 0.1 has been inferred. In experiments at X = 0.35 
pm,6 the charge collector versus time-integrated x-ray spectroscopy 
measurements show markedly different values of m and of its scaling with 
absorbed intensity I,. 
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This broad range of inferred flux limiters from apparently similar 
experiments is difficult to reconcile. The inconsistency could be due to 
differences in experimental parameters, such as laser pulse shape and 
irradiation geometry and uniformity. Other factors, such as the shorter 
scale lengths on smaller targets and the onset of resonant absorption at 
higher intensities, will also affect thermal transport. Further, important 
consideration must be given to the influence of time-dependent effects. 
The time dependence of the mass-ablation rate and its scaling with 
absorbed intensity have been examined here using the first 6 and 12 
UV-converted beams of OMEGA, and the results have been compared 
with computer simulations. 

Computer Simulations of m 
In Fig. 23.12, we present the instantaneous mass-ablation rate during 

a pulse as a function of the instantaneous absorbed intensity (refer- 
enced to the original target diameter) as calculated by the one- 
dimensional (1-D) Lagrangian code Laser parameters were 
X = 0.351 pm, power = 2.5 TW, Gaussian pulse shape with a 600-ps 
FWHM, and tangential focusing conditions, producing an incident 
intensity I, = 5 x 1014 W/cm2 on a 404-pm-diameter target. Code simu- 
lations include ray tracing using the azimuthally averaged laser spatial 
profile, radiation transport with LTE opacities, and heat flux as the 
harmonic mean of q,, and fq,. Simulations were run for a variety of flux 
limiters ranging from f = 0.02 to f = 0.4. The case for f = 0.1 is 

Arrows denote 100-ps time intervals. 
l o6 7W-T  

Fig. 23.12 
LILAC simulation for the instantaneous 
mass-ablation rate [from Eq. (I)]  versus the 
instantaneous absorbed intensity during a 
single laser pulse, I, = 5 x 1 014 W/cm2, 
f = 0.1 on 404-pm-diameter glass targets; 
solid target (-), 6-pm-wall shell target 
(- - -). Arrows mark 100-ps time intervals 
starting at 200-ps code time, and P 
denotes the peak of the laser pulse at 773 
PS. 
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illustrated in Fig. 23.12 for a solid glass sphere and a 6-pm-thick glass 
shell target. The mass-ablation rate was calculated by following the 
progress of the 500-eV isotherm, as referenced to the original 
Lagrangian frame. 

where p is the material density, and Ar is the thickness of material 
progressively heated to 500 eV in a time AT. The 500-eV isotherm was 
chosen as a characteristic temperature for Si line emission in the 2.0- to 
2.5-keV range, which was used as a diagnostic in the experiments 
described later. The value of m(t) derived from the 300-eV or 1-keV 
isotherm is essentially the same as for the 500-eV isotherm, with peak 
values occurring marg~nally earller and later in time, respectively. This 
is characteristic of the steep classical heat front in the overdense 
material. 

The noteworthy features of the curves in Fig. 23.12 are that m does 
not have the same scaling with absorbed intensity (IA) on the rising and 
falling edges of the laser pulse and that the peak value of m is achieved 
prior to the peak values of both the incident and absorbed intensities. 
These features are even more pronounced for the glass shell compared 
to the solid target. A similar dependence of m on IA has been observed 
in simulations with other flux limiters, as well as for targets of different 
diameters and different Z. 

Our efforts to use the simulations to generate scaling laws of the form 
m a It R l  (as in Ref. l ) ,  where RA is the 500-eV isotherm radius, have 
been successful only for individual cases and then only for moving-shell : 

targets. On solid glass spheres the excursion of RA during the laser , 
pulse may range up to 30% of the ~nitial target radius, but it cannot 

I 

account for the observed decrease in m. Larger excursions are 
i 

observed for higher-intensity laser pulses (5x  I O l 5  W/cm2) and for I j 
smaller (200-pm)-diameter targets. , 

I 

I 
At h = 0.351 pm, the predominant absorption mechanism is inverse i 

bremsstrahlung in the subcritical region, and we can define an energy 
deposition radius RD as the weighted average absorption radius. 
Typically, RD lies between the critical and quarter-critical density radii, 1 
but inside the peak temperature (VT = 0) surface. Defining , 

I 

AR = RD - R, as the separation between the energy deposition and 
ablation surfaces, we find the scaling laws for glass targets 

m oc lA05 x RA1.4 x AR-Oo6 for f = 0.02 

m a lA0.65 x RA13 x AR-O3 for f = 0.04 

and rh a I A  x RA x AR-073 for f = 0.40 

The scaling at f = 0.1 is similar to that at f = 0.4. The magnitude of AR 
is partially dependent on the target size and composition. For moving- 
shell targets AR increases monotonically throughout the laser pulse, but 
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for solid spheres AR is approximately constant after the peak of the 
laser pulse. We also note that AR is proportional to the density scale 
length LD at RD - and perhaps LD is a more meaningful parameter for 
the scaling laws, as it affects energy deposition in the corona directly. 
Another factor that contributes to decreasing m is that the fraction of the 
absorbed energy deposited outs~de the VT = 0 surface increases 
during the laser pulse. 

As suggested in Ref. 1 ,  inverse bremsstrahlung leads to reduced m 
and reduced ablation pressure compared to an energy dump at critical 
density. More of the laser energy is dissipated at subcritical densities, 
flowing more directly into blowoff kinetic energy. Also, AR is larger 
because RD is larger. From Ref. 1 we note that the ablation pressure 
has a much weaker scaling with radius than m does, and our simula- 
tions do show that the pressure at the 500-eV isotherm scales with I, 
on both the leading and trailing edges of the pulse for the solid targets. 

In light of the above simulations, care must be taken when plotting ri7 
obtained from time-resolved x-ray spectroscopy versus absorbed 
intensity. Using a pulse-averaged I, will result in an underestimate in 
the value of A (I,). To avoid such problems, the time-vary~ng values of 
m should be plotted using the instantaneous value of I,. 

Experiments 
The primary diagnostic for our mass-ablation-rate measurements was 

time-resolved x-ray spectroscopy.g~10 The experiments were carried out 
using 6 and 12 UV ( h = 0.351-pm) beams of the OMEGA laser 
system at incident irradiances of I, = 1 x 1014 to 4 x  1014 W/cm2. The 
laser pulse had a Gaussian temporal profile with a 600- to 750-ps 
FWHM. Two types of targets were used in these studies. One set 
consisted of empty glass microballoons (-230-pm diameter) with a 
1 -pm-thick wall. These shells were coated with CH (1- to 8-pm thick) and 
then overcoated with a 150-a layer of Au to prov~de an initial x-ray time 
marker. The thickness of the Au layer was increased to 300 A for the 
12-beam target shots. The second set of targets were solid glass 
spheres (-200-pm diameter) coated with three layers: 1.5-pm CH, 
0.05-pm Al, and 1.5-pm CH. 

An elliptically curved PET crystal analyzer was used to disperse the 
x-ray spectrum (1.7- to 2.7-keV range) onto the slit of the x-ray streak 
camera. Spectral and temporal resolutions were EIAE - 600 and 15 ps, 
respectively. Perspective plots of the x-ray intensity from streak records 
for 6- and 12-  beam target shots, showing the Au and Si lhne emission 
and the implosion time, are presented in Fig. 23.13. The mass-ablation 
rate through the CH layers of known thickness was measured from the 
time delay between the start of the Au or Al line emission to the onset 
of the Si emission from the glass substrate. In all of the target shots 
where we could measure m, the CH layer ablated during the rising 
edge of laser pulse. Thicker CH layers (6-8 pm) did not appear to burn 
through. 
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Fig. 23.13 
Perspective plots of the x-ray intensity, as recorded by the streak camera. Correction for the 
spectrometer response function would increase the intensity on the long-wavelength side by 40%. 
(a) 150-11 Au on 4-pm CH on 1 .O-prn glass shell target. Diameter is 229 pm at I, = 2.8 x 1014 W/cm2 
with 6-beam irradiation. 
(b) 300-11 Au on 3-prn CH on 1 .O-pm glass shell target. Diameter is 289 pm at 1, =4 .2  x lOI4 W/crn2 
with 12-beam irradiation. 
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In order to construct a meaningful plot of m versus IA, we require 
knowledge of the absorbed laser intensity during the CH burn-through 
time of interest. This was inferred from careful comparisons of the streak 
data with the LILAC code simulations, since we could not measure 
directly the absorption fraction as a function of time nor relate the x-ray 
emission to the incident laser pulse. We assumed that if the overall 
predicted absorption of the laser energy agreed with the experimental 
measurement, then the code could be relied upon to predict the 
instantaneous absorbed laser ~ntensity during the pulse. Typically, a flux 
limiter of f = 0.04 was required to match the absorbed fractions. We 
also assumed that the hydrodynamic implosion time predicted by the 
code for the shell targets was correct. Knowledge of the implosion time 
allowed us to relate the x-ray emission on the streak record to the 
incident laser pulse, because the implosion of the glass shell produces 
a broad and intense spectral feature on the x-ray streak records. Th~s 
x-ray burst is characteristic of the higher temperatures and densities 
achieved during the stagnation of the glass shell and lasts - 150 ps. 
The accuracy of the implosion time was checked by calculating the 
predicted absorbed laser energy up to a time corresponding to the 
onset of the Au emission, as measured on the streak record. The 
calculated absorbed laser energy was in the range 3.0 - 5.5 J (Fig. 
23.14), which corresponds to a time window of - 80 ps. Conservatively, 
this implies a 100-ps accuracy on our timing fiducial technique. By 
including a +50-ps jitter in the streak record timing, we obtain a timing 
fiducial with 150-ps accuracy for the solid-sphere targets. 

Fig. 23.14 
Ablated mass versus absorbed energy for 
6-beam irradiation of multilayer targets. The 
total mass outside the glass substrate is 
assumed to have been ablated. Solid lines 
are LILAC simulations for the mass outside 
the 500-eV isotherm. Data points at - 4  J 
absorbed energy are for the ablation of the 
outer Au layer only. 
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In Fig. 23.15, we present the scaling of the measured mass-ablation 
rate versus the average absorbed laser intensity during the CH burn- 
through interval; IA is derived from the simulations as outlined above. 
We also include data for m for the outer CH layer on the solid targets 
where IA is derived using 3 J of absorbed energy for time zero. The 
time-resolved &beam data is in excellent agreement with the time- 
integrated measurements at IA = 7.5 x 1 013 Wlcm2, which was 
measured for a similar target diameter.6 The scaling of rh with IA for 
6-beam irradiation and I, s l O l 4  W/cm2 is in reasonable agreement 
with code predictions, although the magnitude of m is a factor of 2 
higher than that predicted for uninh~bited transport (f = 0.4). The scaling 
of m with IA derived from the time-integrated x-ray spectroscopy of Ref. 
6 is much weaker than reported here. 

Fig. 23.15 
Mass ablation rate versus absorbed 
intensity at X = 0.351 pm. Compared are 
results from this study (- - -), time-integrated 
measurements from Ref. 6, and LILAC 
simulations at f = 0.1 and f =  0.04 for the 
rising edge of the pulse. 

Part of the discrepancy in the measured and calculated values of m 
can be attributed to irradiation nonuniformities. X-ray pinhole pictures of 
the targets irradiated with 6 beams have shown large-scale x-ray 
intensity variations across the target surface." Time-resolved imaging 
of the x-ray emission from the target has also confirmed the existence 
of discrete hot spots. A detailed computation of the irradiation uniformity 
on target using measured beam proflles shows that a few percent of the 
laser energy is absorbed at an intensity greater than three times the 
average inten~i ty. '~ Given the amount of energy in the hot spots and 
the sensitivity of our diagnostic-Au emission can be detected with only 
2% of the total absorbed energy level from Fig. 23.14-the value of m 
obtained using time-resolved spectroscopy should be characteristic of 
the absorbed intensity in the hot spots. A shift of our experimental points 
in Fig. 23.15 by a factor of 3 in IA results in reasonable agreement with 
code predictions for f = 0.1. Under the assumption that the laser 
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Fig. 23.16 
Burn-through curves for CH and Au/CH on 

energy distribution on target is the same for the approximately constant 
diameter targets used in these studies, the measured scaling of m with 
IA should be valid. Similarly, the discrepancy between the measured 
and calculated values of the amount of mass ablated during the laser 
pulse in Fig. 23.1 4 can be attributed to the burn-through of only small 
areas of the CH coating generated by the hot spots in the irradiation 
pattern. 

With 12 beams, the irradiation uniformity should be improved, and we 
do observe a significant decrease in the magnitude of m (see Fig. 
23.15). Further evidence for the decrease in m with the more uniform 
12-beam irradiation are the burn-through curves presented in Fig. 23.16, 
as measured by the time-integrating channel of the x-ray spectrom- 
eter.1° Here we plot the absolute energy in the Si+ l2 1 s2 - 1 s2p and 
Si+I3 1s-3p lines as a function of CH overcoat thickness. The 300-A Au 
layer on two of the targets was assumed to have an areal mass density 
equivalent to 0.5 pm of CH, although the effective thickness of the Au 
layer is greater than this due to radiation cooling in the higher-Z 
material. The projected burn-through th~ckness of 5 5 pm of CH is much 
less than the 9 pm of CH interpolated at I, = 3 x 1014 W/cm2 from the 
6-beam data.6 This difference cannot be accounted for strictly by the 
difference in burn-through depth between shells and solids since the 
onset of the Si emission for our data occurs before the peak of the laser 
pulse, where the differences in m are small. 

1 2 3 4 5  

CH Layer Thickness (pm) 

glass targets with 12-beam irradiation at 
I, = 4 x 1 0'4 W/cmi for SI Hecu(x1 and SI 
Hd(o1 x-ray resonance lines 
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Although we do not have any direct measurements of the mass- 
ablation rate on the trailing edge of the laser pulse, we do not observe 
any Si line emission on the streak records for the 6-beam shots on 
targets with 6- and 8-pm-thick overcoats of CH. This is consistent with 
the predicted decrease in that starts before the peak of the laser 
pulse, as illustrated in Fig. 23.1 2. Using the timing fiducial method 
outlined above, we estimate that the onset of the Si line emission for a 
target with a 4-pm CH overcoat occurs - 50 ps before the peak of the 
laser pulse. If there had been a symmetric scaling of m with lA on the 
leading and trailing edges of the pulse, we should have observed the 
Si line emission from the targets with the thicker CH coatings. In 
addition, if we extrapolate the experimental data in Fig. 23.14 to the 
mass of these CH layers, the absorbed laser energy on these target 
shots was sufficient to produce some Si line emission. 

Consideration must also be given to the probability of lateral thermal 
smoothing of the hot spots in the intensity distribution on the target, 
which appear to dominate the burn-through and m measurements with 
6-beam irradiation. The amount of smooth~ng depends on the fractional 
separation distance ARIR,, where R, is the target radius.I3 For the 
imploding targets used in this study, the value of ARIR, is -0.2 by the 
peak of the laser pulse. A value of -0.3 is predicted by the peak of the 
laser pulse for the 90-pm-diameter targets irradiated at lo i5 W/cm2 in 
Ref. 6. It is suggested that the lower scaling of m with I, in Ref. 6 is the 
result of thermal smoothing. This smoothing decreases the magnitude of 
m to a level more characteristic of the average intensity on target. 

Conclusions 
The measurement of the mass-ablation rate in spherical geometry with 

short-wavelength lasers is influenced significantly by time-dependent 
effects during the laser pulse. The transport of thermal energy, and 
therefore m, is affected by the increasing separation between the energy 
deposition and ablation surfaces. Irradiation nonuniformities also have a 
significant effect on mass-ablation-rate measurements using x-ray 
spectroscopy, as the burn-through seems to be dominated by hot spots. 
Our experimental measurements of m are in agreement with code 
predictions for the scaling of m with IA on the rising edge of the laser 
pulse, as shown in Fig. 23.15; only indirect evidence is presented for 
lower values of m on the trailing edge of the laser pulse. 
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2.B Short-Wavelength, Single-Shell, 
Direct-Drive Pellet Designs 

The response of direct-drive targets to irradiation nonuniformity has been 
investigated for reactor-size targets with laser-driver energies between 
1 MJ and 10 MJ. One-dimensional hydrodynamics calculations were 
performed to examine the scaling of energy production for targets 
consistent with specific constraints on aspect ratio (for hydrodynamic 
stab~l~ty) and on peak laser irradiation (to minimize plasma instabilities). 
Two-dimensional hydrodynamic simulations were performed to 
investigate the effects on target performance produced by irradiation 
nonuniformities from the multiple overlapping laser beams. These 
calculations concentrated on the effects of the longer-wavelength 
nonuniformities (spherical harmonic modes P I 8) characteristic of 
energy imbalance between beams, beam mispointing, and nonideal 
beam shapes. Shorter-wavelength nonuniformities are presently under 
investigation; they can create shell deformations that will be amplified 
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substantially due to the Rayleigh-Taylor in~tabi1ity.l.~ Constraints 
imposed by unstable growth have been applied in determining pellet 
designs with acceptable aspect ratios (shell radius divided by shell 
thickness). Generically, the targets considered for this study were single- 
shell pellets consisting of a low-Z ablator material (CH,), a cryogenic 
DT fuel layer and an inner region of DT vapor determined by the initial 
temperature of the cryogenic fuel (Fig. 23.17). The laser irradiation was 
a shaped, KrF (250-nm) pulse in the energy range of 1-10 MJ (Fig. 
23.18). 

Fig. 23.17 
1.6-MJ, angle-shell target. 

The issue of irradiation nonuniformity from multiple overlapping beams 
must be addressed for any direct-drive reactor system and pellet design 
~ t u d y . ~ - ~  Typically, it is believed that variations in energy deposition on 
target should be less than - 1% rmsg,10 to prevent severe degradation 
of pellet performance due to shell deformation and subsequent core 
disruption. Simulations have shown that high irradiation uniformity can 
be obtained for direct-drive systems, using typical reactor focusing 
optics, by proper attention to the number and placement of individual 
beams1 and by focusing each beam such that it initially irradiates 
approximately a complete hemisphere. (With the use of such highly non- 
normal laser irradiation a ray-trace algorithm12 must be used to treat 
both the refraction of the incident laser light and deposition of laser 
energy in the plasma atmosphere. Changes in the critical-surface 
position and plasma-atmosphere size during the implosion result in 
changes in the illumination uniformity pattern, both in magnitude and 
shape, throughout the laser pulse.) 
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Fig. 23.7 8 
Time-tailored laser pulse used for the 
1.6- MJ design. 

One-Dimensional Results 
The 1-D pellet designs were carried out using the University of 

Rochester's hydrocode LILAC. LILAC contains Lagrangian hydro- 
dynamics, tabular equation-of-state (SESAME13) thermonuclear burn, 
multigroup fusion product transport, and multifrequency-group radiation 
transport. The opacities used in the radiation transport calculation were 
obtained from reducing 2000 frequency group LTE LANL Astrophysical 
Library14 tables to a desired group structure (-50 groups are used in 
most LILAC simulations). Laser deposition is done using a geometrical 
optics ray-trace1* algorithm with energy deposition by inverse 
bremsstrahlung along each ray path. Flux limitahon of electron thermal 
transport15 is incorporated as a harmonic mean with the Spitzer-Harm 
electron thermal conductivity. [For all of the simulations presented in this 
report, the value of the flux limiter (f) was set to 0.04, with the maximum 
permitted heat flux given by q,,, = fnekT(kT/me)1'2.] 

Some of the constraints imposed upon the designs are discussed 
below. 

1. In-Flight Aspect Ratio 
The in-flight aspect ratio is considered to be a measure of a target's 

ability to withstand shell breakup due to the Rayleigh-Taylor 
i n ~ t a b i l i t y . l - ~ > ' ~  The definition17 of the in-fl~ght aspect ratio A(t) is given 
by A(t) = R(~)/AR(~) where R(t) and AR(t) are a characteristic shell radius 
and thickness at time t. The value of AR(t) is found by first determining 
the radial location and value of the peak material density in the pellet. 
Next the radial locations are found both ahead and behind the peak 
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where the density is one e-folding below the maximum. The distance 
between the two locations defines AR(t), and R(t) is the average of the 
locations. One-dimensional simulations have shown that this definition 
accounts for - 75% of the imploding shell mass. This region represents 
the material that acts as the cold fuel layer and pusher surrounding the 
"spark-plug" region of the target. The effect of the Rayleigh-Taylor 
instability on the material identified by the above method is critical to 
target performance. The in-flight aspect ratio serves only as a guideline 
by which 1-D pellet designs can be judged as conservative or 
optimistic, until multidimensional calculations are available. 

2. Convergence Ratio 
Two convergence ratios have been considered in designing the 

single-shell pellets. The first is simply the initial radius of the DT fuel- 
pusher interface divided by the minimum radius obtained for that 
interface during the implosion. (If this interface is ablated during the 
implosion, we take the minimum radius to be that of the outermost 
unablated DT zone.) This definition serves as a measure of the 
approximate distance the ablator travels during the implosion and is 
used to estimate the number of possible e-foldings an infinitesimal 
perturbation would experience. 

A second convergence ratio is defined to characterize the spark-plug 
region, which ignites the bulk of the thermonuclear fuel mass. 
Hydrodynamic simulations show that the spark plug for these pellets is 
primarily composed of the material from the initial low-density vapor 
region of the pellet. Thus, the spark-plug convergence ratio is defined 
as the initial radius of the interface between the gas and the cryogenic 
layer divided by the radial location of this interface at the time of ignition. 
The spark-plug convergence ratio is used in conjunction with the size of 
the spark-plug region at the time of ignition to estimate the possible 
effects of instability during the deceleration phase of the implosion. 

3. Laser lrradiance 
To prevent the generation of energetic electrons from plasma 

p r o c e s s e ~ , ~ ~ ~ ~ ~  the peak laser irradiance was kept below a few times 
1015 W/cm2 at the critical surface. The peak irradiance levels were 
reached only near the end of the laser pulse. Since reactor-size 
plasma scale lengths have not yet been investigated in the laboratory, 
the possible effects of plasma phenomena at high laser intensities are 
not well understood. 

4. Illumination Uniformity 
 calculation^^^ for direct-drive illumination uniformity have examined 

different laser configurations containing up to 96 beams. Typically, for 
all configurations considered, optimal uniformity is obtained at a focal 
distance - 0.9 times the distance for tangential focus (as measured 
from the target center). Tangential focus is defined as the focal position 
where a beam subtends an entire target hemisphere; it is at a distance 
of 2 x f # x  R, where f# is the f-number of the final optical element and R 
is the target radius. As the target radius (or more correctly, the critical- 
density radius) decreases during the implosion, the amount of the target 
subtending each beam will change, resulting in a change in uniformity. 
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The strategy used here was to focus initially at the point of optimum 
uniformity. As focusing conditions deviate from optimum during the 
implosion, the irradiation nonuniformity will increase, but so will the size 
of the plasma atmosphere surrounding the target, permitting smoothing 
of some nonuniformit~es in energy deposition by thermal conduction. 
(For a system with more than - 60 beams, the increase in non- 
uniformity during the implosion was found to be relatively small). For all 
the 1-D designs cons~dered here, fl20 optics was used in the ray-trace 
algorithm with the initial focal position at 36 times the target radius. 

5. Target Fabrication 
It must be noted that all of the pellet designs considered here are not 

cons~stent with current target fabrication technology. The large DT, gas- 
fill pressure that would exist at room temperature inside the ablator shell 
exceeds present fabrication limits. (Present technology is limited to 
approximately 100 atm, while targets considered here contain nearly 
600 atm of DT at room temperature.) 

A summary of the target design characteristics for targets at 1.6 MJ 
and 4.1 MJ is shown in Table 23.1. Both cases use the generic target 
and pulse shape of Figs. 23.17 and 23.18. (The 4.1-MJ design is a 
scaled-up version of the 1.6-MJ design-i.e., larger target and longer 
pulse.) The variation in pellet gains with incident laser energy for the 
single-shell, I -D designs considered in this study is shown in Fig. 23.19. 
[The shaded band about the central line indicates the changes that 
were observed by varying the value of the flux limiter (f) between 0.03 

Table 23.1 and 0.06.1 No attempt was made to adjust target parameters to optimize 
Target design characteristics and results. the gain when the flux limiter was changed. From Fig. 23.19 it can be I 

Target Design Characteristics and Results 

1.6 MJ 4.1 MJ 

Energy Supplied 1.57 MJ 4.09 MJ 

Energy Absorbed 1.26 MJ 3.51 MJ 

Absorption Fraction 0.80 0.86 

Peak Laser Intensity 1.1 x1015 W/cm2 1.8x1015 Wlcm2 

Peak Laser Power 600 TW 800 TW 

Hydrodynamic Efficiency 10% 10% 

Peak Fuel Mass-Averaged 
Implosion Velocity 

Peak Fuel < p R  > 
Convergence Ratio 

Convergence Ratio 

In-Fl~ght Aspect Ratio 
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Fig. 23.19 
Energy gain versus incident KrF laser 
energy for single-shell, direct-drive pellet 
designs. 

seen that the pellet gain levels off to - 120 for incident energies above 
-4.0 MJ. 

In order to estimate the effect of mixing between the plastic pusher 
and the igniting DT during shell deceleration and burn, we have applied 
a free-fall argument. By extrapolating the trajectory of the plastic fuel 
interface to 80% of the minimum fuel core radius, a time is estimated 
that corresponds to the time at which half the fuel mass would be mixed 
with ablator material. Thermonuclear (TN) yield that would accrue after 
this time is ignored in the calculation. The result of this estimate is that 
98% of the TN yield is released before the plastic mixes with half the 
fuel mass. This may, however, still overestimate the yield. Pellets of this 
generic type (i.e., a large thickness of cryogenic DT and a thin ablator 
layer) effectively use the outer region of the fuel as the pusher during 
final core assembly. Most, if not all, of the plastic has been ablated once 
the burn has begun. Therefore, the more important questions with 
respect to mixing and possible TN yield reduction for these pellets are 
(1) the unknown effects of cold DT mixing with hot DT during the spark- 
plug formation, and (2) bulk mixing of DT and its effect on pellet per- 
formance once the burn wave has begun to propagate outward from 
the spark reglon. 
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Two-Dimensional Results 

The above results have assumed uniform laser irradiation. For multiple 
beam overlap, there will be some nonuniformities in irradiation. If large 
enough, they can lead to a distorted compressed core and a reduced 
target gain. The effects of long-wavelength nonuniformities ( P = 2,4,8) 
have been calculated for the 1.6-MJ design. Modes P = 2 and P = 4 
are generally produced by beam energy imbalance and beam mis- 
pointing. The P = 8 mode is characteristic of the nonuniformity 
produced in beam overlap by 24-32 beams (even assuming perfectly 
smooth laser  profile^).^ Nonuniformities in temperature produced by 
these long-wavelength modes are not expected to be significantly 
attenuated by thermal smoothing within the target atmosphere and, 
therefore, will distort the target drive during the entire time of irradiation. 
Shorter-wavelength nonuniformities can be smoothed by thermal 
conduction once an adequate plasma atmosphere has been estab- 
lished. However, the distortion produced prior to that time will continue 
to grow exponentially during acceleration and deceleration of the target 
shell due to the Rayleigh-Taylor instability. 

The effects of nonuniformities were examined using the University of 
Rochester's 2-D (R-Z) Lagrangian hydrodynamics code ORCHID. The 
laser nonuniformity was appl~ed as a single Legendre mode (P) with 
varying amplitudes: peak-to-valley amplitudes of 2% and 4% for the 
P = 2 and 4 cases, and ampl~tudes of 1% and 2% peak to valley for 
the P = 8 case. 

Characteristic results are presented here for an P = 4 nonuniformity, 
imposed with peak irradiation on the pole (Z-axis). The time history of 
the spark-plug formation, ignition, and subsequent burn for the 2% 
peak-to-valley (a,,, = 0.65%) case is shown in Figs. 23.20 through 
23.22. Figure 23.20 displays density contours in g/cm3; Fig. 23.21 
shows ion temperature contours in eV; and Fig. 23.22 displays the 
velocity vectors showing the fluid motion at four different times. The 
spark-plug region is forming in the two upper frames of all three figures. 
In the upper right-hand frame of Fig. 23.22, the material that was initially 
in the cryogenic DT layer has ignited as indicated by the region of 
rapidly diverging velocity vectors. 

Ignition and thermonuclear burn in these targets proceeds in the 
following manner. As the implosion reaches the core-assembly phase, 
the ion temperature in the gas begins to rise due to both PdV work and 
shock heating. The particles emitted from the gas region initially begin 
to deposit energy throughout the main fuel layer due to the low <pR> 
at this time. As the main fuel body continues to implode, a point is 
reached where the <pR> rises to values large enough to stop most of 
the a particles within a short distance into this region. This is the point 
we refer to as ignition for the pellet designs identified in this study. The 
ion temperature and <pR> in the gas region at this time are of the 
order of 10 keV and -0.1 glcm? respectively. In the region where 
most of the a particles are stopped, the ion temperature is -2.75 keV 
while the <pR> is -0.55 glcm? as measured from the target center. 
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Time = 24.49 ns 
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Time = 24.50 ns 

Time = 24.53 ns 
50 r - - 1  

Time = 24.55 ns 

Fig. 23.20 
Density contours (glcm3) at various times for the P = 4, 2% peak-to-valley, 1.6-MJ implosion. 
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Fig. 23.22 
Velocity vectors at various times for the f = 4, 2% peak-to-valley, 1.6-MJ implosion 

At the time of core assembly and burn, the < p R >  of the core was 
found to be reversed in phase from the applied illumination perturbation. 
Figure 23.23 displays < p R >  versus polar angle (Z axis equals 0.0'). 
The left-hand frame of Fig. 23.23 shows the < p R >  before final core 
assembly. Note that the <pR> phase is that of the applied illumination. 
The middle frame shows that the phase of the < p R >  is beginning to 
change as the spark plug is forming, and the right-hand frame is at the 
time near peak < p R >  where the reversal in the applied perturbation 
amplitude is clearly evident. This reversal begins before the shell 
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Time = 20.24 ns Time = 22.00 ns 

0.01 10 1 I I I ' 0.01 664- 
0 20 40 60 80 0 20 40 60 80 

Polar Angle 8 (degrees) Polar Angle 8 (degrees) 

TC1707 

Polar Angle 8 (degrees) 

Fig. 23.23 decelerates and is due to an azimuthal pressure generated by the 
Fuel < p R >  (g/cm2) versus polar angle at convergence of the distorted shell. During deceleration, a combination 
various times for the = 4 .  2% peak-to- of jetting due to the azimuthal pressure generation and Rayleigh-Taylor 
valley, 7.6-MJ implosion. unstable growth is responsible for the development of the perturbation 

near the interface between the gas and cryogenic DT layers seen in Fig. 
23.20. The temperature profiles during the core assembly phase also 
follow the density perturbation early in time (upper two frames, Fig. 
23.21). However, once the pellet ignites, the combination of a-particle 
energy deposition and thermal transport acts to smooth variations in the 
temperature profiles in the pellet core resulting in a relatively radially 
propagating burn front. 

A summary of the growth of the deformation is shown in Fig. 23.24. 
Plotted is the maximum-minus-minimum radial location (AR,,,,,,) of the 
Lagrangian interface between the gas region and the cryogenic DT 
layer versus the average radius (R) of that interface, for the P = 4, 4% 
peak-to-valley case. When the average interface location reaches 150 
pm, the phase of the perturbation begins to change, resulting in a 
reduction of AR,,,,,,. However, below - 75 pm, the perturbation 
amplitude of this surface grows rapidly, until (AR,,,.,,,/~) is of the 
order of unity (see Fig. 23.25). 

The 2%, P = 4 nonuniformity caused an 8% reduction in target gain. 
When the illumination perturbation amplitude was increased to 4% peak 
to valley (a,,, = 1.25%), the pellet failed to ignite. The increased 
perturbation caused a large quantity of colder DT to be forced into the 
spark-plug region, thereby (1) cool~ng the spark plug by conduction and 
(2) converting its internal energy into kinetic energy as it moved out of 
the way of the incoming colder fuel. This can be seen in Fig. 23.25, 
which shows a comparison of the P = 4, 2% and 4% peak-to-valley 
cases at the time of ignition. (The shaded regions on the grid plots 
represent the initial low-density fill-gas material.) The larger disruption of 
the spark-plug region is clearly evident for the 4% peak-to-valley case. 
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Fig. 23.24 
Max~mum-minus-minimum radius of the 
gas-solid interface versus radius for the 
P = 4, 4% peak-to-valley case. 

A summary of the degradation in target gain with increased irradiation 
nonuniformity is shown in Fig. 23.26 for the three modes considered. 
This amount of degradation is not a general result for direct-drive 
targets, but represents the performance of only a single design. In 
particular, analysis of the failure of the 4010, P = 4 case suggests that a 
substantial target gain would have occurred for a small increase in laser 
energy. The general trend is that the shorter modes are the most 
dangerous, and that any thermal smoothing of the nonuniformity that 
might have occurred is compensated for by Rayleigh-Taylor growth in 
the target. 

Future Work 
One possible method of reducing the sensitivity of these types of 

pellets to irradiation nonuniformities would be to decrease the spark-plug 
convergence ratio. As an example, Fig. 23.27 displays the spark-plug 
convergence ratio and pellet-gain versus the DT gas density (which is 
determined by the DT-layer initial temperature) for the 1.6-MJ design. 
IVote that the spark-plug convergence ratio can be halved without 
reducing the pellet gain for this design. The response to irradiation 
nonuniformities of targets with the lower spark-plug convergence ratio is 
presently under investigat~on. 

A second area requiring further examination is the effect of the 
Rayleigh-Taylor instability on imploding shells. Due to resolution 
limitations, such simulations will have to be performed using "conical" 
sections, with a slip surface between 0 = O0 and 90°. These runs 
cannot be taken to final core implosion due to incorrect boundary 
conditions about the slip surface. However, these simulations will 
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Fig. 23.25 
Spark-plug region at the time of "ignition" for two P = 4 cases: one with a 2% peak-to-valley imposed 
irradiation nonuniformity and the other with a 4% nonuniformity. 

address the effects of short-wavelength Rayleigh-Taylor unstable growth 
on the shell (pusher) during the rapid acceleration phase of the 
implosion, before the effects of spherical convergence become 
important. These studies will also help to determine more accurate 
hydrodynamic limitations, which will be used in the examination of 1-D 
pellet designs. 
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Fig. 23.26 
Yield reduction versus illumination pertur- 
bation for the 7.6-MJ pellet designs. 

Fig. 23.27 
Pellet convergence ratio and pellet gain at 
the time of ignition versus DT gas-fill den- 
sity for 7.6-MJ pellet designs. 
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Work is also under way to examine methods of reducing the in-flight 
aspect ratios of the 1-D designs identified in this study. A reduction in 
the in-flight aspect ratio will be beneficial when considering the effects 
of short-wavelength, Rayleigh-Taylor unstable growth. However, even 
with reductions in the in-flight aspect ratio, the effects of long-wavelength 
perturbations of the order of ! 5 12 will still be important. Their "feed- 
through" to the inner surface of the shell will not be greatly reduced by 
decreases in the in-flight aspect ratio; their effect on the final core 
assembly and pellet performance may remain essentially unchanged 
even if the in-flight aspect ratio is reduced by factors of 2. 
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2.C Stimulated Raman Scattering in a Collisional 
Homogeneous Plasma 

In the last two decades, the coherent nonlinear interaction of three coupled 
waves has received considerable attention. It occurs in the process of 
stimulated Raman scattering (SRS) in the plasma corona that surrounds 
the fuel pellet in laser-fusion experiments. In this process an incident light 
wave decays into a Langmuir wave and a scattered light wave. It is 
important to calculate the amplitudes of the daughter waves for two 
reasons. First, light energy that is scattered away from the pellet can no 
longer assist in the ablation process. Second, the breaking of the Langmuir 
wave generates hot electrons, which can preheat the fuel and thereby 
reduce the amount of compression. 

The standard approach to this problem is to derive evolution equations 
for the amplitude of each wave, which can then be solved in a variety of 
ways. For instance, in cases in which the wave amplitudes depend on both 
space and time, one could use the Inverse Scattering Transform.' In 
temporal problems, the solutions are assumed to be homogeneous in 
space, and the problem reduces to that of three coupled simple harmonic 
oscillators whose natural frequency w, depends parametrically on the 
wavenumber k,. Spatial problems typically involve a constant-amplitude 
pump wave impinging on a medium which may be finite or semi-infinite 
in length. One then solves a two-point boundary value problem to 
determine the steady-state amplitude of each wave. 

Here, we consider the temporal problem for SRS in a collisional homo- 
geneous plasma. The electromagnetic waves are collisionally damped 
while the plasma wave is affected by collisions and a phenomenological 
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term representing Landau damping. This problem, with a different 
damping coefficient for each wave, has previously been thought intractable 
by analytic means2 In this article, we formulate a slightly different problem 
by introducing a driving term into the pump equation. This balances the 
energy lost by dissipation and permits a steady, spatially uniform oscillation 
of the pump wave. However, this equilibrium is unstable since the amplitude 
of the pump wave is above its SRS threshold value. Energy is therefore 
exchanged between the waves until a new and stable equilibrium condition 
is reached. Previ~usly,~ we calculated the steady-state amplitude of each 
wave when the system was only marginally unstable. Here, the calculation 
is extended to include the highly unstable regime. 

The governing equations for SRS assume their simplest form when 
written in terms of the action amplitude of each wave. The square of the 
action amplitude, namely the action density, is defined to be the energy 
density of each wave divided by its natural frequency, which is 
proportional to the number density of quanta present in each wave field. 
The resulting simplification of the basic equations reflects the fact that 
physically, SRS is the decay (and recomb~nation) of an incident pump 
photon into a scattered photon and a plasmon. The governing 
equations are 

a + v2) A, = - icA,A:exp( - i6t), 
(at 

a + v3) A3 = - icAIA:exp(- itit), 
(at 

where 

is the frequency mismatch, and the subscripts 1, 2, and 3 refer to the 
incident pump wave, the scattered electromagnetic wave, and the 
plasma wave, respectively. We see that the exchange of energy, made 
possible by the terms that are quadratic in the wave amplitudes, is 
modified by the effects of damping and frequency mismatch. Explicit 
expressions for the coupling constant c, and the damping rates v,, can 
be found in Ref. 1. The initial amplitude of the pump wave is equal to 
A1(0), while the daughter waves initially have noise-level amplitudes. 

A standard linear analysis of Eqs. (1 a)-(1 c) shows that the threshold 
ampl~tude of the pump, denoted by Ale, is given by 

where r = 61(v2 + v3) is the mismatch ratio. When the pump amplitude 
exceeds its threshold value, the daughter waves grow exponentially in 
time. The linear growth rate y is equal to the root of 
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which has the largest real part. Eventually, nonlinear effects become 
important and modify the temporal evolution of the system. 

Let us now examine the nonlinear interaction. In the absence of 
damping, Eqs. (la)-(lc) yield periodic solutions which can be 
expressed in closed form, in terms of elliptic functions4 There is there- 
fore a periodic exchange of energy between the pump wave and its 
daughter waves, as shown in Fig. 23.28. In this and subsequent figures, 
we have measured time in units of Q-l, where Q is a naturally occur- 
ring frequency parameter of the order of up. An explicit expression for 
Q is given in Ref. 1. The peak energy of the backscattered wave, which 
we denote by EPp, is related to the initial energy contained in the pump 
wave by the familiar Manley-Rowe relationship E2plu2 = E1(0)/ul. 

Fig. 23.28 
Action density of each mode as a function 
of time, in units of mnve2/2w,. We have 
taken v,/c = 0.040, vl = v2 = vs = 0, 
and set the mismatch ratio equal to zero. 
The solid line represents mode 1,  the dot- 
dash line represents mode 2, and the 
broken line represents mode 3. 

A more realistic case, however, is to be found in a collisionless 
plasma where the two electromagnetic waves are undamped and the 
Langmuir wave is Landau damped. In this case, the governing 
equations can easily be reduced to a single equation that describes a 
damped nonlinear o~ci l la tor .~ This is readily solved to determine the 
temporal behavior of the system. Our results are plotted in Fig. 23.29, 
in complete agreement with those of Fuchs and B e a ~ d r y , ~  and Hiob 
and Barnard.6 However, our interpretation differs from that of Hiob and 
Barnard. During the first half-cycle (t < 110 Q-I), the pump wave 
transfers action to the daughter waves. In the terminology of quantum 
field theory, one pump photon decays into a scattered photon and a 



I PROGRESS IN LASER FUSION 

Fig. 23.29 
Action density of each mode as a function 
of time, in units of mnve2/2wp. We have 
taken v,/c = 0.040, v l  = v2 = 0, v3 = 

0.020Q, and set the mismatch ratio equal 
to zero. The solid line represents mode 1, 
the dot-dash line represents mode 2, and 
the broken line represents mode 3. 

plasmon. Because damping acts continually on the plasma wave, at 
time t = 110 Q-I the action density of the plasma wave is less than 
that of the scattered electromagnetic wave. Consequently, during the 
second half-cycle, when a scattered photon and a plasmon recombine 
to create a pump photon, we run out of plasmons before the action 
density of the pump can be restored to its initial value. Thus, in each 
complete cycle, action is irreversibly transferred to the scattered light 
wave. As time increases, the plasmon action density tends to zero and 
no recombination can take place. Hence, the system tends to the 
steady state E, = E3 = 0, E2 = ( w ~ / w ~ )  El (0), as shown in the figure. 
The steady-state reflectivity, which is defined to be the ratio of the final 
energy density of mode 2 to the initial energy density of mode 1, is 
simply 

It is interesting to note that although the time taken to reach the final 
state depends on v,, the reflectivity is independent of it. 

The most general case, in which all three waves are damped arbi- 
trarily, occurs in a collisional plasma. It has been shown that a complete 
analytic solution to this problem cannot be obtained in terms of known 
functions2 However, Eqs. (1 a)-(1 c) can, of course, be integrated 
numerically. The result of one such integration is shown in Fig. 23.30. 
It can be seen that after some transient oscillatory behavior, the system 
tends asymptotically to a nonlinear steady state. This steady state can 
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Fig. 23.30 
Action density of each mode as a function 
of time, in units of mnve2/2w,. We have 
taken ve/c = 0.040, V I  = vz = 0.005Q, 
v3 = 0.020 Q, and set the mismatch ratio 
equal to zero. The solid line represents 
mode 1,  the dot-dash line represents mode 
2, and the broken line represents mode 3. 
I/l[h = 4. 

be determined analytically. After some algebra, Eqs. (1 a)-(1 c) yield the 
following expressions for the action density of each wave: 

where m is the factor by which the initial pump amplitude exceeds its 
threshold value [i.e., A,(O) = mAlo]. The interpretation of these results 
is straightforward. 

0 250 500 750 1000 1250 1500 

Time (n- '  ) 

From Eq. ( la),  we see that the beating of the two daughter waves 
gives rise to an electric field at the pump frequency. When 6 is equal to 
zero, the self-generated field is out of phase with the pump field by 
exactly a radians, so its effect is to decrease the net field at the driving 
frequency. A nonlinear steady state cannot occur unless the pump 
amplitude is equal to its threshold value. This determines the strength of 
the self-generated field, which in turn determines the amplitude of each 
daughter wave. When 6 is nonzero, in addition to being depleted, the 
pump wave is subject to a nonlinear phase shift that further inhibits the 
transfer of energy to the daughter waves. In Fig. 23.31 we have plotted 
the action density of mode 2 as a function of m, for several values of the 
mismatch ratio. 



PROGRESS IN LASER FUSION 

Fig. 23.3 1 
Steady-state action density of mode 2 as a 
function of m, in multiples of (vl/v2) IAloJ2. 
Results are shown for several values of the 
mismatch ratio r. 

The relationship between the final action densities of modes 2 and 3 
is also easily explained. In this three-wave interaction, plasmons and 
scattered photons are created in pairs. In steady state, the loss of each 
due to damping must therefore occur at the same rate. Hence 
2v2)A,l2 = 2v3(A3 1 2 ,  which is just Eq. (5c). 

Rewriting Eq. (5b) in terms of energy densities, we obtain the 
following expression for the reflection coefficient. This is again defined 
to be the ratio of the final energy density of the scattered electro- 
magnetic wave to the initial energy density of the pump wave. 

This is shown in Fig. 23.32. Notice how the reflection coefficient reaches 
a maximum, as a function of increasing initial pump intensity, and 
decreases thereafter. This type of behavior has recently been observed 
in long-plasma-scale-length experiments performed by Herbst et a/.' 
A quantitative comparison of our theoretical predictions with experi- 
mental results is now under way. 

An important feature of Eq. (6) is its sensitivity to the threshold 
amplitude of the pump. Thus, any mechanism that alters the threshold 
can change the steady-state reflectivity. One such mechanism is the 
breaking of the electron plasma wave, which gives rise to a hot-electron 
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tail on the electron distr~bution function. This augments the cold Landau 
damping by an amount 

In some cases, Y, can be of comparable magnitude to max (v,,, vLc). One 
must then work with a self-consistent threshold that is itself a function of the 
incident laser intensity. Offenberger et have shown that this can 
significantly affect the reflectivity. In general, the reflectivity will be reduced. 

Fig. 23.32 
Steady-state reflectivity of the plasma as a 
function of incident laser intensity, in multi- 
ples of (wpv~/u,vp). Results are shown for 
several values of the mismatch ratio r. 

In summary, SRS was considered in a homogeneous plasma, with all 
three waves damped. The nonlinear saturation of the instability was 
examined for incident pump amplitudes well in excess of threshold. A 
nonlinear steady state cannot occur until the pump field is reduced to 
its threshold amplitude. This determines the magnitude of the self- 
generated field at the pump frequency, which in turn determines the 
saturated amplitude of each daughter wave. The resultant reflection 
coefficient differs from a previous calculation5 in that it reaches a 
maximum, as a function of increasing initial pump intensity, and 
decreases thereafter. This type of behavior has recently been observed 
in experiments conducted with long-scale-length plasmas. 
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Section 3 
ADVANCED TECHNOLOGY 
DEVELOPMENTS 

3.A Measuring Chemically Induced Optical 
Degradation in Dielectric Thin Films 

Plasma-induced etching of dielectric thin films is widely used in ~ntegrated- 
circuit preparation technology. It normally involves the interaction of gas 
discharge species with a thin-film surface in order to produce volat~le 
reaction products. The ultimate goal is to etch through a frlm in a spatially 
selective manner and to thereby generate a desired pattern. This process 
also occurs unintentionally in the technology related to excimer lasers and 
fusion reactors. Unintentional etching effects are encountered when 
dielectric thin films, whose purpose is to establish an optical-interference 
multilayer stack, are exposed to electrons and ions from the excitat~on 
region of excimer gas-lasers. In the same vein, optical coatings that are 
part of laser-based, nuclear-fuel-reprocessing safeguard monitors and are 
in direct contact with streams of UF6 are subject to etching. 

While it IS not difficult to suspect the performance degradation of a laser 
or of an optical component following such etching, it is difficult to 
understand the complexity of physical and chemical surface processes 
involved in this interaction. In spite of the pioneering efforts by Kay, Winters, 
Coburn, and Chuang,' who systematically ordered etching processes 
pertinent to plasma-assisted, integrated-circuit etching environments, little 
is known about the strictly optical consequences of such etching in optical 
thin films. This report discusses a first attempt to study the opt~cal 
consequences of dry etching on a simple model system. 

This work explores to what extent the absorption (at a certain wavelength) 
and the thermomechan~cal properties of a thin film change in response 
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to a corrosive attack. This information is pivotal ~f one is to predict the optical 
damage susceptibility of a thin film when that film becomes part of a high- 
energy excimer laser cavity and is subject to chemical degradation. 
Damage of a film is understood here as local, permanent lattice disruption 
caused by rapid heating and local plasma formation by an incident laser 
pulse within the film. A prediction of damage susceptiblity must therefore 
be based on observations of local absorbance, i.e., energy deposition from 
the laser, and local thermal conductance that is responsible for the rate 
at which this heat is dissipated. Photothermal displacement spectroscopy 
is a convenient experimental tool for gathering this information. We present 
here maps of etched and nonetched thin-film samples, taken by the 
photothermal displacement method. 

The general principles of the photothermal displacement (PTD) 
technique have been outlined e l s e ~ h e r e . ~  The particular experimental 
setup used in this work has also been described b e f ~ r e . ~  Briefly, an 
amplitude-modulated 51 4.5-nm beam (modulation frequency 100 kHz) 
was focused at normal incidence to a 1.2 (&0.2)-pm-diameter spot on 
the film surface by a 60 x microscope objective. The same objective 
also focused a slightly offset, but otherwise coll~near, cw He-Ne probe 
beam next to the green focal spot such that the 632-nm reflection from 
the film surface was tilted relative to the incident direction whenever the 
local heating by the green pump beam caused the film surface to 
expand and form a temporary surface protuberation. This tilt of the 
reflected red probe beam was monitored by a combination of a 
position-sensitive detector and two lock-in amplifiers. The tilt-producing 
slope of the film surface was a product of both the absorbed energy 
from the pump pulse and the heat conductance of the film. It repre- 
sented, therefore, an ideal measure for the sought damage suscepti- 
billty. Nlaps of the processed film surface were obtained by stepwise 
scanning the sample through the pump-probe-foci in x and y directions 
normal to the beams. 

It would clearly be a most definitive experiment that could measure 
the film changes in situ and during the exposure of the film to the 
chemical agents. However, simple geometrical constraints and other 
physical limitations make such an endeavor unfeasible. Foremost, the 
short working distance of a 60 x microscope objective shadows large 
parts of the film surface so that its uniform exposure to a molecular 
stream of chemical agents cannot be assured. Furthermore, the 
dielectric surfaces of the objective's refracting elements would fall victim 
to similar effects as the sample itself, making control of the experiment 
exceedingly difficult. The data presented here are therefore records of 
sample conditions measured after the chemical treatment of each 
sample was completed. 

The sample films studied are 1000-&thick ThF, films that were 
thermally evaporated onto Au surfaces. (The choice of an Au film as 
underlying structure is immaterial within the scope of this work. The gold 
is required for a more extensive investigation into the stability of optical 
thin films, for which the gold film serves as an inert electrode for 
measurements to be reported elsewhere.) The gold film rests on a 
highly polished quartz single-crystal surface. It also is applied by thermal 
evaporation. 
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Exposure of the ThF,-film samples to the chemical and radiation 
environment typical of an excimer laser discharge region takes place 
inside a UHV chamber equipped with separate ports and controls for 
different stimuli. The mixture of simultaneously applied agents comprises 
XeF, as the bearer of the etchant and an electron beam as an 
irradiation tool. Facilities for simulating ion-impact phenomena are also 
available, together with standard control instrumentation for residual gas 
analysis. No ion-impact related effects are, however, reported here. 

The irradiation procedure follows a two-stage regimen. First, electron- 
impact effects are studied in anticipation of optical absorption changes 
manifesting themselves in photothermal-displacement maps. In order to 
fully use the imaging capabilities of the PTD technique, the electron- 
beam dose is increased across the film (at fixed kinetic energy). 
Samples of the treatment investigated at this point serve as controls for 
material which goes through the second phase of exposure. 

During the second phase, the film is exposed to a stream of 
molecular XeF2 at constant flux, in the presence of constant low-energy 
electron-bombardment. The reasons for this particular choice of stimuli 
are not based on any optical considerations. The choice is instead 
motivated by questions of etching-process kinetics and the hope of 
unraveling chemical reaction-pathways. Nevertheless, for a sample 
treated in this manner, interesting observations can be made. 

The photothermal-displacement map shown in Fig. 23.33 was 
obtained from a ThF,-on-gold sample that had experienced both 
treatment phases in an uninterrupted sequence. For comparison, a 
background or control map from an identical sample is shown in Fig. 
23.34. Both maps are recorded at the same sensitivity and cover the 
same dynamic range of about one order of magnitude in photothermal- 
displacement signal. The gray scale in the legend divides this dynamic 
range into seven equal parts. It must be mentioned here that the very 
uniform appearance of the control sample, with the exception of the few 
noticeable polishing scratches, is somewhat deceptive. When ThF, 
samples are withdrawn from the UHV test chamber after irradiation by 
the 1-keV, 50-pA electron beam, the irradiated region appears blue to 
the unaided eye. This presumably is caused by halide-vacancy color 
centers, whose properties in ThF, are up to now undocumented in the 
literature. By merely letting the samples rest at room temperature in 
ambient laboratory air for a while the coloration fades, indicating 
diffusion of gas phase constituents into the structural vacancies. As the 
photothermal displacement apparatus is operated in a standard 
laboratory setting at a mapping rate of about 8 hours per 200-pm x 
200-pm area, restoration of the sample's initial low optical absorption 
state is completed before any significant absorption record is 
assem bled. 

When electron-damaged ThF, is exposed simultaneously to XeF, 
and I -keV electrons, a different scenario evolves. A restoration of the 
type shown in Fig. 23.34 does not happen. Even in the absence of 
added electron bombardment, the incident XeF2 dissociates at or near 
the dielectric surface. In this case, the fluorine-depleted surface rapidly 
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Fig. 23.33 
Photothermal-displacement record of 
2.5-mm-long strip of 1000-1 ThF4 thin film 
displaying chemically enhanced electron- 
induced damage. Total electron dose 
varies by a factor of 4 from one end of the 
strip to the other. 

Fig. 23.34 
Photothermal-displacement map of ThF4 
control sample that is similar to sample ~n 
Fig. 23.33 but was not exposed to 
chemical agent. 
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absorbs the equivalent of one monolayer of fluorine; this absorption 
drops quickly to a rate of one monolayer each seven hours. With the 
electrons present, two important effects are observed. First, a kinetic- 
energy-dependent absorption yield is found-i.e., the rate of fluorine 
uptake per incident electron is energy dependent. This dependence is 
illustrated in Fig. 23.35, where a resonance-like enhancement near 
50 eV becomes apparent. The data in Fig. 23.35 are not deduced opti- 
cally but by means of microbalance measurements in which the single 
crystal quartz substrates and the gold electrodes play a key role. 
Secondly, if uniform co-irradiation by 1 -PA, 100-eV electrons is chosen, 
the fluorine uptake preserves a pattern of the prior, dose-dependent 
electron-stimulated damage in the film. This is borne out by the photo- 
thermal displacement map of Fig. 23.33. There, a sample zone is 
displayed for which all but one of the experimental parameters are kept 
constant; the 1-keV irradiation dose increases linearly (within experi- 
mental accuracy) by a factor of 4 from top to bottom. A highly 
structured absorption map results. 

XeF2 flux = 1 X 1 016 molecules/sec 

1000 -a ThF, film 

Fig. 23.35 
The uptake of fluorine from the XeF2 
stream into the ThF4 structure is a strong 
function of the concurrent electron-beam 
kinetic energy. These data were obtained 
by Michael Loudiana of Washington State 
Univers~ty in samples later analyzed at LLE. 

It is essential that during the long experimental runs required for 
taking such a map, long-term sample changes are investigated. 
Contrary to the observed rapid filling of absorbing point defects in the 
control samples by ambient-air constituents, no significant alterations are 
observed with time for the macroscopic sample appearance or for the 
microscopic PTD features. The gradual smoothing of the high spatial 
frequency of strong absorbers from top to bottom of Fig. 23.33, 
therefore, cannot be attributed to uncontrolled changes in the sample 
taking hold during PTD scans. An immediate infiltration upon removal of 
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the treated film from the UHV chamber cannot be ruled out, but it also 
cannot be accurately measured with existing equipment. 

In explaining the clusterlike features of Fig. 23.33, we draw attention 
to the porous structure of dielectric thin films4 Microscopic pores of 
various throat diameters form during the thin-film growth from the vapor 
phase, when the component particles arrive at the substrate with 
thermal kinetic energies. These pores are not unique to the material 
studied here, nor to the fact that a single layer is being investigated. 
Pores are known to reach through multilayer thin-film a~sembl ies.~ 

Important effects have been documented for the infiltration of 
environmental species through these pores.5 When, for instance, a 
multilayer, dielectric thin-film stack, which was designed for narrow-band 
transmission at a certain wavelength, suffered gradual water-vapor 
invasion through its pores, a frequency shift in the filter's transmission 
characteristics occurred. By taking advantage of this shift, lateral 
penetration of water into the stack was imaged in Ref. 5. A pattern of 
clusters and particles was observed, strikingly similar to the one shown 
in Fig. 23.33. 

Fluid penetration through neutral porous media is controlled by 
capillary and viscous forces. In the case of dry etching considered here, 
the etchant does not reach a condensed, fluid state. The driving forces 
are modified by electrostatic forces arising from charged point defects 
and defect aggregates in the film lattice. These defects result from the 
prior electron bombardment of the sample. Their density and absorption 
cross section at 514 nm are insufficient to cause a significant PTD signal 
in the control sample (Fig. 23.34). Their formation and aggregation rates 
in halide crystal lattices are, however, quite dose dependenL6 It is 
plausible that an increase in electron dose by a factor of 4 along the 
strip of Fig. 23.33 produces a significant gradient in the density and 
spatial frequency of defect clusters. The infiltration pattern of the etchant, 
and the reaction product formed after infiltration, visually reproduce this 
condition when monitored by PTD spectroscopy. 

These observations have several ramifications for excimer laser 
systems engineering. 

1. The synergism of chemical and physical interaction in fluoride 
optical thin films is much more deleterious to the film's optical 
survival strength than each individual effect. This inference can be 
drawn more forcefully from the microscopic PTD analysis shown 
here than from traditional thin-film laser-damage experiments. 

2. Dose-dependent electron bombardment effects do not "heal" by 
subsequent, low-energy, continuous irradiation with electrons. 

3. The absorption cross section at 514 nm of point defects formed 
by electron bombardment in ThF, is very small. 

4. As most fluorides tend to produce stable point defects in the 
harsh radiation environment typical of excimer laser discharge 
regions, the findings from ThF, can be generalized. Oxides 
which are less prone to these effects appear to be more favorable 
thin-film materials for such applications. 
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Section 4 
NATIONAL LASER USERS 
FACILITY NEWS 

This report covers the activities of the National Laser Users Facility for 
the quarter 1 April to 30 June 1985. During this period five users 
conducted experiments on LLE facilities. The visiting scientists repre- 
sented the Lawrence Berkeley Laboratory, Los Alamos National 
Laboratory, the University of Florida, the University of Maryland, and the 
University of Texas. The individuals participating in the experiments 
are listed below. 

Burton Henke and Paul Jaanimagi 
(Lawrence Berkeley Laboratory) 

Allan Hauer, James Cobble, William Mead, and Phil Goldstone 
(Los Alamos National Laboratory) 

C. J. Hooper, Jr. 
(University of Florida) 

Hans Griem and Samuel Goldsmith 
(University of Maryland) 

Carl Collins and Suhas Wagal 
(University of Texas) 

The groups from the Lawrence Berkeley Laboratory, the Los Alamos 
National I-aboratory, and the University of Maryland are collaborating on 
an experiment to study the thermal transport of energy into a hot, laser- 
produced plasma; the University of Florida is studying spectral line- 
broadening in dense, laser-produced plasmas; and the University of Texas 
is studying nuclear fluorescence excited by x rays from a laser-produced 
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plasma. Each of the groups has accumulated an interesting set of data 
from their experiments. Further details of these experiments will be 
presented in future issues of the LLE Review. 

As reported in the last issue, the Steering Committee met to review 
proposals and recommend funding levels to the Department of Energy. 
Eighteen proposals were submitted to the Steering Committee this year. 
The proposals were in a variety of areas, including plasma physics, x-ray 
laser research, x-ray spectroscopy, instrumentation, nuclear fluorescence, 
materials studies, and others. The committee recommended that ten of 
these proposals be approved. This year, three new proposals were in 
this approved category: John Apruzese (Naval Research Laboratory), T.R. 
Fisher (Lockheed Corporation), and J. Garrett Jernigan (University of 
California at Berkeley). The individual funding levels for these experiments 
were recommended to the Department of Energy for their consideration. 

The users facility will be accepting proposals until 15 December 1985, 
the deadline for proposal submission. It is expected that the submission 
deadline in future years will remain 15 December. 

For more information about proposal guidelines and the resources 
available at the users facility, please contact: 

Manager 
National Laser Users Facility 
Laboratory for Laser Energetics 
University of Rochester 
250 East River Road 
Rochester, New York 14623-1 299 
(716) 275-2074 
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