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The cover photo shows the Tunable OMEGA P9 (TOP9) beam firing in a cross-beam energy transfer experiment. OMEGA 
heater and pump beams, as well as the TOP9, interact in a supersonic flow of plasma delivered by a gas jet (left center) inserted 
into the target chamber. Thomson-scattered radiation is collected with a re-entrant reflective telescope (lower right). The beam 
geometry for this experiment is shown as a schematic in the inset. This flexible and comprehensive experimental and diagnostic 
suite enables critical research into the fundamental behavior of plasmas under the influence of laser radiation. In this volume we 
feature two such examples of work in this area: Evidence of the distortion of electron distribution function from laser-plasma 
heating (p. 63), a resolution to a decades-old prediction in plasma physics; and a look to the future of laser–plasma interactions 
(p. 75) enabled by emerging technologies.

The TOP9 beam originates in the OMEGA EP Laser Bay (left) where it is then transported across the laboratory to the OMEGA 
Target Bay (right) to be directed into the target chamber for experiments.
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In Brief

This volume of LLE Review 158, covering the period January–March 2019, is sectioned among research areas at LLE and external 
users of the Omega Laser Facility. Articles appearing in this volume are the principal summarized results of long-form research 
articles. Readers seeking a more-detailed account of research activities are invited to seek out the primary materials appearing 
in print, detailed in the publications and presentations section at the end of this volume. 

Highlights of research presented in this volume include the following:

• D. Turnbull et al. present measurements indicating the presence of super-Gaussian electron distribution functions in laser-heated 
plasmas consistent with the predictions of Langdon et al. (p. 63). Standard Maxwellian calculations of electron distribution
function overpredict power transfer in cross-beam energy transfer compared with the observed super-Gaussian distribution.

• D. Cao et al. present findings on the interpretation of x-ray–inferred electron temperature for direct-drive inertial confinement
fusion (ICF) implosions on OMEGA (p. 65). The electron temperature inferred from hard x-ray continuum emission was shown 
to be an emission-weighted, harmonic mean electron temperature.

• S. C. Miller et al. investigate fuel–shell interface instability growth in warm shell surrogate implosions on OMEGA for dif-
ferent fuel compositions (p. 69). It was found that the hot spot is relatively insensitive to changes in the deuterium:tritium ratio,
in accordance with 2-D DRACO simulations.

• A. Kar et al. introduce a method to measure laser-driven shocks using refraction-enhanced x-ray radiography (REXR) at the
shock interface (p. 72). REXR provides information during critical moments in shock formation, when velocity interferometers 
do not provide any information as a result of blanking from x-ray photoionization.

• J. P. Palastro et al. present a white paper detailing opportunities for laser–plasma interactions made possible by emerging tech-
nologies (p. 75). Plasma optics, i.e., optical components consisting of plasma with tailored dielectric properties, can provide
the disruptive technology to enable high-intensity laser research for decades to come.

• P. M. Nilson et al. present a technique for studying laser-driven magnetic reconnection in the laboratory (p. 84). Proton radi-
ography was used to demonstrate the technique by mapping the changes in magnetic connectivity at the target surface. The
data show where the magnetic fields are located, where they are transported, how they merge and reconnect, and where they
reside post reconnection.

• A. M. Hansen et al. demonstrate a new method for mitigating self-focusing of probe radiation in Thomson-scattering experi-
ments (p. 87). The Thomson-scattered signal-to-noise ratio can be improved by 10# using a distributed phase plate, effectively
distributing the laser’s power across many lower power speckles.

• R. K. Follett et al. define thresholds for absolute laser–plasma instabilities driven by a broadband laser (p. 89). Calculations
suggest that the threshold can be increased by 2# with 1.5% bandwidth of the broadband laser.

• A. J. Tu et al. detail a complex ray-tracing and cross-beam energy transfer code for laser-plasma simulations (p. 92). The new
algorithm performs calculations 10# faster than previous cross-beam energy transfer codes.
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• M. Zaghoo presents new thermodynamic constraints on the mechanical, thermal, and magnetic properties of super-Earth–
sized planets (p. 95). The results support the concept of “super-habitability” in which some terrestrial planets have enhanced 
characteristics suitable for habitability.

• V. V. Karasiev et al. discuss exchange-correlation thermal effects in shocked deuterium (p. 97). Exchange-correlation thermal 
effects may become important at 0.1 Fermi temperature, where standard density functional theory codes currently consider a 
temperature-independent exchange correlation functional.

• J. Katz et al. outline a process for the spatiotemporal flat field for gated optical imagers (p. 101). In the fastest gated optical 
imagers, the gating process is both spatially and temporally dynamic, necessitating quantitative knowledge of the detector 
sensitivity to compare data recorded at different image positions.

• W. R. Donaldson and A. Consentino demonstrate the co-timing of UV and IR laser pulses on the OMEGA EP Laser System 
(p. 104). Typical variations are shown to be less than 20 ps in routine laser operation.

• S.-W. Bahk details the current status of chirped-pulse–amplification (CPA) technology and its applications (p. 108). CPA has 
revolutionized laser technology and opened the way for studying advanced science in large and small laboratories across 
the world.

• D. Broege and J. Bromage present measurements of heat flow from surface defects in lithium triborate (p. 111). These measure-
ments are the first interferometric measurements of temperature distributions in a nonlinear optic resulting from absorption 
from a local defect.

• M. Chorel et al. discuss the role of Urbach tail optical absorption in the subpicosecond laser-induced damage threshold (LIDT) 
of hafnia and silica coatings (p. 113). The results suggest the presence of a correlation between absorption at the Urbach tail 
to the coating’s intrinsic LIDT at 1053 nm with subpicosecond pulses.

• T. Z. Kosc et al. present a method of measuring angularly dependent spontaneous Raman scattering in crystalline materials 
(p. 115). This new and flexible configuration makes it possible to measure any crystal cut in any pump or probe configuration.

• D. R. Harding et al. compare shadowgraphy and x-ray phase contrast methods for the characterization of DT ice layers in ICF 
targets (p. 118). It is shown that x-ray phase contrast provides the best assessment of low-mode roughness, while shadowgraphy 
provides the best contrast for detecting individual grooves in an ice layer.

• B. S. Rice et al. have developed a method to predict DT ice-layer uniformity in ICF capsules (p. 120). The predictive capability 
is developed through a multiphase heat-transfer numerical model.

• K. Kopp and S. G. Demos introduce a curriculum for microscopy with ultraviolet surface excitation (MUSE) into a high school 
science classroom (p. 122). MUSE can eliminate the need for lengthy microscope slide fixation and preparation, providing a 
far more engaging experience for biology and physics students. 

• J. Puth et al. summarize operations of the Omega Laser Facility during the second quarter of the FY19 reporting period (p. 124).

Steven T. Ivancic
Editor
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The prediction that laser-plasma heating distorts the electron distribution function (EDF) away from Maxwellian dates back four 
decades.1 In conditions relevant to laser-based fusion, however, no direct evidence of this so-called “Langdon effect” has previ-
ously been observed. Here, measurements of the complete Thomson-scattering spectrum indicate the presence of super-Gaussian 
EDF’s that are consistent with Langdon theory. In such plasmas, ion-acoustic wave (IAW) frequencies increase monotonically 
with super-Gaussian exponent.2 To match experiments that measured power transfer between crossed laser beams mediated by 
IAW’s, a model that accounts for the non-Maxwellian EDF is required, whereas the standard Maxwellian calculations overpredict 
power transfer over a wide region of parameter space. Including this effect is expected to improve the predictive capability of 
cross-beam energy transfer (CBET) modeling at the National Ignition Facility (NIF) and may restore a larger operable design 
space for inertial confinement fusion experiments. This is also expected to motivate further inquiry in other areas impacted by 
non-Maxwellian EDF’s, such as laser absorption, heat transport, and x-ray spectroscopy. 

Laser fusion experiments require many overlapping laser beams to propagate through long, underdense plasmas in order to 
precisely deposit their energy at desired locations, but laser–plasma interactions can complicate the intended result. Cross-beam 
energy transfer is one example, whereby a frequency difference between two lasers in the plasma rest frame resonantly drives an 
ion-acoustic wave that scatters light from one beam to the other. The ability to manipulate this process in indirect-drive hohlraum 
targets via laser frequency detuning was initially seen as beneficial, providing control over implosion symmetry while operating 
the NIF at its maximum energy. However, when integrated observables indicated that there was less CBET than calculated, a 
tunable saturation clamp on IAW amplitudes was added to models, although the level (dn/n = 10–3 to 10–4) was too small to be 
explained by known saturation mechanisms.3 Moreover, it varied between platforms—undermining the predictive capability of 
simulations and limiting fusion performance. 

This motivated the development of a CBET platform at LLE, where a wavelength-tunable laser (TOP9) was built to study 
CBET in a well-characterized quasi-stationary plasma. Initial experiments reported here suggest that the Langdon effect may be 
responsible for overpredicting power transfer in indirect-drive–relevant conditions. The term comes from a 1980 Letter in which 
A. B. Langdon explained that inverse bremsstrahlung absorption of electromagnetic radiation in plasma preferentially heats low-
energy electrons, distorting the electron distribution function away from Maxwellian and toward a super-Gaussian of the order of 
m = 5 (Ref. 1). He defined the scaling parameter ,Z v v2 2

eff osc tha =  where Zeff is the effective ion charge state, vosc is the velocity 
of electrons oscillating in the laser field, and vth is the electron thermal velocity. Subsequent Fokker–Planck simulations under 
a wide range of laser heating conditions demonstrated that intermediate super-Gaussian EDF’s are produced in the form fm(v) = 
Cmexp[–(v/vm)m], where ,k T M m m3 3 5/ /vm

2
B e e C C= ^ ] ^h g h6 @  ,C N m m4 3/ vm m

3
e r C= ` _j i9 C% /  C is the gamma function, and 

.m 2 3 1 1 66 .0 724a a= + +^ ^h h is only a function of a (Ref. 4).

Although it is often assumed that the Langdon effect only impacts absorption in high-Z plasmas, such non-Maxwellian distri-
bution functions are known to affect the ion-acoustic wave dispersion relation ~ = kcs[3C

2(3/m)/C(1/m)/C(5/m)]1/2, which would 

Impact of the Langdon Effect on Cross-Beam Energy Transfer
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directly impact CBET by shifting the ion-acoustic resonance.2 The square root term modifies the usual dispersion relation and 
leads to a monotonic increase of IAW frequency with super-Gaussian order, which results from the smaller number of low-energy 
electrons [ f (v . 0)] available to shield the ion oscillations.

In the CBET experiments, TOP9 was crossed with a single nearly co-propagating pump beam in a plasma that was preformed 
from a mixture of hydrogen and nitrogen gas; its power was then diagnosed using a transmitted beam diagnostic. Results will be 
shown with and without nearly counter-propagating heater beams, which (when present) enhanced the Langdon effect without 
contributing significantly to the CBET gain. Both spatially and temporally resolved Thomson scattering were used to characterize 
the plasma conditions (including m) in order to constrain the CBET modeling. A heater-only intensity (I) scan was performed 
by varying the number of beams from 1 to 4. In addition to electron temperature increasing with I to the .0.2 power, the non-
Maxwellian super-Gaussian exponent m was observed to increase from 2.4 up to 2.85 in excellent agreement with theory. 

On the CBET experiments with three heaters plus one pump, m was determined to be 2.82 from the Thomson-scattering 
spectrum, whereas it was only 2.4 for the case of the pump only. In the former case, accounting for the non-Maxwellian EDF 
(again, using the modified electron susceptibility) was required to match the data, whereas the standard Maxwellian model cur-
rently used in inertial fusion calculations overpredicted the energy transfer [shown in Fig. 1(a)]. Without heater beams, the effect 
is smaller and the data cannot easily distinguish between the Maxwellian and non-Maxwellian models [Fig. 1(b)]. Calculations 
for NIF-like plasma conditions yield a = 0.7 and m = 2.96—even further from Maxwellian than the conditions produced in the 
TOP9 experiments because of the large number of overlapping beams. Since the Langdon effect suppresses gain on the rising 
edge of the ion-acoustic resonance and most resonances are outside the NIF’s available wavelength tuning range in an indirect-
drive fusion experiment, calculations suggest the Langdon effect uniformly reduces CBET gain on the NIF by 27.7% on average. 
This level of CBET reduction would significantly impact implosion symmetry. Accounting for the Langdon effect might therefore 
remove the need for an artificial saturation clamp and should improve the predictive capability of integrated modeling. 
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Figure 1
TOP9 CBET results. (a) TOP9 data are shown for the case in which three heater beams coexisted temporally with the pump and wavelength-tunable beam. A 
calculation that accounts for the non-Maxwellian EDF measured by Thomson scattering agrees with the data, but the Maxwellian calculation is discrepant. 
(b) Without the heater beams, the EDF was closer to Maxwellian and the data cannot easily distinguish between the two models.  

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

 1. A. B. Langdon, Phys. Rev. Lett. 44, 575 (1980).

 2. B. B. Afeyan et al., Phys. Rev. Lett. 80, 2322 (1998).

 3. P. Michel et al., Phys. Rev. Lett. 109, 195004 (2012).

 4.  J. P. Matte et al., Plasma Phys. Control. Fusion 30, 1665 (1988).
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We present findings on which the x-ray–inferred electron temperature Te will be interpreted for direct-drive ICF implosions 
on OMEGA: (1) an analytic description of the electron temperature as the emission-weighted, harmonic mean temperature; 
(2) an optimal x-ray energy that gives emission weighting closest to neutron weighting; (3) simulation results showing disparity 
between hot-spot electron temperature and ion temperature, even without fluid motion biasing for OMEGA-scale implosions; and 
(4) simulation results showing correlation of the implosion degradation with the hot-spot electron temperature and x-ray yield. 

It can be shown that the inferred Te from x-ray continuum emission represents an emission-weighted, harmonic average 
temperature of the emitting body. From an x-ray spectrum that can be both time and spatially integrated, the emitting body’s 
temperature can be obtained by applying a linear fit in log space and calculating that fit’s negative inverse slope, as shown in 
Fig. 1 for an example profile. This inferred temperature is found to follow the harmonic average relation

 ,
kT I kT

V t
kTr r

1 1 1 1d d
fit

FF

e e
f= =

o
o''

_ _i i
> H  (1)

where Tfit is the inferred electron temperature, k is the Boltzmann constant, Io is the total x-ray yield at photon energy ho, V is the 
volume, t is time, Te is the true electron temperature, and FFfo  is the free–free bremsstrahlung emissivity assuming full ionization. 

As shown in Fig. 1(c) for the example profile, results from applying Eq. (1) give the same value as performing the linear 
fit exercise in Fig. 1(b). Since the inferred electron temperature will be a harmonic average, it will be generally lower than an 
emission-weighted, arithmetic average by +100 eV as shown in Fig. 1(c). 

With a physical understanding of the inferred temperature and its weighting on photon energy, it is next important to know 
the photon energy most optimal for inferring the hot-spot electron temperature. Given that complementary ion temperature mea-
surements are neutron weighted, it would be most meaningful for the electron temperature to be weighted by the same spatial 
distribution as the neutron emission for the purpose of assessing implosion performance. By using a power law approximation 

? TFFfo
h for the emissivity, where the exponent h is given by

 ,
kT

h

0

0
h

o
=  (2)

it is found that photons with energies near 4kT0, where T0 is the characteristic hot-spot temperature (e.g., has a neutron-weighted 
temperature of +3.75 keV for OMEGA), are produced with a T4 dependence (i.e., the same temperature dependence as neutron 

Interpreting the Electron Temperature Inferred from X-Ray 
Continuum Emission for Direct-Drive Inertial Confinement 

Fusion Implosions on OMEGA

D. Cao, R. C. Shah, S. P. Regan, R. Epstein, I. V. Igumenshchev, V. Gopalaswamy, A. R. Christopherson, W. Theobald,  
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production from deuterium–tritium fusion). At this photon energy, the inferred electron temperature can be said to have an 
emission weighting that closely, but not equally, resembles neutron weighting. This can be seen in Fig. 2(a), which compares the 
normalized x-ray emission and neutron production for an isobaric temperature and density profile.2

For OMEGA-scale implosions, simulations show that the neutron-weighted ion temperature is not well approximated by the 
electron temperature, regardless of the photon energy used. This is shown in Fig. 2(b) using LILAC3 post-shot simulations of all 
past DT cryogenic shots performed on OMEGA that are stored in the simulation database.4 At all photon energies, the functional 
mapping between the electron temperature and the neutron-weighted ion temperature does not follow a clear y = x trend. Moreover, 
the consequent mapping uncertainty in ion temperature can be as large as +400 eV according to scatter in Fig. 2(b), compared 
to the precision error of +130 eV from current neutron time-of-flight diagnostics on OMEGA. 

This imprecise surrogacy between the ion and electron temperatures is caused by the hot spot’s thermal nonequilibrium state 
for the simulated OMEGA implosions. The persistence of this thermal nonequilibrium can be surprising, considering that the 
equilibration time, which scales5 as xei + T3/2t–1, is typically of the order of 10 ps or only about 10% of the burnwidth FWHM. 
It was found, however, that electron thermal conduction was responsible for inhibiting thermal equilibration from dominating. It 
is expected that hot spots will be more equilibrated for higher convergence ratio implosions at a larger scale.

Despite the non-surrogacy between the electron and ion temperatures, 3-D simulations suggest the difference of the electron 
temperature from the 1-D prediction T T Te e

inferred
e
1 D-D = -_ i can be useful as an implosion diagnostic. Figure 3 shows a comparison 

of the inferred electron temperature and x-ray yield between the two cases. One simulation represented an ideal case where the 

Figure 1
The process used to extract instantaneous, spatially averaged hot-spot temperature from hard x-ray emission. From a hot spot represented by the profiles in 
(a), the escaping photons create the x-ray spectrum1 in (b). The electron temperature is inferred from the log slope of the spectrum in (b) and changes with 
photon energy caused by the distribution of temperatures within the hot spot. This in turn creates an array of slope-inferred temperatures as shown in (c). This 
inferred electron temperature is equivalent to the emission-weighted harmonic mean electron temperature from the hot spot and is generally lower than the 
emission-weighted, arithmetic mean electron temperature. A time-integrated Te can be inferred using the same process from a time-integrated x-ray spectrum. 



InertIal ConfInement fusIon

LLE Review, Volume 158 67

Figure 2
(a) Normalized x-ray and neutron yields comparison for a representative, isobaric hot-spot profile,2 where Te = Ti. At photon energy near 4# the neutron-weighted 
temperature, the emission approximately follows the neutron production. (b) The neutron-weighted ion temperature to the x-ray inferred electron temperature 
for all OMEGA DT cryogenic post-shot simulations in the simulation database.4 The scatter in both plots suggests that direct surrogacy between the inferred 
electron temperature and the neutron-weighted ion temperature is not robust.

implosion was perfectly 1-D and another included perturbations typically observed on OMEGA from target offset (Dr = 5.4 nm), 
beam imbalance (vrms = 3.5%), and beam port geometry as well as laser imprint modulations (max = 200). Both simulations use 
target parameters from OMEGA shot 89224, an a + 5 implosion with an in-flight aspect ratio R RIFAR shell shellD=` j of +40 
and peak implosion velocity of 480 km/s. 
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(a) Comparison of the electron temperature inferred from x-ray continuum emission as a function of photon energy between two ASTER6 simulations with 
different levels of implosion perturbations. (b) Comparison of the x-ray emission as a function of photon energy for the same two ASTER simulations. The 
inferred electron temperature and the x-ray yield are not only sensitive to implosion degradation but are also sensitive enough to be measurable in experi-
ments. The additional information these observables provide not only gives more opportunities for validating simulations, but also expands the capability of 
diagnosing fuel assembly during stagnation.
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Between the 1-D and perturbed simulations, the neutron-weighted ion temperature dropped from 4.67 keV to 4.35 keV, and 
the neutron yield dropped from 4 to 2 # 1014, a result stemming from decreased hot-spot compression. Similar to the neutron-
weighted ion temperature, the electron temperature dropped by almost the same amount (+300 eV) throughout the 10- to 20-keV 
emission energy range. These changes being similar is not a coincidence; the 10- to 20-keV emission energy range is centered on 
the optimal energy range at which emission weighting is closest to neutron weighting. The drop being almost consistent across 
the entire range suggests the weighting is robust across a wide energy space. Most importantly, these changes in the electron 
temperature and absolute x-ray emission are larger than the expected detector uncertainty of +5% and, therefore, expected to 
be observable. Measuring the electron temperature for a variety of cryogenic implosions on OMEGA should reveal trends more 
reliable than those depending on the neutron-weighted ion temperature. In addition, methods published by R. Epstein et al.7 and 
T. Ma et al.8 can be used for estimating hot-spot mix amounts with the absolute x-ray emission measurements. With the existence 
of a Te measurement, the thermal-equilibrium assumption can also be removed and thereby improve the estimate’s accuracy for 
implosions on OMEGA.

Interpretation and sensitivity analysis of the hot-spot electron temperature inferred from hard x rays have been performed. 
The electron temperature inferred from hard x-ray continuum emission was shown to be an emission-weighted, harmonic mean 
electron temperature. As this value varies with photon energy, it was shown both analytically and with simulations that the 
optimal photon energy for approximate neutron weighting is near 15 keV or more generally near 4# the neutron-weighted hot-
spot temperature. Simulations also suggest, however, that one should not expect the hot-spot electron and ion temperatures to be 
equal in value for OMEGA-scale implosions caused by thermal nonequilibrium. For perturbed implosions, the deviation of the 
inferred electron temperature from 1-D is predicted to be sensitive to implosion performance. The drop in electron temperature 
is of the same order as the drop in the ion temperature, and the x-ray yield-over-clean ratio should similarly track the neutron 
yield-over-clean ratio. This sensitivity is expected to be significant enough to be observed in experiments and will be exploited 
for evaluating and optimizing future OMEGA DT cryogenic implosions.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Performance degradation in direct-drive inertial confinement fusion implosions is caused by several effects, one of which is 
Rayleigh–Taylor (RT) instability growth during the deceleration phase. In room-temperature plastic target implosions, decel-
eration-phase RT growth is enhanced by the density discontinuity and finite Atwood number at the fuel–shell interface (see 
Fig. 1). The Atwood number AT shell fuel shell fuel-t t t t= +` `j j9 C of the interface is systematically varied by altering the ratio 
of deuterium to tritium (D:T) within the DT gas fill. The stability of the interface is best characterized by the effective Atwood 
number, which is primarily determined by radiation heating of the shell. Both simulation and experimental data show that yield 
performance scales with the fraction of D and T present in the fuel and that the observed inferred ion-temperature asymmetry 

,T T Tmax min
i i i-D =_ i  which indicates the presence of long-wavelength modes, has a small sensitivity to the different D:T ratios. 

Three D:T ratios (10:90, 25:75, and 50:50) were chosen based on the material interface AT to create stable, neutrally stable, and 
unstable conditions, respectively, during the deceleration phase. 
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Figure 1
(a) The fuel–shell interface of room-temperature targets during the deceleration phase is classically unstable because of the jump in density. (b) Any -mode 
perturbations (h) present at the interface (ri) will grow if AT > 0. The size of the unstable region is proportional to the wavelength of the perturbation.

The fuel–shell interface Atwood number (AT,i) is found to be stable for 10:90 (AT,i = –0.03), neutrally stable for 25:75 (AT,i . 
0.0), and unstable for 50:50 (AT,i = 0.05) using the ideal-gas equation of state and continuity conditions for pressure and tem-
perature across the interface: 

Fuel–Shell Interface Instability Growth Effects  
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Unstable modes present at the material interface grow during the deceleration phase of the implosion. Linear stability analysis 
of RT instability growth in semi-infinite density profiles has shown that these unstable modes are local to the interface, and that 
within the linear growth regime, the size of the unstable region is proportional to the perturbation wavelength.1 The amplitude of 
the perturbation is highest on the interface itself and decays exponentially as the distance from the interface increases. In spheri-
cal geometry, the velocity perturbations decay as r ri

 2+
` j  for r > ri and (r/ri)

 –1 for r < ri, according to the radial distance (r) 
from the material interface (ri) and mode number (). The effective Atwood number,2 defined as ,AT -t t t t= +- -+ +_ `i j  
uses the mass density averaged over the perturbation region ri!` j rather than the fuel and shell densities at the material inter-
face (c.f., AT,i). Figure 1(b) illustrates mass-density profiles with unstable regions for  = 4 and  = 40 perturbations. During the 
deceleration phase, these unstable regions are influenced by x-ray radiation that is released in the DT fuel of the hot spot. This 
x-ray radiation is absorbed into the colder CH shell, causing the material to heat up and expand inward, and results in a thicker 
shell with increased density and AT near the material interface. This radiation preheat effect is present in both D:T 10:90 and 
50:50 targets and causes their respective effective Atwood numbers to be comparable across a range of unstable modes.

Small-amplitude (kh < 1), single-mode perturbations grow exponentially in time, and since the Atwood number affects the 
exponential growth rates, 10:90 experiences significantly smaller growth factors (by a factor of +5) compared to 50:50. As per-
turbation amplitudes become nonlinear (kh > 1), the growth changes from exponential to linear in time2,3 and the difference in 
the growth factors between 10:90 and 50:50 becomes much smaller (only +20%). Perturbations must grow to significant levels 
and become nonlinear in order for target performance to be affected. This explains why target performance should have small 
sensitivity to the Atwood number variations used in the experiment described below.

Multiple targets were fabricated to meet the design specification based on the classical material interface AT,i. Each target was 
designed to be 860 nm in diameter with 27-nm-thick CH shells and a DT fuel fill pressure of 10 atm. Additional targets were 
created and opened up to measure the actual fuel D:T ratios after fabrication. Significant levels of protium (1H) were found and 
were much higher than the initial D:T fill ratios. The yield-over-clean ratios ,Y Yexp 1 D-` j  which used post-shot 1-D simulations 
that included the measured fuel levels, were consistent across all D:T ratios (see Fig. 2). This suggests that each shot experienced 
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the same level of asymmetry and instability growth. Additionally, the yield of each target, for both measured and simulated, 
scaled according to the fraction of deuterium and tritium in the fuel. Figure 2(b) illustrates the DT yield of each shot normalized 
to the respective (simulated or experimental) average 50:50 yield. Close clustering of the data points around the solid black curve 
indicates that the yield scaled according to the fuel composition. 

Performance of the implosion is also assessed through inferred ion temperatures (Ti). These observations are taken from dif-
ferent lines of sight within the OMEGA target chamber. Ion temperature asymmetry ,T T Tmax min

i i i-D =` j  currently taken from 
the set of six different neutron time-of-flight (nTOF) measurements, is used to identify significant differences in Ti caused by 
velocity broadening. Large DTi indicates that there are significant nonradial components of velocity in the hot spot near peak 
neutron-production time, most likely caused by instability growth and highly directional flow variance. Figure 3 shows DTi for 
each D:T ratio for both simulated and experimental results. Both simulated and experimentally inferred Ti indicate a comparable 
level of asymmetry across all D:T ratios. The experimental error bars (!100 eV) arise from the noise level in the detector signal, 
uncertainty in the numerical fit analysis,4 and instrument response function of each detector. 

E28193JR
D:T ratio

Atwood number

Overlay: 2-D DRACO hydro + 
IRIS3D inferred Ti

Low modes only

25:75 50:5010:90

0.09 0.120.06

0.2

0.4

0.6

0.8

0.0

D
T i

 (k
eV

) Low + high modes

Simulations indicate that radiation preheat in all D:T ratios cause the interface to have comparable density profiles near the 
fuel–shell interface, and therefore similar AT and instability growth factors. While 10:90 and 50:50 experience different linear 
instability growth factors for small-amplitude perturbations, nonlinear perturbations that impact target performance grow at 
comparable rates in either D:T configuration. In both experiments and simulations, the yield of all target configurations scales 
according to the composition of the fuel. Significant DTi outside measurement uncertainty requires highly directional flow vari-
ance in order for detectors to observe differences from various lines of sight. Because both 10:90 and 50:50 had similar effective 
Atwood numbers, the simulated deceleration RT instability growth was nearly identical for nonlinear RT growth, and there was 
little influence on the inferred Ti and DTi by altering the D:T ratio. Measurement uncertainty and noise levels make behavior 
trends inconclusive, and it is likely that the hot spot is relatively insensitive to changing the D:T ratio, as simulations suggest. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Figure 3
Inferred DT Ti asymmetry ,T T Tmax min

i i i-D =b l  as a function of the D:T ratio 
and estimated Atwood number. The 2-D DRACO simulations provided the 
hydrodynamics and IRIS3D5 provided the synthetic neutron diagnostics.
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X-ray radiography is a useful diagnostic in inertial confinement fusion (ICF) implosions to obtain shock positions by imaging 
shock waves. Specifically, it has been demonstrated that refraction-enhanced x-ray radiography1 (REXR) can infer shock-wave 
positions of more than one shock wave, launched by a multiple-picket pulse in a planar plastic foil. REXR relies on the density 
gradient across a shock front that deflects x rays from their trajectory through refraction. It also accounts for the attenuation of the 
x rays as they travel through a denser medium with lower transmission by tracking their intensities. The benefit of this technique 
over existing x-ray postprocessors such as Spect3D2 is that it includes x-ray refraction. 

REXR is successful in overcoming some of the limitations of a velocity interferometer system for any reflector (VISAR) by 
locating shock waves before shocks merge and during the early time and the main drive of the laser pulse. VISAR does not pro-
vide any information about the shock wave early in time because of a time lag associated with the critical surface formation for 
the diagnostic to work. During the main drive, the high intensity of the laser leads to x-ray photoionization of the target ahead of 
the shock front. This blanks out the VISAR signal, preventing it from determining the shock wave’s location.3

A point-projection radiography system was used to image a shock wave in a planar plastic foil on OMEGA [Fig. 1(a)]. The laser 
drive was comprised of a square pulse with +350 J of energy that generated the shock wave in the foil. For the x-ray radiography, 
x rays of 5.2-keV energy corresponding to the Hea emissions of vanadium were projected from a 10-nm pinhole to image the 
shock wave onto an x-ray framing camera. The framing camera started to acquire the image at 8.63!0.1 ns after the start of the 
laser pulse that generated the shock. The target was placed in the middle, 14 mm away from the pinhole and 533 mm away from 
the x-ray framing camera. This setup was simulated using the hydrodynamic code DRACO and the density profiles obtained 
from it were used to generate the simulated radiograph in Fig. 1(b). Figure 1(c) shows that the relative degree of transmission 
in the unshocked plastic, shocked plastic, and shocked aluminum with respect to the vacuum was in good agreement between 
the experiment and REXR. REXR showed that it is necessary to incorporate refraction and attenuation of x rays along with the 
appropriate opacity and refractive-index tables to interpret experimental images. 

Simulated Refraction-Enhanced X-Ray Radiography  
of Laser-Driven Shocks

A. Kar, T. R. Boehly, P. B. Radha, D. H. Edgell, S. X. Hu, P. M. Nilson, A. Shvydky, W. Theobald, D. Cao, K. S. Anderson,  
V. N. Goncharov, and S. P. Regan

Laboratory for Laser Energetics, University of Rochester
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Figure 1 
(a) Image obtained from an x-ray framing camera on OMEGA showing the bowing effect of the shock wave in plastic with the main features labeled. (b) Simu-
lated radiograph for the same OMEGA experiment shows the shock profile in a plastic ablator. The x-ray flux is representative of the degree of transmission 
of the x rays through the different areas: vacuum (in red), unshocked plastic (in yellow), shocked plastic (in cyan), and shocked aluminum (in blue). (c) The 
transmission curves along the center of the beam axis obtained from the simulated radiograph and the experimental image showed good agreement between 
them for plastic and aluminum. For reference, the transmission in the vacuum region is set to 1 since there is no attenuation.

An experimental design to image multiple shock waves with REXR was proposed for the laser pulse in Fig. 2(a). Figure 2(b) 
shows the shock positions early in time and during main drive pulse that can be inferred from REXR when experimental diag-
nostics such as VISAR fail to locate the shock positions. REXR can be applied to design multiple-picket pulses with a better 
understanding of the shock locations. This will be beneficial to obtain the required adiabats for ICF implosions.
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Figure 2
(a) A single-picket pulse with a main drive pulse of 190-J energy that launches two shock waves whose positions were inferred. [(b)–(f)] The transmission (red) 
and density profiles (blue) across the center of the beam axis obtained for the pulse shape in (a). The transmission has been scaled so that the intensity in the 
vacuum region is 1. The spikes followed by the dip (local minimum) in the transmission curve correspond to the shock fronts as labeled. The density profile 
also spikes at those points to illustrate this fact.
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Introduction
The recent awarding of the Nobel Prize to Donna Strickland, Ph.D., and Gerard Mourou, Ph.D., for chirped-pulse amplifica-
tion (CPA) has highlighted the impact that broadband laser systems have had throughout science.1 Plasma physics, in particular, 
has developed a unique synergy with CPA’s: plasma has provided the only medium that can withstand the increases in intensity 
delivered by CPA’s over the last 30 years. CPA is not, however, the only breakthrough in optics technology that has or promises 
to expand the frontier of laser–plasma interactions. Over the past ten years, creative optical solutions have produced unprec-
edented intensities, contrast, repetition rates, and gain bandwidths; renewed interest in long-wavelength drivers; and provided 
novel methods for spatiotemporal pulse shaping. Over the next ten years, these emerging technologies will advance diverse fields 
of plasma physics, including 
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• direct drive, indirect drive, and magnetized inertial confinement fusion 
• nonperturbative nonlinear propagation and material interactions
• advanced accelerators 
• plasma-based radiation sources 
• ultrahigh-magnetic-field generation
• high-field and electron–positron plasmas 
• structured light–plasma interactions

One such field—plasma optics—promises to overcome fundamental limitations of solid-state optical technology and will usher in 
the next frontier of plasma research. Progress and science discovery in pursuit of this frontier will require a community approach 
to experiments, simulations, and theory, together with investments in an ecosystem of laser facilities and simulation software.

Inertial Confinement Fusion
With the global population rising to over 9 billion by the end of the 21st century and the rising tide of climate change, the pursuit 

of environmentally acceptable energy sources has become more critical than ever. While still in the research stage, controlled 
fusion could deliver an almost endless supply of power with relatively low environmental impact. The inertial confinement fusion 
(ICF) approach, in particular, was one of the earliest applications to harness high-power lasers and has, on several occasions, 
implemented innovative optical techniques to effect step changes in performance: efficient frequency tripling, spatial coher-
ence control (phase plates), induced spatial incoherence, and smoothing by spectral dispersion.2–6 While these successes have 
allowed ICF to push the intensity ever higher, designs must still navigate around laser–plasma instabilities and laser imprint.7,8 
Laser–plasma instabilities inhibit the deposition of energy in the ablator and put the laser at risk for damage by scattering light 
into unwanted directions. Moreover, these instabilities can generate superthermal electrons that preheat the fusion fuel, reducing 
its compressibility. Laser imprint, i.e., density nonuniformities on the capsule surface imparted by speckles, seeds the Rayleigh–
Taylor instability and can cause the capsule to break up during compression. 

Creative uses of the bandwidth available on current laser systems may inhibit low-frequency laser–plasma instabilities like 
stimulated Brillouin scattering by detuning the interaction between multiple laser beams or by moving speckles before the 
instability can grow.9 Modern broad-bandwidth lasers, on the other hand, could revolutionize ICF by providing unprecedented 
spatiotemporal control over laser–plasma interactions. These lasers can deliver pulses with the temporal incoherence neces-
sary to suppress high-frequency instabilities like two-plasmon decay and stimulated Raman scattering, while also providing 
smoothing sufficient to eliminate imprint.10–12 Generally speaking, the broad bandwidth mitigates laser–plasma instabilities 
by detuning the interaction between multiple waves or incoherently drives many small instabilities instead of a single coherent 
instability. To this end, optical parametric amplifiers (OPA’s) offer an excellent candidate for the next-generation ICF driver. OPA’s 
create high-power, broad-bandwidth light that can be seeded with a variety of temporal formats, including the random intensity 
fluctuations of parametric fluorescence, spike trains of uneven duration and delay, or chirplets.13 The bandwidth of the resulting 
pulses, or those from an existing wideband architecture, could be further increased by stimulated rotational Raman scattering 
during propagation to the final focusing optics. Preliminary experiments have demonstrated that this technique can broaden the 
spectrum of frequency-multiplied Nd:glass and KrF pulses to multiterahertz bandwidths.14

Nonperturbative Nonlinear Propagation and Material Interactions
The field of nonperturbative nonlinear propagation and material interactions spans the boundary of nonlinear optics and plasma 

physics with relevant dynamics occurring over a trillion orders of magnitude in time: starting with the attosecond dynamics of 
bound electrons that determine the nonlinear optical response, evolving into the femto- and picosecond formation and evolution 
of plasma, and concluding with the micro- and millisecond hydrodynamic evolution of the neutral medium. The emergence of 
high-power, high-repetition-rate (>kHz) ultrashort-pulse lasers enables novel regimes of nonlinear propagation and material 
interactions governed by a combination of nonthermal and thermal modifications to matter—regimes with scientific, industrial, 
and security applications such as understanding new states of warm dense matter, femtosecond micromachining, laser eye surgery, 
electromagnetic pulse generation, and long-range propagation through atmosphere for remote sensing.
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For a single high-power pulse propagating in transparent media, plasma formation counteracts the nonlinear collapse during 
self-focusing, leading to high-intensity propagation over distances much longer than a Rayleigh range.15–18 At high repetition 
rates, each laser pulse experiences a nonlinear environment modified by its predecessors, which combines traditional effects such 
as thermal blooming19 with ultrafast nonthermal effects, including ionization and impulsive (molecular) Raman excitation.20 
Already, experiments have demonstrated that a train of laser pulses can heat air through these processes, leaving behind a long-
lasting neutral density channel that can guide subsequent laser pulses21 and enhance the collection efficiency in remote detection.22 

For high-repetition-rate material interactions, a laser pulse will interact with matter that has been strongly modified by the 
nonthermal heating of previous pulses. This heating can create periodic surface structures, change the reflectivity and absorption, 
or alter the molecular composition altogether. The interaction involves multiple physics phenomena, including the time-dependent 
dielectric response, stimulated scattering mechanisms, phase changes, electronic band-gap structure, and combined optical–col-
lisional photoionization. In many of the solid and liquid media relevant to applications, the material properties governing these 
phenomena are not well characterized or even measured. Expanded use of spectral interferometry measurements,23,24 as well as 
the pursuit of new techniques, could greatly improve understanding and facilitate the development of applications. 

Plasma Accelerators
Particle accelerators provide a looking glass into a subatomic world inhabited by the fundamental building blocks of the 

universe. Conventional accelerators, based on vacuum technology, continue to make impressive strides, routinely improving 
beam quality and achieving unprecedented energies. With each advance, however, conventional accelerators grow in size or 
cost. Laser-plasma accelerators promise to break this trend by taking advantage of the extremely large fields either inherent to or 
driven by ultrashort laser pulses and a medium—plasma—that can sustain them. Armed with a vision of smaller-scale, cheaper 
accelerators and empowered by advances in laser technology, these “advanced accelerators” have achieved rapid breakthroughs 
in both electron and ion acceleration. 

Early laser-wakefield acceleration (LWFA) experiments made steady progress by trapping and accelerating electrons in plasma 
waves excited by unmatched laser pulses—pulses with durations exceeding the plasma period.25,26 Such pulses confined LWFA 
to suboptimal regimes in which plasma waves were driven either by laser pulse self-modulation or beat waves. With the advent 
of high-power, broadband multipass amplifiers, progress exploded—to this day, the maximum electron energy continues to climb 
with laser power.27–30 These amplifiers deliver ultrashort pulses with durations less than the plasma period, allowing experiments 
to access the forced, quasi-linear, and bubble regimes.31–33 Aside from increasing the maximum energy of the electron beams, the 
ultrashort pulses enable transformative injection techniques, through self-trapping or controlled ionization, that greatly reduced 
the electron beam emittance and energy spread.34–36 The emergence of amplifiers that can operate at both high peak and high 
average power provide a technological path toward a LWFA-based electron–positron collider. While many physics and technol-
ogy challenges must still be overcome, the high repetition rates of these systems could deliver the luminosity needed to achieve 
a number of events comparable to traditional colliders.37 

While the large inertia of ions precludes their efficient acceleration through LWFA, a high-intensity pulse incident on a solid 
or shocked target can drive several mechanisms that accelerate ultrashort, high-flux ion beams from rest.38–45 These mechanisms 
can be broadly separated into a few categories: ions accelerated by the sheath field of hot electrons escaping the back side of a 
solid target or target-normal sheath acceleration;38,39 ions gaining energy by reflecting off a moving electrostatic potential, caused 
by either radiation pressure (hole boring)40 or thermal pressure (shock acceleration);41,42 beam-plasma modes excited during 
relativistic transparency;43 solitary wave generation;44 or hybrid schemes that combine elements of these with other mechanisms. 
Developments in high-power, broadband amplifiers have made sources based on these mechanisms widely accessible for a range 
of applications, producing ion beams with energies comparable to longer, higher-energy pulses. Proton sources, for instance, are 
now routinely used to radiograph high-energy-density matter, providing an invaluable probe for resolving plasma dynamics on 
picosecond time scales.38,46 Advances in laser contrast and amplifiers that operate at both high peak and high average power 
would represent a transformative step toward the realization of laser-driven proton/ion beams as injectors for high-brilliance 
accelerators and medical therapy. When integrated with recent developments in high-repetition-rate cryogenic targets, high-
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repetition-rate lasers offer significantly greater control over the acceleration process and enable high-quality beams with tens 
to hundreds MeV and high particle flux. This integration would also provide an ideal platform for understanding the origin and 
evolution of magnetic instabilities in proton beams.45 

Radiation Sources
The strong accelerations experienced by electrons in intense laser–plasma interactions unleashes a torrent of secondary radia-

tion that spans the electromagnetic spectrum. Leveraging increases in laser repetition rate and intensity with creative interaction 
configurations and plasma structuring could spark the development of plasma-based radiation sources that excel in throughput, 
brightness, coherence, power, or efficiency. These plasma-based sources offer compact, low-cost alternatives to sources based 
on conventional accelerators that, if harnessed, could be widely accessible for applications.

The development of sources in two frequency bands in particular, x-ray and terahertz (THz), would have far-reaching benefits 
in medicine, defense, and basic science.47 Laser–plasma interactions generate x rays through a number of diverse mechanisms: 
betatron radiation from electrons oscillating in wakefields,48,49 bremsstrahlung emission from energetic electrons crashing into 
high-density matter,50 laser photons double Doppler-upshifted by a counter-traveling, relativistic electron beam, i.e., Compton 
scattering,51,52 stimulated emission of photons from relativistic electrons wiggling in a free-electron laser,53 x-ray lasing through 
transient collisional excitation,54,55 or high harmonic generation from electrons accelerated in and out of a surface by an intense 
laser field.56 This diversity provides the flexibility to choose a mechanism that best meets the requirements of applications such 
as phase-contrast imaging, radiosurgery, lithography, and nuclear resonance fluorescence for standoff detection of radioactive or 
other threatening materials. On the opposite end of the spectrum, the interaction of intense laser pulses with structured plasmas 
can efficiently drive THz radiation. The ponderomotive force of a laser pulse excites a time-dependent current. In a nonuniform 
plasma, this current radiates into the far field, emitting frequencies within a band determined by the pulse duration.57,58 This 
radiation could bridge the “terahertz gap”—the scarcity of sources between the frequency ranges accessible by electronics and 
lasers—and do so with high-power, ultrashort THz pulses. In contrast to x rays, THz radiation is non-ionizing and can be safely 
used for noninvasive biomedical imaging and medical tomography. Further, the energy separation of rotational–vibrational eigen-
states makes THz radiation ideal for time domain spectroscopy and standoff detection of chemical and biological molecules.59,60 

In terms of discovery science, THz radiation can directly excite matter to highly excited phonon states, unlocking new regimes 
of high-energy-density physics.61

Magnetized Plasmas
Like plasmas, magnetic fields occur ubiquitously throughout the universe and play a critical role in shaping astrophysical 

environments. Emulating these environments in the laboratory with well-diagnosed experiments can provide a valuable comple-
ment to conventional astrophysical observations. High-power lasers facilitate these experiments by creating scale-equivalent 
plasma conditions with self-generated or external magnetic fields, or by directly driving up magnetic fields through laser–plasma 
interactions. Either way, the magnetic fields fundamentally alter the laser–plasma interaction. The presence of ultrastrong, quasi-
static magnetic fields modifies the microscopic kinetics by diverting, confining, or undulating electrons; the collective behavior 
by bringing the cyclotron resonance within reach of optical excitation; and laser propagation through peculiar dispersive effects 
such as polarization rotation, slow light, and induced transparency. 

The capability to perform controlled, focused experiments by generating strong magnetic fields with lasers has only recently 
emerged. The current approach, based on existing laser technology, uses a long, high-energy pulse to drive a current through 
induction coils. Aside from basic laboratory astrophysics, these platforms allow one to investigate magnetized high-energy-density 
physics related to the transport of high-energy particles and high-gain ICF schemes like fast ignition.62 The projected intensities 
delivered by next-generation laser systems could directly drive volumetric magnetic fields rivaling those occurring on the surface 
of neutron stars (+MT). These extreme fields, created by the highly nonlinear currents driven by an intense laser pulse propagat-
ing through a relativistically transparent, high-density plasma, would result in a number of immediate breakthroughs:63–65 they 
would significantly enhance the transfer of energy from a laser pulse to electrons and facilitate the emission of gamma rays from 
relativistic electrons by providing a powerful undulator.64,66 The development of such a gamma-ray source would be critical 
for the development of nuclear and radiological detection systems. Furthermore, the gamma-ray source would enable discover-
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ies linked to our understanding of the early universe and high-energy astrophysics, including the direct creation of matter and 
antimatter from light67 and allow the direct control and study of nuclear excitation and structure.68 

High Field and Electron–Positron Plasmas
Nonperturbative quantum electrodynamics (QED) represents the current frontier of laser–plasma interactions—a frontier in 

which ripping electron–positron pairs from the Dirac sea may make targets a thing of the past69—a frontier in which vacuum 
exhibits magnetization, polarization and birefringence67—a frontier in which the analogy of Hawking radiation in electric fields, 
Unruh radiation, could provide insight into the life-cycle of black holes.70 Compared to any other physical theory, perturbative 
QED predictions have been experimentally confirmed to unprecedented accuracy. While electric fields strong enough to acceler-
ate an electron to its rest mass over a Compton wavelength, i.e., at the Schwinger limit, are sufficient to test nonperturbative QED 
models, creative laser-plasma configurations can create highly nonlinear environments at much lower field strengths. This strategy 
has already proven successful in experimental demonstrations of nonlinear Compton scattering,71 positron production,72,73 and 
radiation reaction.74 Nevertheless, the exotic theoretical and computational predictions of nonperturbative QED models have 
rapidly outpaced the experimental capabilities to test them. By providing flexible laser-plasma configurations and extremely 
high intensities, a next-generation laser could access unexplored regimes of nonperturbative, collective QED effects in plasmas 
and test the exotic predictions of the models. Such a facility could bring the mysteries of astrophysical objects, including black 
holes, pulsars, and magnetars, down to earth and uncover the dynamic interaction of inner shell electrons with highly ionized, 
heavy nuclei.75,76 

Structured Light–Plasma Interactions
Beyond simply adjusting parameters like intensity and frequency, the spatiotemporal structure of light offers additional degrees 

of freedom for controlling the interaction of intense laser pulses with plasma. Structured light fields emerge spontaneously when 
two or more electromagnetic plane waves interfere. The interference of three waves, for instance, can produce phase singulari-
ties, which give rise to one of the most fascinating features of structured light—orbital angular momentum (OAM). OAM pulses 
can impart angular momentum to the plasma, modifying the topology and dispersion of driven waves and the phase space of the 
charged particles they accelerate.77,78 As an example, a laser pulse with a helical intensity profile, or “light spring,” can pondero-
motively excite a wakefield that traps and accelerates a vortex electron beam, i.e., a beam that rotates around the optical axis.78 
OAM can also modify the nonlinear propagation and interaction of high-power pulses with transparent media, resulting in helical 
plasma filaments or high harmonic radiation with vortex phase structure.79,80

More-complex interference patterns exhibit striking properties that appear to violate special relativity: the peak intensity of 
a self-accelerating light beam follows a curved trajectory in space,81 while the peak intensity of a “flying focus” pulse can travel 
at an arbitrary velocity, surpassing even the vacuum speed of light.82 These arbitrary velocity intensity peaks result from the 
chromatic focusing of a chirped laser pulse. The chromatic aberration and chirp determine the location and time at which each 
frequency component within the pulse comes to focus, i.e., reaches its peak intensity, respectively. By adjusting the chirp, the 
velocity of the intensity peak can be tuned to any value, either co- or counter-propagating along the laser axis. This, in turn, grants 
control over the velocity of an ionization front or ponderomotive force—a control with the potential to advance several plasma-
based applications, including Raman amplification, photon acceleration, wakefield acceleration, and THz generation.83,84 While 
these unexpected features of structured light bring about new and rich laser–plasma interactions, they have remained relatively 
unexplored because of the technological challenges of creating such pulses. The further development of ultrafast pulse-shaping 
techniques to manipulate the spatiotemporal degrees of freedom would provide a virtual forge for creating pulses to optimize 
or bring about novel laser–plasma interactions. In doing so, these techniques would enrich all of the subfields discussed above.

Plasma Optics
Ultimately, advances in plasma physics will require repetition rates or intensities that exceed the damage limitations of solid-

state optical components. Even with improvements in high-damage optical coatings, the size of solid-state optical components 
must increase to maintain tolerable fluences. Aside from the prohibitive cost of such large optics, this approach will eventually 
become counteractive: larger optics can withstand higher powers, but their fabrication introduces surface aberrations that reduce 
focusability and, as a result, the peak intensity. Plasma-based optical components could provide the disruptive technology 
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needed to usher in the next frontier of plasma research. Plasma optics, being already ionized, have substantially higher damage 
thresholds than solid-state components and can be inexpensively and rapidly replaced, for instance, at the repetition rate of a gas 
jet or capillary or the flow rate of a water jet.85–89 

Similar to conventional optics, a laser pulse propagating in plasma acquires a spatiotemporal phase determined by the refrac-
tive index. By controlling the spatial variation, evolution, or nonlinearity of the plasma density, the plasma can provide disper-
sion, refraction, or frequency conversion, respectively, and, in principle, be made to mimic any solid-state optical component. 
Already, several such components routinely improve experimental performance: plasma gratings successfully tune the implosion 
symmetry of ICF capsules at the National Ignition Facility;90 plasma waveguides combat diffraction, extending the interaction 
length in LWFA’s;91 and plasma mirrors (1) enhance intensity contrast by orders of magnitude, allowing for impulsive laser–
matter interactions free of premature heating92 and (2) redirect laser pulses in multistage LWFA’s without degrading electron-
beam emittance.93 Several other plasma components, while still in the nascent stages of development, have been successfully 
demonstrated in experiments: lenses,94,95 wave plates,96 q-plates,97 beam combiners,98 compressors, and amplifiers.99 Plasma 
amplifiers, in particular, could eventually replace CPA’s in the final power-amplification stage of a laser, eliminating the need for 
large, expensive gratings.100 In principle, these amplifiers can achieve intensities 103# larger than CPA’s in the infrared or operate 
in wavelength regimes inaccessible to CPA’s altogether, e.g., the ultraviolet or x-ray range.101 A next-generation high-power laser 
that implemented plasma components could deliver extremely high intensity pulses—pulses that would transform the landscape 
of laser–plasma interactions.
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For over a decade, numerous experimental and computational studies have investigated magnetic reconnection in high-energy-
density plasmas.1–3 An improved understanding of the reconnection theory and its application to extreme astrophysical envi-
ronments and controlled fusion motivates these studies. One method for driving reconnection uses the collision between two 
laser-produced plasmas at the surface of a solid target. As the plasmas expand, the oppositely oriented Biermann fields are forced 
together and reconnect. In all previous studies, the plasmas were generated up to several laser-spot diameters apart, allowing time 
for the plasmas to expand and the Biermann fields to grow before colliding and forcing reconnection at their outermost edges.

In this work, a modified technique for driving reconnection is proposed and demonstrated. Two high-energy laser pulses were 
focused to 2 # 1014 W/cm2 and pointed one laser-spot diameter apart on the surface of a thick plastic foil. The closer spot separa-
tion minimizes the time for plasma expansion before the interaction occurs and allows the largest magnetic fields at the edge of 
each laser spot to interact and reconnect. Proton radiography was used to demonstrate the technique by mapping the changes in 
magnetic connectivity at the target surface. The data show where the magnetic fields are located, where they are transported to, 
how they merge and reconnect, and where they reside post reconnection. 

Figure 1 shows the experimental setup carried out on the OMEGA EP Laser System. Two long-pulse beams with a 351-nm 
wavelength were focused on the surface of a 5 # 5-mm2, 50-nm-thick plastic foil. Each beam delivered 2 kJ of energy in a 2.5-ns 
square pulse focused to an 820-nm-diam focal spot. The laser intensity was 2 # 1014 W/cm2 and each laser beam included dis-
tributed phase plates. The main target interaction was probed with an ultrafast proton beam. The protons were accelerated from 
a 20-nm-thick Cu foil mounted inside a plastic tube facing the main target. The Cu foil was irradiated at normal incidence with 
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a 0.3-kJ, 1-ps pulse of 1.053-nm light at focused intensities above 1019 W/cm2. A proton beam with energies up to several tens of 
MeV was accelerated by target normal sheath acceleration. To protect the rear surface of the Cu foil from the coronal plasma and 
x-ray preheat generated by the long-pulse interaction, a 5-nm-thick Ta foil was used to cap the end of the plastic tube. A filtered 
radiochromic film detector stack was used to measure the proton beam after it traversed the main target interaction. 

Figure 2 shows proton radiographs of a series of two-beam interactions with a laser-spot separation of one focal-spot diameter 
(+820 nm). The laser pulses were co-timed. Data are shown at eight different times between t = t0 + 0.17 ns and t = t0 + 1.97 ns. 
Each time interval was measured on a different shot. The images were generated with 29-MeV protons. At t = t0 + 0.17 ns 
[Fig. 2(a)], the radiograph shows a pair of dark rings consistent with two distinct Biermann fields at the edge of each laser focal 
region.4 These dark rings remain continuous and physically separate at t = t0 + 0.27 ns [Fig. 2(b)]. The plasmas have begun to 
merge at t = t0 + 0.37 ns [Fig. 2(c)], and the detected proton flux at the intersection point is diminished. Over the next 800 ps, the 
inner dark rings progressively transform into a continuous oval-like pattern [Figs. 2(c)–2(f)]. This changing pattern is consistent 
with a transition from two isolated Biermann fields into a single global magnetic field that surrounds the laser focal regions. Post 
reconnection, the change in magnetic connectivity is sustained and the dark oval pattern is measured at t = t0+ 1.47 ns [Fig. 2(g)] 
and t = t0 + 1.97 ns [Fig. 2(h)]. 

The work described here uses a simple but crucial modification to the conventional laser-driven reconnection geometry that 
has significant physical implications. Compared to the original laser-driven reconnection technique, the geometry modifies where, 
when, and how magnetic reconnection occurs. The interaction between the neighboring plumes occurs earlier in time, the dis-
tance the largest magnetic fields must be transported before the reconnection layer forms is reduced, and the driven-reconnection 
process is less perturbed by plasma accumulation at the midplane. Most notably, the geometry allows for field-line reconnection 
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of the largest-magnitude magnetic fields that are generated at the edge of each laser spot, unhindered by stagnating plasma flows. 
It is important to note that no previous studies have identified this possibility or attempted to drive reconnection at such close 
laser-spot separation.
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Accurately diagnosing plasma conditions is vital to the success of a wide variety of high-energy-density physics experiments. 
Optical Thomson scattering from collective ion-acoustic and electron wave features offers a method of measuring plasma param-
eters with spatial and temporal resolution. Analysis of Thomson-scattered spectra reveals an abundance of useful data including 
electron density, electron temperature, ion temperature, ionization state, ion species composition, bulk flow velocity, and heat flux.

A challenge associated with Thomson-scattering measurements arises from the small scattering cross section. To overcome 
this challenge, a high-energy probe laser beam is required to measure single-shot Thomson-scattering spectra with acceptable 
signal-to-noise ratio (SNR), but in order for the laser beam to propagate through the plasma, its power must remain below the 
self-focusing threshold,

 ,P W
n n

T
3 10

keV7
c

e c

e
#=_

_
i

i
 (1)

where Te is the electron temperature and n ne c is the electron density normalized to the critical plasma density for the wavelength 
of the Thomson-scattering laser.

Figure 1 shows the limitations of the Thomson-scattering SNR introduced by limiting the incident probe laser power to the 
threshold for self-focusing. The region below the curves has a reduced SNR because of the lower-than-optimum incident laser power. 
Increasing the laser power to raise the SNR above the curves results in self-focusing. The small SNR demonstrates the challenges 
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of obtaining high-fidelity Thomson-scattering spectra. The SNR can be improved by a factor of 10 by using a distributed phase 
plate (DPP). A DPP increases the filamentation threshold by distributing the laser’s power across many lower power speckles.

Two-dimensional Thomson-scattering measurements (Fig. 2) show the limits of probe-beam propagation that are consistent 
with the limitations of self-focusing [Eq. (1)]. For experiments above the self-focusing threshold [Fig. 2(a)], the Thomson-scattering 
beam was observed to self-focus and no Thomson-scattering signals were observed from the Thomson-scattering volume located 
at the center (0, 0). By introducing a phase plate to the Thomson-scattering beam [Fig. 2(c)], excellent laser beam propagation was 
observed along with high-SNR Thomson-scattering spectra. The electron plasma and ion-acoustic wave features were measured, 
and these spectra were used to determine the electron density, temperature, and flow velocity as a function of time and space in 
a gas-jet plasma heated by a total of 1.8 kJ of laser energy on the OMEGA laser. The results show very uniform 1.5-mm density 
and temperature plateaus, which are ideally suited for future laser–plasma interaction experiments.
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Figure 2
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In direct-drive inertial confinement fusion (ICF), a millimeter-scale spherical capsule is uniformly illuminated by symmetrically 
oriented laser beams.1 The lasers ablate the outer layer of the capsule, which generates pressure to implode the fuel. The primary 
mechanism by which laser energy is converted into thermal energy in the ablator is through electron–ion collisional absorption, 
but a number of parametric instabilities can also occur when the lasers interact with the plasma corona of the imploding capsule, 
many of which can adversely affect the quality of the implosion.

Of particular importance are the stimulated Raman scattering (SRS) and two-plasmon–decay (TPD) instabilities, which cor-
respond to the decay of an incident electromagnetic wave into an electromagnetic wave and an electron plasma wave (EPW) or 
into two EPW’s, respectively.2 The resulting high-phase-velocity EPW’s can accelerate electrons to high energies. These energetic 
electrons can deposit their energy in the cold fuel, reducing the compressibility of the capsule. 

It has long been known that introducing bandwidth into the drive lasers reduces the homogeneous growth rate for these 
instabilities,3 and it has been shown analytically that bandwidth can increase the thresholds for absolute SRS and TPD.4 There 
are no existing lasers, however, with sufficient energy and bandwidth to demonstrate instability suppression in ICF experiments. 
Optical parametric amplification of a broadband seed beam using a high-energy monochromatic pump beam provides a potential 
path toward high-energy broadband lasers. As an alternative, recent experiments have successfully demonstrated that stimulated 
rotational Raman scattering can increase the bandwidth of high-energy lasers.5

This summary presents a numerical study of absolute instability thresholds for SRS and TPD using a broadband pump beam. 
The calculations suggest that the absolute thresholds can be increased significantly with +1% bandwidth at ICF-relevant condi-
tions. Several different field spectra are considered, and it is found that the coherence time of the laser is the predominant factor 
in determining the effectiveness of a given pump spectrum. 

Figure 1 shows absolute instability thresholds for SRS and TPD as a function of the laser period over the laser coherence 
time for Gaussian, Lorentzian, flat, and Kubo–Anderson process (KAP) power spectra (KAP bandwidth corresponds to a 
laser field that has a constant intensity but undergoes random Poisson-distributed phase jumps). The thresholds were calcu-
lated using the laser–plasma simulation environment (LPSE). The coherence time was defined as ,g d2

cx x x=
-3

3
^ h#  where 

g E t E t E t0 0 0
2

/x x+)
^ _ _ _h i i i  and E0 is the electric field of the pump beam. The thresholds are normalized to the analytic 

thresholds for a monochromatic pump6,7
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where Ln is the density scale length and m0 is the pump central wavelength. 
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As a function of coherence time, the thresholds for the various power spectra shown in Fig. 1 exhibit a universal scaling. This 
demonstrates that the pump coherence time is the predominant factor in determining how effective a laser with a given power 
spectrum will be for instability suppression. Despite being the only field spectrum that does not have amplitude modulation in the 
time domain, KAP bandwidth results in nearly the same thresholds as the other spectra, which indicates that amplitude modula-
tion does not significantly impact the absolute threshold.
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Absolute (a) SRS and (b) TPD thresholds from LPSE simulations plotted in terms of the laser period over the coherence time for an Ln = 208-nm scale length 
plasma with an electron temperature of Te = 2 keV. The various field spectra are represented by blue circles (Lorentzian), red squares (Gaussian), green triangles 
(flat), and yellow diamonds (KAP). The error bars correspond to the standard deviation from four-run ensembles varying the random-number–generator seed 
for the pump spectra. x0 is the laser period.

Approximate scaling laws for the absolute instability thresholds were obtained by systematically varying the laser bandwidth, 
density scale length, central wavelength, and electron temperature:
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where Te is the electron temperature. In addition to the bandwidth dependence in Eqs. (2) and (3), the threshold scalings with 
Ln, m0, and Te have changed relative to the monochromatic result. Equations (2) and (3) predict that a laser with . %1 50 c .x x  
would allow a doubling of the drive intensity in direct-drive implosions. 
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Cross-beam energy transfer (CBET), which occurs when laser beams overlap in a plasma and drive ion-acoustic waves, may 
be responsible for a 50% decrease in hydrodynamic efficiency in OMEGA implosions.1 A program was developed that models 
CBET for the simple case of two intersecting beams. The algorithms in this code followed a five-step process, which involved 
mapping ray trajectories to a grid, finding ray interactions, calculating gain coefficients for the interactions, and solving for final 
values through iteration.

A ray-tracing code was developed that propagates laser beams by representing them as bundles of rays and then evolving the 
rays in time according to the following set of differential equations:2
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where x is the position vector, t is time, and vg is the group velocity vector, defined by
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where ~ is the angular frequency, k is the wave-number vector, and nc is the critical density, defined by
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These equations take into account the dispersion relation and the density profile of the background plasma. The energy 
deposited by the beams, as well as the beam intensities and electric fields, can be calculated and plotted onto a grid using the 
first-order linear interpolation method.
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To map ray trajectories and find interactions, we store an array of each ray’s coordinates along its trajectory. We also keep track 
of the gridlines it crosses and the cells through which it passes. Two rays are said to intersect if they are from different beams 
and they both pass through the same grid cell.

For each interaction, we calculate the gain coefficient from the following formula:3
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where Ls
ijkl is the laser absorption length; e is the elementary charge; Ek0 is the initial electric field of the pump ray; me is the 

electron mass; c is the speed of light; ~ij and ~kl are the frequencies of the seed beam and the pump beam, respectively; kB 
is the Boltzmann constant; Te is the electron temperature; Ti is the ion temperature; Z is the ionization state; ne is the electron 
density; nc is the critical density; oia is the ion-acoustic wave energy damping rate; kij and kkl are the seed and pump ray vectors, 
respectively; u is the plasma flow velocity; and ~s is the acoustic frequency.

Once we determine the energy transfer for a single intersection, we must propagate the energy change to all downstream cells 
(see Fig. 1). After doing this for all possible ray intersections, we iterate the process, if necessary. This new program matches 
the results of Follett’s CBET program,3 which uses the same equations but different numerical algorithms; it also performs the 
calculations 10# faster. 

Furthermore, a new ray-tracing method was investigated, namely complex ray tracing, which represents a laser beam with only 
five rays: a chief ray (a.k.a., base ray), two waist rays, and two divergence rays. The electric field or intensity at any point can be 
calculated by finding the distance between the point and three of the rays along a line perpendicular to the chief ray.4 

We tried two different approaches to implement this technique: In the first approach (cell by cell), we traced all five rays at the 
beginning and then went cell by cell to calculate the intensity for each cell. While this method was very accurate, it was very slow 
when the number of cells became large. The second method (update outward along the chief ray) started by tracing the waist and 
divergence rays; then, while the chief ray was traced, we updated the intensities outward from the chief ray. This method worked 
quickly and accurately: it ran 4# faster than the standard ray-tracing method and produced a smoother plot.

With this program, we reproduced a basic version of Young’s double-slit experiment, showing that complex ray tracing can 
model additional effects such as diffraction and interference. In the future, this work will be implemented into the 3-D hybrid 
fluid-kinetic code CHIMERA. 



Complex Ray TRaCing and CRoss-Beam eneRgy TRansfeR foR laseR-plasma simulaTions

LLE Review, Volume 15894

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

 1. J. F. Myatt et al., Phys. Plasmas 24, 056308 (2017).

 2. T. B. Kaiser, Phys. Rev. E 61, 895 (2000).

 3. R. K. Follett et al., Phys. Rev. E 98, 043202 (2018).

 4. H. Yu et al., Appl. Opt. 55, 6530 (2016).

–4 4–2 20
x (cm)

0.02

0.01

0.00

a 0

(a)

(b)

TC14809JR

–5
–5

5

5

0

0

z (cm)

Total CBET new field 
amplitude (a0) Field amplitude

x 
(c

m
)

–5
–5

5

5

0

0

y (nm)

x 
(n

m
)

0.02

0.01

0.00

0.02

0.01

0.00

z (cm)
–4 4–2 20

z value
midpoint z value
maximum z value

Figure 1
Comparison of Follett’s CBET code3 with the developed code. (a) Our results are on the left and Follett’s results are on the right. Energy from the upward-
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The discovery of exoplanetary systems orbiting host stars has revolutionized planetary astronomy. As we begin to understand the 
diversity of these planets’ architectures across a wide range of planet–star separation, we rely on transit-based methods to char-
acterize their masses, radii, albedo, and soon, atmospheres. Ascertaining planetary structure, evolution, and habitability require, 
however, a better understanding of key internal geophysical and geochemical processes that drive the planetary geochemical 
differentiation, internal composition, core sizes, and heat budgets, all of which depend on the behavior of planetary constituent 
materials, particularly silicates and iron, at extreme conditions. 

In the past few years, advances in high-pressure physics experiments, particularly those employing ramp-dynamic compression 
tools, have addressed this challenge.1 The experiments provided precise data on the compressibility of iron, its Grüneisen param-
eter,2,3 and the solidus line of MgSiO3 (Ref. 4) as well as its conductive behavior at conditions comparable to 4 to 5 ME (Ref. 5). 
Additionally, recent static high-pressure experiments revealed that liquid iron’s thermal conductivity at conditions corresponding 
to Earth’s core mantle boundary (CMB) is substantially higher than values previously used in the geophysics literature.6,7 

In this work, we derive new thermodynamic data using recent experimental results on both iron and silicates to better model 
the internal states for super-Earth (SE) planets ranging from 1 to 10 ME (see Fig. 1). We combine the state-of-the-art equation of 
state and melting experimental data with parametric thermal evolution models to obtain new pressure, density, and temperature 
radial profiles of these planets. We reveal that for planets more massive than 3 ME, a thick layer of deep magma oceans sur-
rounding solid iron cores will develop. We present new theoretical data on the thermal conductivity of SE’s iron cores at extreme 
conditions, based on the revised estimates for Earth’s values, and carefully assess the power requirements required to maintain 
the convective state of these cores. We show that the drastic rise in the conductive losses along the CMB will dominate the heat 
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Radial thermal structure profiles of rocky SE planets ranging from 1 to 
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flux in the more-massive planets, driving their cores into a sub-adiabatic and non-convective state. Absent substantial intrinsic 
heat sources, the cessation of convection will consequently shut down the dynamo action in their cores. Our results lend support 
to the recently proposed concept of “super habitability,” employed to describe terrestrial-like planets with enhanced characteristics 
amenable to their habitability.8 We have shown that it most likely extends up to only +4 ME; beyond which, a new paradigm that 
describes the suitability of carbon-based life forms on more-massive rocky planets might be needed.
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Reliably predicting the properties of hydrogen and its isotopes under extreme conditions remains a problem of great importance 
and broad scientific interest. Accurate knowledge of the equation of state (EOS) and transport properties over a wide range of 
thermodynamic conditions of this simplest and most-abundant element in the universe is used as input for planetary astrophysics 
models to describe interiors of planets1 as well as the inertial confinement fusion (ICF) simulations to design targets.2–4 The 
most-advanced theoretical and computational methods are used to interpret experimental results and to predict properties at 
thermodynamic conditions that are difficult to access experimentally.

On the other hand, new experimental measurements with improved accuracy5,6 serve as an important benchmark to assess 
the accuracy of theoretical predictions. It was found6 that recent shock-compression data for deuterium are well described by 
finite-temperature density functional theory (DFT) methods.7–9 Standard generalized gradient approximation (GGA) exchange-
correlation (XC) functionals such as Perdew–Burke–Ernzerhof (PBE)10 describe the peak compression reasonably well, but at 
pressures above 250 GPa along the Hugoniot, the DFT calculations with the PBE functional predict a stiffer behavior than recent 
experimental data.5

All current DFT calculations of the Hugoniot data and transport coefficients are performed with temperature-independent 
XC functionals developed for ground state;4,6,11–14 therefore, XC thermal effects, which play an important role in warm-dense-
matter (WDM) conditions,15 are not taken into account. Figure 1 shows the (rs,t) domain where the temperature dependence of 
XC might be important for accurate predictions. The relative importance of XC thermal effects is shown as a function of the 
Wigner–Seitz radius rs = (3/4rn)1/3 and reduced temperature t = T/TF, where T n k3 2/2 2 3

F Br= ^ h  is the Fermi temperature and 
n is the electron number density. XC thermal effects might become important for t values around a few tenths and above. Here we 
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Figure 1
The relative importance of explicit temperature dependence in the XC 
free-energy functional for the homogeneous electron gas measured as 

, , ,f r t e r f r t e rlog10 xc s xc s s s xc s- +_ _ _ _i i i i8 B$ .  where fxc is the XC 
free-energy per particle given by the corrKSDT parameterization,16,17 exc is 
the zero-temperature XC energy per particle,18 and fs is the noninteracting 
free energy per particle.19 r t2 2

smC =  with m = (4/9r)1/3 is the classical 
coupling parameter. The solid white line corresponds to the liquid deuterium 
principal Hugoniot path; the end point corresponds to P = 1 TPa.
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focus on the study of the optical and transport properties along the principal Hugoniot of deuterium with a temperature-dependent 
Karasiev–Dufty–Trickey (KDT16) generalized gradient approximation XC functional.16

Figure 2 compares our theoretical predictions and experimental results across the molecular-to-atomic (MA) transition (low-
pressure range P < 150 GPa) (Ref. 6). Both functionals, KDT16 and PBE, are in good agreement with experimental measurements 
in the range of pressure up to 200 GPa. At higher pressures, however, the PBE curve becomes noticeably stiffer as compared 
to the recent experimental data;5 the disagreement reaches about 4% at P = 550 GPa. The KDT16 predicts a curve that is softer 
by slightly more than 1% beyond 250 GPa as compared to PBE. Increasing the simulation cell size from 64 to 128 atoms in this 
range of pressure leads to further softening of the Hugoniot. The KDT16 compressibility is within the experimental uncertainty 
in the entire pressure range (including high pressures P > 250 GPa). Therefore, the inclusion of XC thermal effects in calcula-
tions makes the deuterium Hugoniot softer at P > 250 GPa and improves agreement with the experimental data; the KDT16 XC 
functional is able to describe the principal Hugoniot of liquid deuterium consistently over the entire pressure range.

Figure 2
Deuterium principal Hugoniot derived from the initial state t0 = 0.172 g/cm3 and T0 = 20 K. The PBE (dashed black) and KDT16 (dashed red) curves are 
obtained by combining results from simulations with 256 atoms (6 # T # 20 kK, pressure range between 34 and 86 GPa for both functionals), 128 atoms (25 # T # 
50 kK, pressure range between 104 and 208 GPa for KDT16), 64 atoms (60 # T # 150 kK, pressure range between 253 and 736 GPa for KDT16), and 32 atoms 
for T = 200 kK. The solid red curve corresponds to the KDT16 results from simulations with 256 atoms (6 # T # 20 kK) and 128 atoms (25 # T # 150 kK).

The reflectivity along the deuterium Hugoniot was calculated at 532 and 808 nm with the KDT16 XC functional and our 
predicted value of the refractive index. Results of recent experiments20 on OMEGA and previous measurements21 are shown in 
Fig. 3. There is excellent agreement between the KDT16 values and experimental data at 808-nm wavelength for the range of 
shock speeds considered in calculations, even though the experimental data have relatively large error bars. The KDT16 results 
at 532 nm are in very good agreement with recent OMEGA experimental data for shock speeds below 50 km/s. The reflectivity 
is underestimated by the DFT calculations at high shock speeds Us > 50 km/s as compared to the experiment. Experimental 
reflectance as a function of shock speed changes the slope at Us near 45 km/s (T . 0.4 TF = 60 kK); this change in the slope is 
related to lifting of the Fermi degeneracy. The system starts to behave as a classical one at a significantly lower temperature as 
compared to TF (see details in Ref. 20). Calculated KDT16 reflectivity at the same 532-nm wavelength rises very quickly from 
0.29 at 16 km/s (T . 6 kK) to 0.39 at 20 km/s (T . 12 kK), which roughly corresponds to maximum compression near molecular-
to-atomic transition; it slowly continues to increase and near 43 km/s the slope also increases.

The deuterium system along the Hugoniot experiences transformations from an insulating molecular liquid to atomic poor 
metallic liquid and finally to nondegenerate classical plasma. The signature of the molecular-to-atomic transition is found in a sharp 
increase of electrical dc conductivity and reflectivity at shock speeds in the range between 16 and 20 km/s (a range of temperature 
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between 6 and 12 kK). An increase in the slope of calculated reflectivity at Us . 43 km/s (T . 0.4 TF = 60 kK), related to the 
breakdown of the electrons’ degeneracy and emergence of classical statistics,20 is in agreement with experimental measurements.

Our results confirm that the crossover between the quantum and classical statistics occurs below the T = TF limit. This is 
apparent in the observed change in the transport and the thermodynamic properties of the deuterium fluid in the region of 0.4 to 
0.65 TF. Future work should investigate the dependence of the onset of this crossover on density.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856 
and U.S. National Science Foundation PHY Grant No. 1802964. 
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Introduction
Gated optical imagers (GOI’s) use microchannel-plate (MCP)–type intensifier tubes to electronically control the exposure dura-
tion of a 2-D image. Short exposure durations can be used to reduce motion blur in a dynamic scene or reject late-time sources 
of background noise such as ghost reflections or persistent thermal emission. The current state-of-the-art high-speed GOI’s that 
use 18-mm-diam image tubes can achieve gate times of the order of 100 ps (Refs. 1 and 2). In the gated-off state, the entrance 
face of the MCP is negatively biased relative to the photocathode, preventing the flow of electrons to the MCP. The tube is gated 
on by applying a positive voltage pulse to a photocathode that temporarily overcomes a preimposed bias. Photoelectrons can 
then pass through the MCP amplification stage and are imaged on a phosphor screen. The MCP tube geometry and electrical 
capacitance of the photocathode influence the speed at which a transient voltage can be applied to the tube surface. In the fastest 
regimes the gating process is both spatially and temporally dynamic. Different regions of the image see different on/off times 
and exposure durations as the gate pulse propagates across the photocathode. Quantitative knowledge of the overall detector 
sensitivity as a function of position and time is required to accurately compare data recorded at different image positions. This 
type of calibration is critical to the 3~ beamlets diagnostic on OMEGA, which simultaneously records a four-frame image on 
a single exposure.3 The beamlet energy, polarization state, and temporal evolution are determined by comparing the individual 
beamlet signals in each subimage. 

Calibration Apparatus 
A short-pulse laser was used to map out the optical gate profile over a series of image acquisitions by triggering the GOI at 

different times with respect to the incoming pulse (Fig. 1). A frequency-doubled Ti:sapphire (m = 395-nm) laser with 1-ps pulse 
duration was up-collimated to +20-mm diameter and free-space propagated to the GOI photocathode. The up-collimator produced 
a relatively flattop beam profile by selecting only the central 1/10th of the original Gaussian laser near field. A sample of the laser 
pulse was split and fiber coupled for use as an energy and timing reference. Once fiber coupled, the pulse was split again with 
one leg sent to a time-integrated energy meter and the second leg sent to a high-speed (90-ps) photodiode. The photodiode output 
and an electrical monitor pulse produced from the GOI pulser were recorded on separate channels of an 8-GHz oscilloscope 
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A laser with 1-ps pulse duration is used to 
characterize the GOI gate as a function of 
time and image position. The arrival time 
of the laser pulse relative to the GOI trigger 
is varied over a series of image acquisitions 
to map out the gate profile. An oscillo-
scope measures the laser timing relative 
to a monitor of the GOI gating pulse. The 
energy of each incident pulse is quantified 
using an energy meter. 
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sampling at 40 Gs/s. The relative trigger time for each image frame was measured by comparing the reference pickoff timing to 
the monitor pulse and was determined with 5-ps accuracy. The pulse energy was also measured by integrating the photodiode 
oscilloscope trace. Agreement between the two pulse energy measurements was 2.5% rms, allowing fluctuations in laser pulse 
energy to be corrected for in each image frame.

Generation of a Flat-Field Calibration
To establish the baseline spatial uniformity of the illumination beam, a series of images were collected with the GOI in slow 

gate exposure mode. The slow gate setting provides millisecond exposure durations using separate gating circuitry. The flat-field 
images are used to quantify intensity nonuniformities introduced by the laser near field, diffraction from the up-collimator, and 
dust particles on the transport optics. The scan of the fast gate included +85 shots. A system jitter of !50 ps prevents the scan 
from being generated with equal spacing time steps but timing information can be recovered to !5 ps by fitting the monitor and 
diode traces in post-processing. By sorting the acquisitions by trigger time, a gain history with approximately 5-ps sample inter-
vals is generated. As shown in Fig. 2(a), the 3~ beamlets’ GOI has an exposure duration of approximately 250 ps. A sensitivity 
figure of merit G(x,y) is calculated by integrating the gate history as a function of time on a pixel-by-pixel basis, given by Eq. (1).

 ,
,

, ,
,G x y

x y E

I x y I x y
t t1

2FF i

i i
i i

i

n
1

1 -=
++

+_
_

_ _
`i

i

i i
j/  (1)

where I(x,y) is the signal intensity of a given image pixel on the ith image in the set, ti is the relative time that the image was 
acquired, Ei is the corresponding pulse energy, and FF is the normalized image from the slow-gate flat field. Equation (1) gener-
ates a composite image that contains the time-integrated gain sensitivity as a function of image position [Fig. 2(b)]. 
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(a) The gain as a function of time is shown at two different pixel locations on the GOI image. (b) A composite image is generated by integrating the gain history 
at each point in the image. (c) The flat-field calibration function is generated by fitting the composite image fit with a 2-D second-order polynomial. (d) Dividing 
the composite image by the flat-field function corrects the spatial variations in gain to 2.2% rms.
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Figure 2(b) shows the measured sensitivity as a function of image position. The edges of the MCP tube are more sensitive 
than the center. The magnitude of sensitivity variation is a function of bias voltage. In general, faster gate times can be achieved 
for a given electrical gate pulse by increasing the MCP to photocathode bias. In this case, electrons flow only during the peak 
portion of the gate pulse. However, this also results in a lower electron extraction field, making the gating process more sensi-
tive to variations in extraction field uniformity. Excessive bias produces fast gate profiles but can result in a complete lack of 
sensitivity in the image center. Ultimately the bias setting is a compromise between spatial sensitivity uniformity and gate speed. 
Recording the spatiotemporal flat field at different settings allows the bias voltage to be optimized. In the case of the standard 
beamlets configuration, the 250-ps gate duration is accompanied by a 40% peak-to-valley (p–v) variation in sensitivity from the 
image center to the edge.

A smooth and continuous calibration function was generated from the composite gate image by fitting it to a 2-D second-
order polynomial [Fig. 2(c)]. The fitting process averages out pixel-to-pixel statistical noise and smooths residual features from 
diffraction and dust that persisted after flat fielding. Figure 2(d) shows the residual sensitivity variation of the original composite 
image after the flat-field correction. Dividing the composite image by the correction function results in a 2.2% rms variation in 
measured signal intensity with a p–v of ~6%.

Conclusions 
A short-pulse laser and precision trigger monitor system were used to generate a spatiotemporal flat field for a high-speed 

GOI used in the 3~ beamlets. Measuring the detector sensitivity as a function of time and image position makes it possible to 
optimize the GOI operating voltages. A method for averaging calibration data into a single scalar correction function is described. 
Implementation of the correction function reduces spatial gain variations from +40% p–v and 9.3% rms to 6% p–v and 2.2% rms. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Independently managing the timing of individual beams so they all arrive at the target at the time specified by the principal 
investigator is crucial to the success of experiments on the OMEGA EP Laser System. A streak camera is used to observe the 
x rays emitted when the laser beams strike a gold target, while an optical streak camera is used to measure the UV pulses. Cor-
relating the signal on the two instruments gives a timing accuracy of 10 ps for the short-pulse IR beams and 20 ps for the long-
pulse UV beams.

OMEGA EP is a four-beam, kilojoule-class laser system.1 The four beams can be configured to produce different pulse shapes 
with durations ranging from 100 ps to 10 ns and energies up to 10 kJ with a wavelength of 351 nm, or up to two of the beams 
may propagate to the target chamber without being converted to the UV. Instead, the IR light passes through a grating compres-
sor2 and is delivered to the target as a 1- to 10-ps Gaussian pulse with up to 1 kJ of optical energy. The users of this facility can 
perform experiments where the beams arrive at the target with adjustable relative delays. 

If two pulse shapes are identical, an overlap can be used for alignment as in shown in Fig. 1(a). For non-identical pulse shapes, 
the timing criteria become more complicated as shown in Figs. 1(b) and 1(c).

OMEGA EP has adopted the following conventions for co-timing the various beam configurations: UV pulses are considered 
to be co-timed when the points on the rising edge, corresponding to the 2% level of the peak, reach the target simultaneously. For 
the IR beams, co-timing means that the peak of the Gaussian pulse shape arrives at the target simultaneously, regardless of the 
width of the pulses. When both IR and UV pulses are co-timed, the peak of the IR Gaussian is aligned with the 2% point on the 
rising edge of the UV pulse. Of course, any of the beams can be mistimed to produce the arrival times desired by the principal 
investigator, but the mistimings are always specified relative to the timed definitions.

The co-timing system begins by recording the UV pulse shapes on an optical streak camera3 as shown in Fig. 2. The signals 
arrive at the streak camera arbitrarily but at deterministic and reproducible times resulting from the optical-path differences 
from the pickoff. The arrival times at target chamber center are determined by x rays generated by the optical pulses and mea-
sured on an x-ray streak camera. Also recorded on the optical streak camera is an eight-pulse, 1.8-GHz comb pulse tied to the 
master clock of OMEGA EP. This fiducial links the measured optical pulse to the outputs of the other diagnostics on the system, 
thereby enabling one to convert the relative timings measured on the streak camera into absolute system times. The PJX x-ray 
streak camera, developed at LLE,4 allows one to measure an x-ray pulse with picosecond time resolution and can be mounted in 
a ten-inch manipulator directly on the OMEGA EP target chamber. Figure 3 shows the output image of the PJX streak camera 
for the two different timing configurations.

Co-Timing UV and IR Laser Pulses  
on the OMEGA EP Laser System

W. R. Donaldson and A. Consentino

Laboratory for Laser Energetics, University of Rochester



Diagnostic science anD Detectors

LLE Review, Volume 158 105

Figure 1
(a) The temporal alignment of two UV pulses with identical shapes. Any point can be used for the alignment. (b) Two dissimilar UV pulse shapes must be 
aligned by matching equal normalized amplitude points on the rising edge. (c) The UV (blue #’s) and IR (green circles) are timed such that the peak of the IR 
pulse coincides with the 2% point of the UV pulse. An alternative timing where the peaks coincide is shown by the red crosses. This timing is not applicable 
with all UV shapes.
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If the system is properly co-timed, the leading x-ray image of each of the four UV beams, shown in Fig. 3(a), should align in 
the temporal (vertical) direction. In the short-pulse to long-pulse configuration, shown in Fig. 3(b), the peaks of the two short-
pulse beams should align with the 2% point on the leading edge of the long-pulse UV beam. Exact timing at the picosecond level 
requires a quantitative analysis of these images.

The target consists of a 25-nm-thick, 3-mm # 3-mm sheet of polyimide coated with 0.5 nm of gold. The total energy in each 
UV beam is +170 J, giving +85 J in each of the two 100-ps Gaussians; therefore, the peak intensity is +5 # 1015 W/cm2. At this 
intensity, at 351 nm, the temporal profile of the x-ray pulse matches that of the UV pulse as seen in Fig. 4. The x-ray temporal 
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(a) The x-ray streak-camera image of a four-beam, long-pulse shot showing eight pulses from the four beams. (b) Two short-pulse IR beams and one UV beam 
strike the target. The temporal calibration is +1 ps per pixel.
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The x-ray temporal pulse shape (red circles) matches the measured UV pulse 
shape (solid blue line). The dashed blue line is the UV optical power raised to 
the 3.4 power, which is typical of UV to x-ray conversion at lower powers and 
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pulse shape matches the measured UV pulse shape. At intensities below 1014 W/cm2, the emitted x rays typically follow the UV 
power to the 3.4 power.5 When the UV optical power is raised to 3.4 power, the power-law conversion obviously does not match 
the x-ray temporal profile. This is advantageous in processing the data because when the x-ray and UV peaks are aligned, the 
2% points on the leading edge, which are the actual timing points, are also aligned.

This is particularly important when timing the short-pulse beams. The IR pulses are treated differently. The shortest pulse 
duration, 1 ps, is at or below the resolution limit of the PJX streak camera, so the timing campaigns operate with IR pulse dura-
tions of 10 ps at best focus of the laser system. No substructure can be discerned in the x rays generated by the IR pulses. The IR 
x-ray data are fitted with a Gaussian to find the peak. It is worthwhile to note that the 2% point on the IR-generated x ray is at or 
below the noise floor, making that point inaccessible.

The UV-to-UV and UV-to-IR timing campaigns are run every three months, typically with a three-month separation between 
the two types of campaigns. The typical variations are less than the 20 ps, which is actually better than the current OMEGA EP 
timing specification of 25 ps for all beams. Therefore, OMEGA EP maintains a beam-to-beam timing of 20 ps by simultaneously 
measuring the optical pulse and the x rays generated when that optical pulse strikes a gold target. By operating in a high-intensity 
regime, the x ray’s pulse shape closely tracks the optical pulse, which facilitates the timing.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Chirped-pulse amplification (CPA) is a technology that has become the basis of high-peak-power lasers.1 The intensity of the 
electromagnetic field has been dramatically increased since its invention. CPA is an amplification scheme that allows safe amplifi-
cation of a pulse to high energy. A short low-energy pulse is stretched in time and is injected into an amplifier. After amplification 
to high energy, the pulse is compressed back to the original short pulse. We discuss key components of CPA in this summary.

We will first discuss the optical pulse compressor and stretcher. The compressor is made up of two parallel gratings in double 
pass or four gratings in single pass.2 The accumulated holographic phase through the grating pair is a quadratic function of 
the frequency, which introduces chirp in time. Large-scale tiled compressors for petawatt facilities have been demonstrated at 
OMEGA EP3 and PETAL.4 A stretcher is a compressor with an imaging system.5 The imaging system renders the effective opti-
cal distance between the two gratings negative as the image of the first grating is formed behind the second grating. The original 
lens-based imaging system in the stretcher has been replaced with a reflective Offner imaging system.6 

Amplifiers are based on either optical pumping and stimulated emission or parametric amplification. Laser-diode pumping is 
most efficient but flash lamps or secondary pump lasers are commonly used for optical pumping. The most widely used femto-
second amplification medium is titanium sapphire, which can amplify a wide range of frequencies, is not easily saturated even at 
high-energy pulses, and has high amplification efficiency. It is pumped mainly by the second-harmonic pulse of the neodymium 
lasers. The internal self-lasing problem is a disadvantage but it can be prevented by adding a black coating around the crystal. 
In the parametric amplification process, the energy in the pump beam is instantaneously transferred to the injection seed beam. 
Since there is no energy remaining in the crystal, there is no thermal lensing problem. On the other hand, since the temporal and 
spatial nonuniformity of the pump pulse is directly transferred to the input pulse, a complicated and expensive hardware system 
is required to manage the pulse. In addition, the limited temporal and spatial overlap reduces the amplification efficiency because 
the group velocity and direction of the input and pump pulses in the crystal are different. The angle of the pump and the input 
must be precisely adjusted to meet the phase-matching requirements of the broad frequency band. Lithium triborate, beta-barium 
borate, and potassium dihydrogen phosphate (KDP) crystals are often used. Stimulated-emission amplifiers and parametric 
amplifiers may be mixed in some cases.7 Since deuterated KDP has already been developed for use as a frequency-conversion 
medium in laser fusion facilities, efforts are being made to utilize it for amplifying large-scale, high-energy broadband pulses.8

The spatial and temporal control of a pulse are important to provide the necessary experimental conditions. The focused beam 
intensity can be greatly increased by an adaptive optic system,9 which consists of a deformable mirror and a feedback system 
connected to a wavefront sensor. The deformable mirror has a number of piezoelectric or mechanical actuators attached to the 
back side of the mirror substrate. The mechanical type has the advantage of maintaining the state even after the power is off. The 
quality of pulse compression can be similarly improved by controlling the spectral phase of the pulse. It is possible to remove 
the third-order dispersion by slightly adjusting the angle of the compressor, but the fourth- or higher-order terms can be removed 
by an acousto-optic programmable dispersion filter.10 When the dispersion of the pulse is not spatially uniform, spatiotemporal 
coupling occurs at focus. The radial group delay in refractive image relays disperses the focus in the longitudinal direction and 
significantly reduces the intensity of the light. A diffractive lens has the opposite angular dispersion than a refractive lens and, 
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therefore, can eliminate radial group delay.4 Another application of the diffractive lens is “flying focus.” The longitudinal chromatic 
aberration of the diffractive lens and the chirp of the pulse are combined to create the effect of longitudinal focal spot sweeping 
in time.11 The efficiency of laser wakefield acceleration might be improved by this scheme. Another example of spatiotemporal 
effects is “wavefront rotation.” This effect was used to isolate low-energy x-ray attosecond pulses.12

High-power lasers can generate secondary light sources/particles that can be used in medical, industrial, security, and pure 
scientific research, but they are less efficient than other alternatives because of their low repetition rate. To increase the repeti-
tion rate, the heat accumulation problem of the main amplifiers and the pump laser amplifiers must be solved (not for parametric 
amplifiers). For thin-disk Yb:YAG crystals used in pump lasers, a laser beam can be shined on one side of the disk and a cooling 
system can be attached to the other side to remove heat. Since the thickness is much thinner than the width, thermal gradients are 
formed only in the direction perpendicular to the surface, so that the lens effect of heat and polarization mixing is minimized. 
The thin-disk laser is used as a pump laser for the L1 optical parametric chirped-pulse–amplification laser at the ELI Beamlines 
Facility; it is aimed to supply pulses of 20 fs, 100 mJ at 1 kHz (Ref. 13). In large-scale petawatt lasers, the amplifier is stacked 
with several slabs and then cooled between the slabs by using room-temperature or low-temperature helium gas or water. The 
team at Lawrence Livermore National Laboratory has successfully constructed a 3.3-Hz petawatt laser based on this scheme 
[High-Repetition-Rate Advanced Petawatt Laser System (HAPLS)].14

Damage risk in the compressor remains the biggest concern for CPA. This risk is highest at the fourth grating, where the 
pulse is the shortest, because the damage threshold is lowered as the pulse becomes shorter. A multilayer dielectric grating was 
introduced to improve the damage threshold.15 The uppermost layer is an etched dielectric grating, and a dielectric layer of high 
and low refractive indexes is repeatedly stacked under it for high reflectance. The damage threshold is improved by a factor of 
10 (1 J/cm2) compared to gold gratings, but the available bandwidth is narrow. To increase the bandwidth, a metal–dielectric 
grating has been considered with a dielectric top layer structure and metal layer at the bottom.16 The thermal loading on gratings 
at a high repetition is another challenge.

We discuss applications in laser eye surgery and electron acceleration. Femotosecond lasers have been successfully used to cut 
out cornea flap in refractive surgery.17 Femotosecond pulses provide better-controlled damage threshold. In electron acceleration, 
when a strong laser pulse focus passes through a plasma, the electrons are pushed out from focus by ponderomotive forces and a 
wakefield is formed in the ion density. When the electron is injected into the low potential of the ion wakefield, it moves with the 
wake as the pulse continues. Since this process occurs very quickly, the electrons accelerate to high energy. Lawrence Berkeley 
National Laboratory demonstrated 4.2 GeV using a microdischarge tube on the BELLA laser.18 

CPA has revolutionized laser technology but it is also important to keep inventing new methods. For example, to overcome 
energy limitations, research is underway to amplify pulses using the Raman amplification phenomenon in a medium of plasma 
state.19 In addition, efforts are being made to improve the system using new optical fibers and metamaterials. CPA opened the 
way for studying exciting advanced science in small laboratories. More commercialized petawatt lasers are becoming available 
in large laboratories and medical/industrial facilities.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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With laser sources being pushed to larger bandwidths and higher average powers every day, the importance of thermal effects in 
nonlinear optics has become an increasingly important area of study. It has been shown that absorption in the bulk of crystals, 
as well as their coatings, can lead to significant changes in temperature that can have a negative impact on nonlinear processes. 
One common but often overlooked source of heat in optics exposed to high average powers is the more-localized type, which 
can be the result of crystal defects, contamination, or damage spots. We have performed what is to our knowledge the first 
interferometric measurements of temperature distributions in a nonlinear optic resulting from absorption in a localized defect. 
A supporting analytical model is shown to elucidate features of the resulting temperature distribution and assist in estimating 
the total absorbed power at the site, with a sensitivity of one part in 105. This technique also provides a method of measuring 
absorption from a defect without the need for collection and measurement of a transmitted beam.

The setup used to perform these measurements consisted of a Mach–Zehnder interferometer with the sample in one arm. A 
1064-nm kilowatt beam with a diameter of 2 mm was passed through the sample at a slight angle to induce heating. Changes in 
optical path length were measured across the face of the crystal, and a differential measurement was made between path lengths 
under ambient conditions and when the heated crystal reached equilibrium. These values were then used to calculate the cor-
responding longitudinally integrated temperature change with published material parameters.

The materials used in this study were all uncoated low-bulk-absorption lithium triborate (LBO) crystals, principally cut into 
1-cm cubes and polished on four sides. This allowed for pump and probe beams to sample single crystallographic axes. This was 
used to qualify the measurements, in that a particular heat distribution could be probed with two separate polarizations, yielding 
two similar signals, but with different amplitudes. The ratio of these amplitudes could be calculated from material parameters 
and were shown to agree with measured values to within +10%. The localized absorbers—the focus of our study—were single 
unintentionally produced damage spots on the crystal surfaces.

The 2-D changes in optical path length that were measured from these crystals showed a distinctive shape. It consisted of a 
sharp central peak, no larger than 100 nm, with rapidly decaying amplitude moving outward from the source. This stands in stark 
contrast to the more Gaussian-like distributions seen when heating is the result of absorption in the bulk or in a coating. Thermal 
imaging measurements showed that the heating occurred on only one face of the crystal, indicating that it was solely the result 
of localized absorption. Also observable was an asymmetry in the vertical direction, but not the horizontal, indicating that the 
crystal was warmer at the top surface than at the bottom, which was the result of heat loss into the mount.

With access to finite element analysis tools, calculations of heat flow can be made, but the higher resolutions required to accu-
rately model such a small source require significant memory. We instead employed an analytical model that can be easily derived 
by relating the total absorbed power to heat flow through a spherical surface at distance r from the absorber through Fourier’s 
law. This results in a temperature distribution of the following form for all points outside the absorber:

Measurements of Heat Flow from Surface Defects  
in Lithium Triborate

D. Broege and J. Bromage 

Laboratory for Laser Energetics, University of Rochester
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for all points inside the absorber, where r is the observation radius, l is the thermal conductivity, R is the radius of the absorber, 
and P is the total absorbed power. For this model to be valid, the source must be small compared to the length of the crystal, and 
the heat flow through the crystal must be large compared to convective cooling at the surface.

What is immediately evident from the functional form of this distribution is that outside the absorber, its amplitude is pro-
portional to the absorbed power, but completely insensitive to the size of the absorber. Calculations show that a 20-fold decrease 
in the size of the heat source results in only a factor-of-2 increase in the resulting peak temperature. This implies that without 
detailed knowledge of the morphology of the absorber, a decent estimate can be made of the total power absorbed. Figure 1 
shows an overlay of measured changes in optical path length and a simulated data set using the simple model, with an absorbed 
power of 15.5 mW. The matching between the two is sensitive to the mW level, allowing for a very sensitive estimation of absorbed 
power at a localized defect. With this knowledge, one can use microscopy to determine the maximum spatial extent of the defect 
and determine a range of possible absorbances and sizes. In the case of our test spot, with a maximum possible size of 100 nm, 
assuming absorption is uniform across its face results in an average absorbance of 5%. If, on the other hand, absorbance is 100%, 
the size of the spot can be no smaller than 22 nm. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Comparison of measured optical path length change in LBO with an 
analytical model for 15.5 mW. This model was used along with inter-
ferometric measurements of temperature to estimate power absorbed at 
a localized spot with a sensitivity of one part in 105. 
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Hafnia and silica are widely used as the principal materials in multilayer dielectric (MLD) mirrors for petawatt-class laser facilities 
such as the OMEGA EP Laser System at LLE. Damage initiation in such dielectric coatings under excitation with pulses shorter 
than about 2.5 ps is associated with the formation of plasma that facilitates, via a complex energy deposition process, superheating 
of the affected volume.1 Assuming a crystalline material, the buildup of the electron density in the conduction band originates 
with multiphoton excitation between the ground state and conduction band. However, the layers in MLD coatings are generally 
amorphous with a structure that varies based on the deposition method. Consequently, the optical absorption edge properties can 
be characterized by an optical gap that most often is analyzed using two methods. At photon energies above the optical gap, the 
absorption (a) behaves according to the Tauc formula, i.e., a~ ? (~–ET)2, where ET is known as the Tauc gap. Below the 
optical gap, the absorption is described by the Urbach tail2 that arises from localized states in the band gap. In addition, defect 
states can further extend the absorption edge toward lower energies. As a result, transitions from the ground state to the conduction 
band are not limited to intraband transitions but include additional pathways through intermediate states at the Urbach tail and 
defects. It has been previously discussed that red shifting of the Urbach tail can lead to a reduced damage threshold in silica.3 The 
role of defects in decreasing the damage threshold has also been documented in various materials including hafnia monolayers.4

The optical gap and Urbach tail are in the 200- to 350-nm spectral region for both silica and hafnia layers. Based on the 
above considerations, this work explores the relationship of the laser-induced–damage threshold (LIDT) (using 1053-nm, 800-fs 
laser pulses) of silica and hafnia layers obtained by different vendors, using different deposition methods, to the characteristics 
of the Urbach tail in each material. The damage threshold is estimated following normalization for the electric-field distribution 
within each layer and is typically referred to as the “intrinsic” LIDT.5 The damage thresholds are investigated as a function of 
the estimated optical gap (Tauc gap) of each material and further evaluated as a function of the red-shifted Urbach tail absorp-
tion. Analysis of the absorption-edge characteristics is performed via (a) spectroscopic analysis in the UV spectral region and 
(b) photothermal absorption imaging using 355-nm excitation.

The results suggest that although the fabrication process has a large influence on the intrinsic LIDT, it only marginally affects 
the estimated optical gap energy. The samples (both silica and hafnia) that exhibit the highest intrinsic LIDT also exhibit the 
lowest absorption in the three- to five-photon absorption spectral range (.200 to 350 nm), while the lowest LIDT samples exhibit 
the highest absorption. This trend was quantified in Figs. 1(a) and 1(b) by plotting the absorption coefficient as a function of the 
intrinsic LIDT for monolayers of hafnia at 351 nm and silica at 266 nm. The choice of the wavelength is based on using a threshold 
absorption coefficient value of the order of 103 cm–1. These results suggest the presence of a correlation between the absorption 
at the Urbach tail to the intrinsic LIDT at 1053 nm using 800-fs pulses. 

The Role of Urbach-Tail Optical Absorption on Subpicosecond 
Laser-Induced Damage Threshold at 1053 nm  

in Hafnia and Silica Monolayers
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B. N. Hoffman,2 J. B. Oliver,2 and S. G. Demos2
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The absorption in the UV spectral range was also probed using a photothermal heterodyne imaging system. This technique 
is based on a pump–probe approach and utilized a 355-nm pump beam to probe the local absorption with spatial resolution of 
the order of 500 nm. For each sample, several intensity maps were acquired by raster scanning, and an average value of every 
map for each sample was calculated. The photothermal absorption was normalized by the physical thickness of the layer. The 
results displayed in Fig. 1(c) demonstrate a direct relationship of the LIDT to the strength of the photothermal absorption signal. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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Figure 1
The absorption coefficient of (a) hafnia monolayers at 351 nm and (b) silica monolayers at 266 nm as a function of their intrinsic LIDT. (c) Photothermal hetero-
dyne imaging (PHI) signal at 355 nm normalized by the physical thickness as a function of the intrinsic LIDT for hafnia (squares) and silica (triangles) samples.
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A new and flexible experimental configuration has been developed and tested to measure the spontaneous Raman scattering for 
samples with any crystal cut, probed with any specific pump polarization, and for which the scatter signal in any direction and 
with any polarization can be measured. This experimental requirement stems from the challenges, arising from the complexity 
of light propagation, in obtaining accurate measurements of the angular dependence of the Raman scattering cross section in 
birefringent materials. The nonlinear optical material KH2PO4 (KDP) is used as the model medium. This study is motivated by 
the need to improve our understanding and management of transverse stimulated Raman scattering (TSRS) in KDP crystals typi-
cally used for frequency conversion and polarization control in large-aperture laser systems. Key to this experimental platform 
is the use of high-quality spherical samples that enable one to measure the Raman scattering cross section in a wide range of 
geometries using a single sample. The system demonstrated in this work is designed to enable experiments to (1) develop a better 
understanding of the Raman polarizability tensor and (2) directly measure the angular dependence of the spontaneous Raman 
scattering in a crystal cut suitable for polarization control.

The spontaneous Raman scattering is an experimentally measureable quantity from which the Raman polarizability tensor 
of vibrational modes of interest can be established using the theoretically expected formulation based on symmetry as a guide.1 
Given this tensor, the Raman-scattering cross section can be estimated at any orientation and the corresponding TSRS gain coef-
ficient can be calculated. Efforts to develop an empirical description of the Raman tensor has provided an approximation for the 
off-diagonal elements, but its precise form remains incomplete,2 while measurements for the Raman scattering cross section are 
limited.3 An accurate Raman polarizability tensor would enable (1) the modeling of TSRS for multiple crystal-cut configurations 
to guide the design of KDP-based optical elements that provide minimum SRS gain, (2) the estimation of material limits in inertial 
confinement fusion laser designs, and (3) the optimization of hardware designs and operational conditions.

Based on the consideration discussed above, we developed an experimental Raman scattering spectroscopy system (Fig. 1) 
that uses spherical crystal (KDP) samples and facilitates the measurement of the angular dependence of the spontaneous Raman 
scattering cross section in directions orthogonal to beam propagation for any specific crystal orientation of interest. The optic 
axis of the sample sphere is oriented by two programmable rotation stages. Custom vacuum chucks, installed in the open aperture 
of the rotation stages, are used to “hold” the sphere and rotate it. Any position on the sphere (4r steradians) can be reached with 
a combination of, at most, three stage moves. Linear stages provide additional vertical and horizontal alignment capabilities in 
the x–y plane to overlap the sphere center and the excitation laser beam focus with the focal point of the signal collection optics.

The Raman scattering intensity of the totally symmetric mode (914 cm–1) integrated over 100 cm–1 about the peak (860 to 
960 cm–1) as a function of the azimuthal angle z is shown in the results presented in Fig. 2. The optic axis (OA) was aligned in 
the azimuthal (horizontal) plane, and for z = 0°, the OA was oriented along the laboratory z axis (beam propagation direction). 
Four combinations of polarization of the excitation laser and the analyzer were used, with the excitation polarization parallel to 
the laboratory x or y axis and the analyzer parallel to the laboratory z or y axis. Accordingly, the inset in Fig. 2 describes the ini-

Measurement of the Angular Dependence  
of Spontaneous Raman Scattering in Anisotropic  
Crystalline Materials Using Spherical Samples:  

Potassium Dihydrogen Phosphate as a Case Example 
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Figure 1
Schematic depiction of (a) the sample holder and (b) the Raman scattering spectroscopy system utilizing high-quality spherical samples to measure the Raman 
scattering signal orthogonal to the laser excitation beam. The excitation beam propagates along the horizontal laboratory z axis, while the Raman signal was 
measured at an orthogonal direction along the horizontal laboratory x axis.
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Figure 2
The integrated spontaneous Raman scattering signal of the totally symmetric internal PO4 mode is measured as a function of the azimuthal angle for four 
different initial configurations, which are given in the legend and follow Porto notation. The letters to the left and right of the brackets define the propagation 
direction of the incident and scattered light; the letters inside the brackets, left to right, are the polarization of the incident and scattered light. Additional 
information on measurement geometry is provided in the table.

tial setting of the Raman scattering measurement in the Porto notation.4 The notation in the legend of Fig. 2 refers to the crystal 
axes (X, Y, Z) at the initial position z = 0°. Measurements were performed with the Raman signal initially measured along the 
X crystal axis and then after  rotating the sample by 90° about the Z crystal axis to measure the Raman signal along the Y crystal 
axis (X or Y directions are indistinguishable during measurement and therefore arbitrarily assigned). Consequently, eight different 
measurements were performed with the above-described initial alignment conditions.

The blue traces in Fig. 2 represent data acquired when both the excitation and signal polarizations were perpendicular to the 
(horizontal) plane of propagation. Wide double valleys are found at z = 90° and 270°, while narrow double valleys are found 
at z = 0° and 180°. An inverse set (red trace) of wide (only) double peaks is seen when the excitation laser is perpendicularly 
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polarized. The presence of narrow double peaks (green trace) requires a parallel polarized excitation laser, but perpendicularly 
polarized Raman signal. The Raman signal is very low when both the excitation and the signal polarizations are parallel to the 
plane of propagation. Data sets were nearly indistinguishable when the sphere was rotated 90° about the optics axis to interchange 
to crystal X and Y axes.

The data acquired using a 30-mm polished KDP crystal in this new experimental configuration demonstrate that a more-
precise measure of the Raman tensor can now be performed. This system was designed to help improve predictive capabilities in 
order to minimize TSRS-induced effects in large-aperture laser systems by enabling direct measurement to obtain information 
regarding the optimal crystal cut and crystal mounting configuration.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

 1. R. Loudon, Adv. Phys. 13, 423 (1964).

 2. W. L. Smith, M. A. Henesian, and F. P. Milanovich, “Spontaneous and Stimulated Raman Scattering in KDP and Index-Matching Fluids,” 1983 Laser 
Program Annual Report, pp. 6-61– 6-69, Lawrence Livermore National Laboratory, Livermore, CA, UCRL-500.21-83 (1984).

 3. S. G. Demos et al., Opt. Exp. 19, 21050 (2011).

 4. T. C. Damen, S. P. S. Porto, and B. Tell, Phys. Rev. 142, 570 (1966).



Comparison of shadowgraphy and X-ray phase-Contrast methods for CharaCterizing a dt iCe Layer

LLE Review, Volume 158118

Comparison of Shadowgraphy and X-Ray Phase-Contrast 
Methods for Characterizing a DT Ice Layer in an Inertial 

Confinement Fusion Target

D. R. Harding, M. D. Wittman, N. Redden, D. H. Edgell, and J. Ulreich

Laboratory for Laser Energetics, University of Rochester

Shadowgraphy and x-ray phase-contrast (XPC) imaging are two techniques that are used to characterize the deuterium–tritium 
(DT) ice layer in inertial confinement fusion targets. Each technique has limitations that affect how accurately they can charac-
terize small crystalline defects and measure ice-thickness nonuniformities that may be only a few micrometers in height. The 
purpose of this study is to determine if shadowgraphy is overly sensitive to the size of defects at the ice surface and insufficiently 
sensitive to the shape of longer-wavelength roughness, and if XPC is too insensitive to defects at the ice’s inner surface. 

Multiple ice layers with different thicknesses (40 to 63 nm), thickness uniformities (peak-to-valley variations that range from 
<2 to 12 nm), and crystal defects were analyzed using shadowgraphy and XPC techniques. The inability to rotate the target so 
that the same region of the ice layer was imaged by each method limited how extensively the two techniques could be compared; 
however, the relative accuracy of each technique for measuring the size of the perturbation to the ice near the fill tube could be 
compared because the thermal profile (and therefore the low-mode ice thickness distribution) around the target is axisymmetric 
around the fill-tube axis: crystal defects that intersected the fields of view of both techniques could also be compared. Results 
from each technique agreed when the ice layer was uniformly thick and the crystal lacked defects. That agreement worsened 
as the number of defects at the surface of the ice layer increased or as the perturbation to the ice layer at the fill tube increased. 
Shadowgraphy is very sensitive to identifying defects in the crystal, and the size of those defects was consistently larger than the 
size reported by XPC and unlikely to be physically possible since b-heating is expected to smoothen them. Large defects, such 
as features that typically occur at each end of the  axis of the DT crystal, were measured using both techniques. 

The dimensions of the ice layer near the fill tube that was thicker (or thinner) than elsewhere were reported by shadowgraphy 
to be smaller in height and area than by XPC. This is shown in the ice-thickness measurement of a 2-D slice through the target 
(Fig. 1). XPC analysis reported the ice layer to have a shape with the majority of the spectral power in low modes, which is 
expected for a thermal nonuniformity induced by the fill tube; shadowgraphic analysis of the ice layer showed the profile at the 
fill tube to be smaller in height and width. Two separate shadowgraphic analyses that use caustics to trace different paths through 
the target and, in theory, image the same ice/vapor surface, did not consistently report the ice perturbations to have the same 
size or shape. The XPC method, in theory and from the consistency of the experimental results, provided the best assessment 
of low-mode ( < 7) roughness in ice layers, and the shadowgraphy method using the brightest caustic provided the best method 
for detecting the presence of grooves in the ice, although not for quantifying the size of them. Caution: If multiple grooves are 
present, the analysis can be ambiguous and it is best to melt and reform the ice layer. 
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Figure 1
(a) Unwrapped ice/vapor interfaces characterized by shadowgraphy (B band) and XPC analysis are superimposed over each other to demonstrate the effect of the 
fill tube on the thickness uniformity of the ice layer. The 41-nm-thick ice layer is reported to have a larger and wider perturbed region (circled) in (b) the XPC 
image and analysis than in (c) either of the (circled) B- and U-band analyses (solid blue line and dashed green line, respectively). The fill tube is located at –90°.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.
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High-yield inertial confinement fusion targets require that the uniformity of the DT ice layer be less than 1-nm rms (Ref. 1). The 
uniformity of the ice layer (i.e., the solid/gas phase boundary) is affected by the surrounding helium environment and the structure 
that supports the target. To aid the designer of target support structures, the sensitivity of ice-layer uniformity to support structure 
thermal conductivity and a 3-mW heat source in the surrounding helium are studied using computational fluid dynamic simulations. 

Figure 1 shows the detailed geometry used for the multiphase conjugate heat-transfer numerical model. The environment 
around the target and target support consists of low-pressure (2-Torr) helium gas that carries the heat produced by tritium beta 
decay to a surrounding copper shroud, which is connected to the cryocooler. 

Prediction of Deuterium–Tritium Ice-Layer Uniformity  
in Direct-Drive Inertial Confinement Fusion Target Capsules

B. S. Rice,1 J. Ulreich,2 and M. J. Shoup III2

1Rochester Institute of Technology
2Laboratory for Laser Energetics, University of Rochester
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Figure 2 shows one of the meshes used. The outer portion of DT closest to the target capsule uses an element size of +5 # 5 nm 
to resolve the gas/ice phase boundary. Elements representing the 17-nm SiC support, target capsule shell, and adhesive are also 
+5 # 5 nm in size. Other areas of the model use a coarser mesh for a more-efficient solution. Based on a mesh refinement study, 
the results presented are mesh independent. Sensitivities to various parameters were studied with this model. 
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Experimental data of DT ice-layer uniformity were used to validate several of the multiphase conjugate heat-transfer numerical 
simulations. Based on experiment results and/or numerical simulations, the following conclusions were made:

• When heat sources are present in the helium environment, it is advantageous for the lower portion of the support structure 
to have a thermal conductivity of less than +2 W/m/K.

• For the temperature variations and helium pressures studied, multiphase conjugate heat-transfer ice-layer models yield the 
same results as multiphase conduction-only models.

• The thermal conductivity of the fiber directly touching the target capsule must be a close match to helium thermal conduc-
tivity (0.026 W/m/K) to produce uniform ice layers. 

• High target-shell thermal conductivity (+27 W/m/K) mitigates locally thick ice near a highly conductive (+1.5-W/m/K) 
support stalk.

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

 1. S. X. Hu et al., Phys. Plasmas 17, 102706 (2010).

Figure 2
Model of mesh detail.
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The translation of microscopy with ultraviolet surface excitation (MUSE) into a high school science classroom is investigated 
with the goal of providing a suitable new modality to enhance life science education. A key part of this effort is the development 
of laboratory exercises that can integrate the advanced capabilities of MUSE into a classroom setting. We consider that MUSE 
in education can eliminate the need for premade microscope slides and provide a far more engaging and rewarding experience 
for students.

MUSE is a new microscope technology originally developed to locate defects in optical materials that were responsible for 
introducing laser-induced damage in optical materials for large-aperture laser systems such as OMEGA. This method is based on 
the salient property of UV light at wavelengths between 250 and 285 nm to propagate into only the top 10 nm of a tissue speci-
men, illuminating only the top cell layer.1–3 The resulting fluorescence images, arising from either the native tissue fluorophores 
or extrinsic contrast agents, are also localized within this narrow range. This enables one, with proper selection of imaging 
optics, to acquire high-quality images without implementing any additional optical sectioning method (such as confocal imag-
ing) or physical sectioning of the specimen into very thin layers. In addition, UV light can photoexcite a wide range of common 
fluorescing stains, which subsequently emit light typically in the visible spectrum.2,3

Tissues produce autofluorescence when exposed to any form of photoexcitation, but UV light causes a relatively larger amount 
of autofluorescence, typically dominated by the emission by tryptophan.1 MUSE imaging relies on the visible structural differen-
tiation caused by either the nonuniform cellular distribution of naturally occurring biomolecules or the use of fluorescing stains to 
highlight different cellular compartments. This allows one to image the cellular organization and microstructure without laborious 
effort (fix, dehydrate, embed in wax, cut, and stain) to produce a thin stained section. In this work, tissue samples were stained 
using Hoechst 33342 and Eosin Y, which stain the nuclei and cytoplasm, respectively, and are safe for classroom handling and 
use.4 Premixed powders in a gelatin capsule have been made with 20 g of Eosin Y and 5 g of Hoechst 33342, and the capsule is 
readily soluble in 100 mL of de-ionized water, resulting in a stain solution that is plenty for a single class. The goal of this work 
was to develop a curriculum involving MUSE that can be adapted to life science education. To do this, laboratory exercises for a 
high school science class were created to enhance student interest with a personalized learning approach.

A MUSE imaging setup was configured similar to that described in Ref. 4. In short, the UV LED illumination is at an oblique 
angle and focused on the sample directly under the 10# objective. This system was used to view plant and animal microanatomy 
with a quick, simple, and inexpensive process. This system was also used to image tissues without any preparation, as well as 
stained tissue samples. Imaging experiments of various objects, plants, and animal tissues were performed toward (a) exploring 
the spectrum of MUSE imaging suitable for an education setting and (b) developing laboratory experiments relevant to the high 
school science classroom. Laboratory procedures, background, and examples were written for each experiment. These exercises 
utilize MUSE technology while complementing the current life science curriculum standards. The labs bring a personalized 
learning approach to obtaining high-quality images of tissue microstructure that reinforce material learned through classwork. 
The developed MUSE curriculum focuses on exposing high school students to scientific practices that reinforce their knowledge 
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about life science. Each practice learned through the laboratory exercises is relevant to the public high school life science stan-
dards, and the coordinating Next Generation science standard is referenced.5

The first practice that this curriculum emphasizes is the identification of major structures in plant samples. Students can view 
organisms such as leaves (see Fig. 1), grass, and flowers under the microscope and use the resulting images to find certain micro-
structures, such as leaf veins. By looking at various cells and structures within one organism, students are learning about cellular 
specialization and organization. This practice reinforces Next Generation standards HS-LS1-1 and HS-LS1-2.

G12488JR

(a) (b) (c)

Figure 1
Images from the surface of a maple leaf: (a) conventional white-light illumination, (b) autofluorescent image, and (c) staining with Hoechst 33342 and Eosin Y.

The next scientific practice with which students are involved is the dissection of an organism to view gross anatomy as well as 
tissue microstructure. When students dissect an organism, they work to understand the hierarchical levels of organization within a 
multicellular organism. This corresponds to Next Generation standard HS-LS1-2. Students can identify organs and organ systems 
in an organism and then take a tissue sample to view the same organism’s microanatomy at the cellular level.

The last emphasized practice is the comprehension of the structure and function of plant and animal cells. This practice works 
on a microscopic scale and focuses on life processes at the cellular level. Plant and animal cells have different organelles to perform 
different functions, and each organelle and cell has specific structures that relate to its function. The various cells work together 
to perform life processes to maintain homeostasis within an organism. This is shown in Next Generation standard HS-LS1-2.

Additional laboratory exercises can be developed to offer distinctive experiences to students such as experiments that enable 
one to monitor the dynamic response of cells and tissues to an external stimulus. 

This material is based upon work supported by the Department of Energy National Nuclear Security Administration under Award Number DE-NA0003856, 
the University of Rochester, and the New York State Energy Research and Development Authority.

 1. B. Lin et al., Opt. Express 18, 21,074 (2010).

 2. R. M. Levenson et al., Proc. SPIE 9703, 97030J (2016).

 3. F. Fereidouni et al., Nat. Biomed. Eng. 1, 957 (2017).

 4. C. Z. R. Huang, R. W. Wood, and S. G. Demos, J. Biomed. Opt. 23, 12,1603 (2018).

 5. Next Generation Science Standards: For States, by States, The National Academies Press, Washington, DC (2013).
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During the second quarter (Q2) of FY19, the Omega Laser Facility conducted 380 target shots on OMEGA and 196 target shots 
on OMEGA EP for a total of 576 target shots (see Tables I and II). OMEGA averaged 12.2 target shots per operating day averag-
ing 95.0% Availability and 96.2% Experimental Effectiveness.

FY19 Q2 Laser Facility Report

J. Puth, M. Labuzeta, D. Canning, and L. J. Waxer

Laboratory for Laser Energetics, University of Rochester

Table I:  OMEGA Laser System target shot summary for Q2 FY19.

Program Laboratory
Planned Number 
of Target Shots

Actual Number  
of Target Shots

ICF LLE 99 106

LANL 11 8

LLNL 33 35

ICF subtotal 143 149

HED LLE 22 21

LANL 44 46

LLNL 27.5 30

HED subtotal 93.5 97

LBS 33 33

NLUF 22 25

LLE calibration LLE 0 76

Grand total 291.5 380

Table II:  OMEGA EP Laser System target shot summary for Q2 FY19.

Program Laboratory
Planned Number 
of Target Shots

Actual Number  
of Target Shots

ICF LLE 52.5 73

LLNL 14 12

ICF subtotal 66.5 85

HED LLE 21 29

LLNL 28 38

SNL 7 7

HED subtotal 56 74

LBS 21 26

LLE calibration LLE 0 11

Grand total 143.5 196
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OMEGA EP was operated extensively in Q2 FY19 for a variety of user experiments. OMEGA EP averaged 8.2 target shots 
per operating day averaging 93.6% Availability and 98.4% Experimental Effectiveness.

In Q2 FY19, the full-beam in-tank (FBIT) diagnostic was used to characterize the on-shot, on-target focal spot of five additional 
OMEGA beams, bringing the total to 11 beams characterized. Measurements included near fields and far fields. The far fields have 
been measured with and without distributed phase plates, smoothing by spectral dispersion, and distributed polarization rotators. 
The far-field data represent on-shot conditions during OMEGA cryogenic experiments. An additional 20 beams will be character-
ized during the remainder of FY19 and early FY20, providing a more-complete characterization of on-target laser uniformity.
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