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The photo on the cover shows Horton Graduate Student Fellow Robert 
Henchen aligning the all-reflective imaging Thomson-scattering telescope 
(lower right). The Schwarzschild objective (shown near the middle of the 
front cover) images scattered light from an OMEGA ten-inch manipulator to 
a Pfund objective to provide diffraction-limited imaging across all reflected 
wavelengths (190 nm to 700 nm). In his thesis work, the system collected light 
scattered from electron plasma waves, which were spectrally and temporally 
resolved using a ROSS streak camera (top right). The three streaked images 
(bottom left) show the collective Thomson-scattering spectrum from three 
locations in the plasma. The wavelength separation between the electron 
plasma wave features provides a measurement of the electron density, while 
their width provides a measurement of the electron temperature. In the novel 
work conducted by Mr. Henchen, the relative amplitudes of these spectrum 
were used to measure the heat flux in the plasma and to make the first direct 
measurements of nonlocal thermal transport.

The photograph on the right shows Mechanical Engineering graduate student 
Robert Henchen. Mr. Henchen is currently preparing to defend his Ph.D. 
thesis, “Direct Measurements of Nonlocal Heat Flux in Laser-Produced 
Coronal Plasmas using Thomson Scattering from Electron-Plasma Waves.”
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In Brief

This volume of the LLE Review, covering April–June 2018, features “Observation of Nonlocal Heat Flux 
Using Thomson Scattering” by R. J. Henchen, J. Katz, D. Cao, J. P. Palastro, and D. H. Froula (LLE); 
M. Sherlock (LLNL); and W. Rozmus (University of Alberta). This article (p. 125) reports the first 
direct measurement of nonlocal heat flux in laser-produced coronal plasma using Thomson scattering. 
An aluminum coronal plasma produced by six OMEGA beams was probed using Thomson scattering in 
regions of low- and high-temperature gradients. The measured Thomson-scattering spectra from elec-
tron plasma waves were fit with spectra calculated using nonlocal electron distribution functions from 
Vlasov–Fokker–Planck simulations. The inferred distribution functions are used to calculate the heat 
flux corresponding to the measurement points in the corona. The heat-flux calculations from both clas-
sical and nonlocal distributions agree well far from the target where the temperature gradient is small. 
However, the measured heat flux in the high-gradient region is reduced from classical theory as much as 
a factor of 2, indicating nonlocal effects. 

Additional research highlights presented in the issue include the following:

• R. K. Follett, J. G. Shaw, V. N. Goncharov, D. H. Edgell, D. H. Froula, and J. P. Palastro (LLE) and 
J. F. Myatt (University of Alberta) present an improved ray-based modeling technique of cross-beam 
energy transfer (CBET) at caustics (p. 131). The improvement, caustic gain truncation, is based on 
truncating the interaction length of incident rays in each cell using the geometrical caustic boundary 
information. This allows caustics to be treated more accurately and improves energy conservation. 
The new ray-based CBET calculations show excellent agreement with laser absorption from 2-D 
wave-based calculations (0.3% difference) and a 3-D 60-beam OMEGA implosion (2.4% difference) 
without artificial multipliers. 

• C. Fagan, M. Sharpe, W. T. Shmayda, W. U. Schroeder discuss the increased tritium retention in a 
hexavalent chromate-conversion–coated (CCC) aluminum alloy (p. 138). Both CCC and unmodified 
aluminum samples were exposed to DT gas for 24 h at room temperature to diagnose how these films 
interact with a tritium environment. After this, samples were treated with either thermal desorption 
or a surface-stripping technique to measure the quantity of retained tritium. The results show that 
chromic-acid anodizing of aluminum dramatically increases the total quantity of tritium retained 
compared to unmodified aluminum. Because of the physical and chemical properties of CCC, these 
coatings are not suitable for use in tritium environments.

• B. Webb, M. J. Guardalben, C. Dorrer, S. Bucht, and J. Bromage discuss the effect of grating compressor 
misalignment in a chirped-pulse–amplification laser system (p. 143). The degradation of pulse duration 
and focal spot size is studied by increasing the grating tip/tilt and in-plane-rotation error. The tolerance 
analysis was calculated using a FRED–MATLAB optical compressor model. The grating-alignment 
tolerances are investigated for varying beam size, bandwidth, grating geometry, and groove density. 
Mitigation strategies for the misalignment effects are discussed. 
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• W. Bittle describes a new rate-doubled 10-GHz fiducial comb generator for precision optical timing 
calibration applications (p. 154). Solid-state optical comb-pulse generators provide a convenient and 
accurate method to include timing fiducials. A commercially available vertical-cavity surface-emitting 
laser (VCSEL) at 680 nm is modulated to 5 GHz and is optically interleaved with itself to generate a 
10-GHz comb. The output pulse-to-pulse jitter ratio is low. This self-contained and portable unit will 
be useful for many optical timing calibration needs, especially for ultrafast streak-camera temporal 
calibration. Both internal reference frequency generation and external syncing options are available. 

• A. A. Kozlov, J. C. Lambropoulos, J. B. Oliver, B. Hoffman, and S. G. Demos identify three different 
types of damage-site morphology that captures thermomechanical signatures of the energy-release 
mechanism of laser-heated material under different damage-initiation conditions (p. 160). These are 
related to whether the damage is defect-driven or intrinsic, the location of the maximum electric-field 
intensity in the medium, and the laser pulse length. Mechanical or heat-diffusion models are adopted 
to describe the features of these damage sites. The test was performed on a high-reflecting dielectric 
coating comprised of SiO HfO2 2 layers by varying pulsewidth from 0.6 to 100 ps. Nano- to microscale 
features and the depth of the damaged sites were analyzed using various imaging modalities including 
atomic force microscopy.
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In diverse fields of plasma physics including astrophysics, iner-
tial confinement fusion, and magnetohydrodynamics, classical 
thermal transport1,2 provides the foundation for calculating 
heat flux.3–7 The classical theories of thermal transport by 
Spitzer–Härm (SH)1 and Braginskii2 specify the heat flux by a 
local expression in terms of the thermal conductivity l and the 
electron temperature gradient (e.g., qSH = ldTe). This theory 
breaks down in the presence of large temperature gradients,8–11 
turbulence,12 or return current instabilities:13–16 classical 
theory does not include nonlocal effects where energetic elec-
trons travel distances comparable with the temperature scale 
length before colliding.

Local thermal-transport theories1,2 follow from a pertur-
bative solution of a kinetic equation in terms of the collision 
parameter ,L 1Tei %m  where mei is the electron–ion (e–i) 
mean free path and LT = Kd ln(Te)K−1 is the scale length of the 
temperature gradient. Nonlocal theories overcome limitations 
of classical theory by accounting for the range of electron–ion 
mean free paths associated with different electron velocities. 
By extending closure relations for hydrodynamic models into 
the kinetic regime of weak collisions, these theories17–24 have 
established the limits of classical transport .L 10T

2
ei +m

-
a k  

In laser-produced plasmas, classical theory predicts 
unphysically large thermal transport. Hydrodynamic simula-
tions of these plasmas require an ad hoc limiter on the heat 
flux to match experimental observables. Historically these 
limiters were set by kinetic simulations,25–27 integrated 
experiments,10,11,28,29 or more-focused Thomson-scattering 
measurements of the local plasma conditions (i.e., electron 
temperature and density).8,13,30,31 More recently, the nonlocal 
Schurtz–Nicolaï–Busquet (SNB) model23 was introduced as a 
computationally efficient method for calculating the nonlocal 
heat flux in large-scale multidimensional hydrodynamic simu-
lations. Experiments that attempt to measure nonlocal transport 
have been limited, however, to indirect observations.8,24,30–32 

In this article, we present the first direct measurement of 
nonlocal heat flux. A novel implementation of collective Thom-

Observation of Nonlocal Heat Flux Using Thomson Scattering

son scattering measured the heat flux by probing the relative 
spectral amplitudes of electron plasma waves (Fig. 155.1). In 
addition to the heat flux, the plasma-wave spectrum provided 
a measurement of the plasma temperature and density profiles. 
The profiles were used to calculate the classical SH heat flux, 
which was in good agreement with the measured heat flux 
far from the target, where the temperature scale length was 
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Figure 155.1
(a) Calculated Thomson-scattering (TS) features (red curves, right axis) from 
electron plasma waves [Eq. (1)] are shown (vz = ~/k) using a Maxwellian (solid 
blue curve, left axis) electron distribution function and the non-Maxwellian 
(dotted blue curve) distribution that accounts for classical Spitzer–Härm 
(SH) heat flux . , % .L q q2 2 10 3T

3
ei FS#m = =-` j  (b) For a fixed normal-

ized phase velocity, the ratio (R) of the peak scattered power of the up- and 
downshifted features are shown for calculations that use classical SH (solid 
curve, top axis) and nonlocal (dashed curve, bottom axis) distribution func-
tions over a range of heat flux normalized to the free-streaming flux, qFS = 
neTevte. (c) Schematic of the setup.
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longer than the electron–ion mean free path of heat-carrying 
electrons .L 10T

3
ei +m

-
a k  For steeper gradients, the mea-

sured heat flux was up to a factor of 2 smaller than the classical 
values as a result of nonlocal transport. For the most nonlocal 
conditions, the SNB model predicted an inhibited heat flux 
compared with the classical values, but it still overestimated 
the measured heat flux by +40%. In the region where classical 
SH theory agrees with the measured heat flux, the SNB model 
overestimates the flux.

Figure 155.1(a) illustrates the effect of heat flux on the col-
lective Thomson-scattering spectrum. Two scattering spectra, 
calculated with and without SH heat flux, demonstrate the sen-
sitivity of the Thomson-scattering spectrum to the shape of the 
electron distribution function. The SH distribution function was 
derived from the lowest-order terms in the perturbative solution 
of the kinetic equation, ,cosf f fv v v0SH

M
i= = +_ ] ]i g g  where 

 / ,f L fv v v v2 9 4 2v vT
4 2

0ei te te
2 M-m r=_ ` b _i j l i  

T mvte e e=  is the electron thermal velocity, f0
M is a Max-

wellian velocity distribution function, and i is the angle 
between electron velocity and the temperature gradient. The 
Thomson-scattering spectra were calculated in the high-
frequency limit where the ion dynamics can be ignored:33 

 ,
,
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=
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where f(k,~) is the longitudinal plasma dielectric function 
and the probed wave vector (frequency) is the difference 
between the incident and scattered wave vectors (frequen-
cies), k = ki− ks(~ = ~i−~s). The 1-D distribution function 
f ve
u _ i is determined by integrating the full distribution function 
over velocities perpendicular to the probed wave vector. At 
the Langmuir wave resonance defined by f(k,~) = 0, ~(k) = 
!~L(k) + icL(k), where, in general, the Landau damping rate 
cL is proportional to 

 f v ke v L
2 2

~=
u  

and ~L is approximately the resonant frequency for Langmuir 
fluctuations. The collisionless approximation of S(k,~) in 
Eq. (1) is valid for these experiments beceuase the scale of the 
probed waves (+1/k) is small compared to the electron–ion 
mean free path such that .k 1ei&m  

Figure 155.1(b) shows the sensitivity of the amplitude ratio 
of the up- and downshifted (red- and blue-shifted, respectively) 
scattered peaks to heat flux, where SH or nonlocal distribution 
functions were used to calculate the Thomson-scattering spec-
trum. It is evident from Eq. (1) that heat flux has two effects 
on the scattered power near the resonance: (1) the amplitude 
depends on the number of electrons at the resonance f ke L~

u _ i9 C 
and (2) the width is given by the slope of the electron distribu-
tion function at the resonance 

 .f v ke v L
2 2

~=
u  

Therefore, to maximize the effect of heat flux on the scattered 
power, the scattering geometry was chosen to probe Langmuir 
waves propagating along the target normal where the tempera-
ture is largest, k < –dTe, and with phase velocities near the 
region of the electron distribution function with the most heat-
carrying electrons, . .k 3 4vL teL~  For this geometry, it was 
demonstrated in theory34 that the Langmuir fluctuations that 
contribute to the red-shifted peak in the Thomson-scattering 
spectrum experience increased Landau damping, while the 
oppositely propagating Langmuir waves that contribute to 
blue-shifted peak become less damped.

The experiment was conducted on LLE’s OMEGA laser35 
and used six m3~ = 351-nm beams to produce a blowoff plasma 
from a planar aluminum target. Each beam had 250 J in a 2-ns 
flattop pulse. Phase plates36 were used to set the profile of the 
laser spot at the target plane to be a high-order super-Gaussian 
(n = 4.6) with a full width at half maximum of 560 nm. The 
six beams with the smallest angle of incidence (8°, 29°, 
32°, 33°, 35°, and 40°) were chosen to produce the plasma 
[Fig. 155.1(c)]. The Thomson-scattering diagnostic37 consisted 
of a 40-J, 2-ns-long, m2~ = 526.5-nm probe beam with a best-
focus diameter of +50 nm (Ref. 38). The light scattered from a 
50-nm # 50-nm # 50-nm volume was imaged through a 1/3-m 
spectrometer onto a streak camera. The spectral dispersion was 
0.411 nm/pixel!0.4%. The system had spectral and temporal 
resolutions of 0.5 nm!5% and 20 ps!0.5%, respectively. The 
scattering angle was 60°. The scattering volume was set to five 
different locations along the target normal ranging from 1.1 mm 
to 1.5 mm from the initial target surface. To account for the 
bremsstrahlung radiation collected by the Thomson-scattering 
system, a background was established at each location by turn-
ing off the Thomson-scattering probe beam and was subtracted 
from the corresponding spectrum.

Figure 155.2 shows the collective Thomson-scattering 
spectra measured at each of the probed locations. The data were 
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fit with a fully kinetic Thomson-scattered power spectrum33 that 
incorporates a non-Maxwellian electron distribution function 
to provide a measure of the heat flux, electron temperature, and 
density.34 To a good approximation, the relative amplitudes 
of the electron plasma wave features are given by heat flux, 
the frequency of the electron plasma wave feature by the 
density, and the width of the plasma wave feature by the 
electron temperature.

The insets in Fig. 155.2 compare scattered spectra calcu-
lated using non-Maxwellian electron distribution functions, 
consistent with thermal transport, with Maxwellian electron 
distribution functions. The excellent quality of the fits over the 
complete spectrum indicates the high accuracy of the shape of 
the distribution functions used. The significant deviation from 
the measured spectra that occurs when not accounting for the 
effects of heat flux (i.e., Maxwellian distribution functions) 
shows the sensitivity of the measurement. The non-Max-
wellian distribution functions were calculated from a series of  
Fokker–Planck simulations39 with varying boundary condi-
tions but with the electron temperature and density profiles 
equal to the measured values.

Figure 155.3 shows the resulting heat-flux measurements 
at the five probed locations obtained by integrating the elec-
tron distribution functions used to fit the Thomson-scattering 
spectrum / .m f dq v v1 2 v v2 3

TS e= _ _i i9 C#  The measured heat 
flux is compared to classical heat flux values (qSH = –ldTe) 
determined by calculating the Spitzer thermal conductiv-

ity and the local temperature gradient from the measured 
plasma profiles (Fig. 155.4). Excellent agreement between the 
classical and measured heat flux is observed for the location 
farthest from the target surface, but for locations closer to the 
target surface, the measured flux is smaller than the classical 
values. This difference highlights the nonlocal nature of the 
thermal transport.
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The measured collective Thomson-scattering spectra (top row) and the corresponding spectral profiles (blue dots) at 1.5 ns (bottom row). The data were fit (red) 
with Eq. (1) using non-Maxwellian electron distribution functions to measure heat flux. (Insets) The red-shifted features are shown with calculations (black) 
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fail to match their amplitudes. At 1.5 mm, the spectrum was fit (dashed curve) with calculations that use a distribution function consistent with classical SH 
theory. All spectra are normalized to the peak scattered power.
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. ,L 1 4 10 2
Tei #m = -  1.4 # 10−2, 1.3 # 10−2, 1.0 # 10−2, and 7 # 10−3 at 1.1 mm, 

1.2 mm, 1.3 mm, 1.4 mm, and 1.5 mm, respectively.
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Figure 155.4 presents the measured electron temperature 
and density profiles determined from fitting the blue-shifted 
features with the Thomson-scattering power spectrum, assum-
ing Maxwellian electron distribution functions (Fig. 155.2). 
The electron temperature decreased from 1.27!0.04 keV to 
1.12!0.04 keV over 400 nm. The electron temperature gradient 
at each measurement location was determined by fitting a fifth-
order polynomial to the measurements. The uncertainty in the 
temperature gradient was calculated by varying the data within 
the relative error bars, which were used to calculate the errors 
in the classical heat flux (Fig. 155.3). Over this same distance, 
the electron density dropped from 8.36!0.04 # 1019 cm−3 
to 2.63!0.01 # 1019 cm−3. The high signal-to-noise ratio in 
the measured spectra resulted in excellent |2 statistical fits, 
which determined the 1v statistical relative error bars shown 
in Fig. 155.4. The absolute errors in the electron temperature 
and density were dominated by uncertainties in the spectral 
dispersion and resolution. Adding these errors in quadrature 
resulted in a 2% and 3% absolute error in the density and tem-
perature, respectively.

For the measurement farthest from the target surface 
(1.5 mm), the Thomson-scattering spectrum calculated using 
the electron distribution function determined by classical SH 
theory, where ,L 7 10T

3
ei #m = -  was in good agreement 

(Fig. 155.2). This is consistent with the agreement in the mea-
sured heat flux at this location presented in Fig. 155.3. Although 
the classical SH distribution function allows the amplitudes of 
the spectral peaks to be reproduced, the fit shows a discrepancy 

in the width of the red-shifted peak, suggesting that the shape 
of the SH electron distribution function around the resonance is 
incorrect. For locations closer to the target, the electron distri-
bution function predicted by classical theory becomes negative 
at velocities around the Langmuir wave resonances, and clas-
sical theory cannot be used to fit the measured spectrum. This 
is consistent with the measured heat flux being significantly 
less than the classical values (Fig. 155.3). At these locations 

,L 10>T
3

eim
-  which confirms experimentally the limit of 

validity previously determined by nonlocal theories.17–22 

To determine the electron distribution functions consistent 
with nonlocal transport, the K2 Vlasov–Fokker–Planck code39 
was used. K2 uses a Legendre polynomial representation of the 
electron distribution function, , , , , ,f t x f t x Pv vn nn i=_ _ ^i i h/  
where x is the direction along the target normal. K2 solves for 
the self-consistent electric field and includes the effects of elec-
tron–ion scattering and electron–electron collisions. To capture 
the fine detail in the distribution functions at high velocities, 
close to the Langmuir wave resonances, polynomials up to 
and including f8 were required. In all calculations, the plasma 
profiles were initially set to the measurements (Fig. 155.4) and 
the temperature at the boundary of the simulation closest to the 
target (+500 nm) was varied between 1.2 keV and 2 keV. Since 
the transport is nonlocal, the choice of boundary condition is 
important to determine heat flow at the edge of the measure-
ment region (i.e., 1.1 mm) but has a small effect at the other 
measurement positions.

Once the initial conditions were set, the K2 code evolved the 
distribution function in time and, after a few collision times, 
reached steady state. Over this time, a small amount of heat-
ing/cooling was applied to the electrons to help maintain the 
temperature profile close to the measured (i.e., initial) values. 
This approximately accounted for the small amount of ongoing 
thermal compression/expansion in the coronal region. Since the 
hydrodynamic motion is slow compared to the electron thermal 
transport, it was ignored. For each boundary condition, the 
electron distribution functions at each measurement position 
were used to calculate Thomson-scattering spectra. The bound-
ary condition (1.8 keV) that generated the Thomson-scattering 
spectra with the best match across all locations was used to 
determine the measured heat flux. The resulting electron dis-
tribution functions were used in Eq. (1) to calculate the spectra 
shown in Fig. 155.2.

The measured heat flux was compared to calculations that 
used the multigroup nonlocal SNB model (Fig. 155.3), ini-
tialized with the measured electron temperature and density 
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profiles (Fig. 155.4). In the nonlocal region, where classical 
SH theory overestimates the flux, the SNB model calculates a 
flux that is about halfway between the classical and measured 
values. In the region where classical transport is valid (1.5 mm), 
the SNB model overestimates the flux by 75%. Furthermore, 
in the nonlocal transport regions, the electron distribution 
functions were negative around the electron plasma wave reso-
nance, which made it impossible to fit the measured Thomson-
scattering spectrum.

Figure 155.5 shows the flux contribution of electrons for 
each of the models at 1.2 mm from the target surface. Accord-
ing to the K2 model, the reduction in heat flux relative to the 
classical model at this location occurs as a result of a reduction 
in the flux of electrons with v L 3.4 vte. Furthermore, the peak 
heat flow occurs at a lower velocity (vK2 . 3.5 vte) relative to 
the classical result (vSH . 3.7 vte). The SNB model slightly 
inhibits the flux but still overpredicts the heat flow. The heat 
flux at this location is 60% of the classical value.
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Figure 155.5
The velocity-dependent contribution of heat flux at 1200 nm for calculations 
using the Fokker–Planck (dashed red curve), classical (dotted blue curve), and 
SNB (solid black curve) models. The inset shows the corresponding electron 
distribution functions.

In summary, Thomson scattering was used to measure the 
heat flux directly from the amplitudes of the Langmuir fluc-
tuations and indirectly through the electron temperature and 
density profiles (qSH = ldTe). The measured heat flux agreed 
with classical SH values when ,L 10<T

3
eim

-  but in the oppo-
site limit ,L 10>T

3
eim

-` j  the differences were as large as a 
factor of 2. The multigroup nonlocal SNB model overpredicted 
the flux in all regions, which demonstrates the need to include 

physics often missing from computationally expedient nonlo-
cal models, most notably high-order polynomials for properly 
resolving velocity space, the self-consistent electric field, and 
a Fokker–Planck collision operator.

ACKNOWLEDGMENT 
This work was supported by the U.S. Department of Energy under Coop-

erative Agreement No. DE-NA0001944, the University of Rochester, and the 
New York State Energy Research and Development Authority. M. Sherlock’s 
contribution to this work was performed under the auspices of the U.S. Depart-
ment of Energy by LLNL under Contract DE-AC52-07NA27344. 

REFERENCES 

 1. L. Spitzer, Jr. and R. Härm, Phys. Rev. 89, 977 (1953).

 2. S. I. Braginskii, J. Exptl. Theoret. Phys. (U.S.S.R.) 33, 459 (1957).

 3.  G. Zimmerman et al., J. Opt. Soc. Am. 68, 549 (1978).

 4.  M. M. Marinak et al., Phys. Plasmas 3, 2070 (1996).

 5.  B. Fryxell et al., Astrophys. J. Suppl. Ser. 131, 273 (2000).

 6. A. J. Cunningham et al., Astrophys. J. Suppl. Ser. 182, 519 (2009).

 7. B. Van der Holst et al., Astrophys. J. Suppl. Ser. 194, 23 (2011). 

 8. G. Gregori, S. H. Glenzer, J. Knight, C. Niemann, D. Price, D. H. 
Froula, M. J. Edwards, R. P. J. Town, A. Brantov, W. Rozmus, and 
V. Yu. Bychenkov, Phys. Rev. Lett. 92, 205006 (2004).

 9. R. D. Petrasso, J. A. Frenje, C. K. Li, F. H. Séguin, J. R. Rygg, B. E. 
Schwartz, S. Kurebayashi, P. B. Radha, C. Stoeckl, J. M. Soures, 
J. Delettrez, V. Yu. Glebov, D. D. Meyerhofer, and T. C. Sangster, Phys. 
Rev. Lett. 90, 095002 (2003).

 10. J. A. Tarvin et al., Phys. Rev. Lett. 51, 1355 (1983).

 11. T. J. Goldsack et al., Opt. Commun. 42, 55 (1982).

 12. B. B. Kadomtsev and O. P. Pogutse, in Reviews of Plasma Physics, 
edited by M. A. Leontovich (Consultants Bureau, New York, 1970), 
Vol. 5, Chap. 2, pp. 249–400.

 13. M. S. White, J. D. Kilkenny, and A. E. Dangor, Phys. Rev. Lett. 35, 
524 (1975).

 14. V. Yu. Bychenkov, V. P. Silin, and S. A. Uryupin, Phys. Rep. 164, 
119 (1988).

 15. S. H. Glenzer et al., Phys. Rev. Lett. 88, 235002 (2002).

 16. D. R. Gray and J. D. Kilkenny, Plasma Phys. 22, 81 (1980).

 17. A. R. Bell, R. G. Evans, and D. J. Nicholas, Phys. Rev. Lett. 46, 
243 (1981).

 18. J. P. Matte and J. Virmont, Phys. Rev. Lett. 49, 1936 (1982).



ObservatiOn Of nOnlOcal Heat flux using tHOmsOn scattering

LLE Review, Volume 155130

 19. A. R. Bell, Phys. Fluids 26, 279 (1983).

 20. J. F. Luciani, P. Mora, and J. Virmont, Phys. Rev. Lett. 51, 1664 (1983).

 21. J. R. Albritton, E. A. Williams, and I. B. Bernstein, Phys. Rev. Lett. 
57, 1887 (1986).

 22. V. Yu et al., Phys. Rev. Lett. 75, 4405 (1995).

 23. G. P. Schurtz, Ph. D. Nicolaï, and M. Busquet, Phys. Plasmas 7, 
4238 (2000).

 24. V. N. Goncharov, O. V. Gotchev, E. Vianello, T. R. Boehly, J. P. Knauer, 
P. W. McKenty, P. B. Radha, S. P. Regan, T. C. Sangster, S. Skupsky, 
V. A. Smalyuk, R. Betti, R. L. McCrory, D. D. Meyerhofer, and 
C. Cherfils-Clérouin, Phys. Plasmas 13, 012702 (2006).

 25. R. C. Malone, R. L. McCrory, and R. L. Morse, Phys. Rev. Lett. 34, 
721 (1975). 

 26. G. Murtaza, A. M. Mirza, and M. S. Qaisar, Phys. Scr. 47, 811 (1993). 

 27. J. R. Albritton, Phys. Rev. Lett. 50, 2078 (1983).

 28. D. T. Michel, A. K. Davis, V. N. Goncharov, T. C. Sangster, S. X. Hu, 
I. V. Igumenshchev, D. D. Meyerhofer, W. Seka, and D. H. Froula, Phys. 
Rev. Lett. 114, 155002 (2015).

 29. W. C. Mead, E. M. Campbell, W. L. Kruer, R. E. Turner, C. W. Hatcher, 
D. S. Bailey, P. H. Y. Lee, J. Foster, K. G. Tirsell, B. Pruett, N. C. 
Holmes, J. T. Trainor, G. L. Stradling, B. F. Lasinski, C. E. Max, and 
F. Ze, Phys. Fluids B 27, 1301 (1984).

 30. S. H. Glenzer et al., Phys. Rev. Lett. 82, 97 (1999).

 31. D. H. Froula, J. S. Ross, L. Divol, N. Meezan, A. J. MacKinnon, 
R. Wallace, and S. H. Glenzer, Phys. Plasmas 13, 052704 (2006).

 32. J. Hawreliak et al., J. Phys. B: At. Mol. Opt. Phys. 37, 1541 (2004).

 33. D. H. Froula, S. H. Glenzer, N. C. Luhmann, Jr., and J. Sheffield, Plasma 
Scattering of Electromagnetic Radiation: Theory and Measurement 
Techniques, 2nd ed. (Academic Press, Amsterdam, 2011).

 34. W. Rozmus et al., Phys. Plasma 23, 012707 (2016).)

 35. T. R. Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer, 
J. H. Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring, 
F. J. Marshall, R. L. McCrory, S. F. B. Morse, W. Seka, J. M. Soures, 
and C. P. Verdon, Opt. Commun. 133, 495 (1997).

 36. T. J. Kessler, Y. Lin, J. J. Armstrong, and B. Velazquez, Proc. SPIE 
1870, 95 (1993).

 37. J. Katz, R. Boni, C. Sorce, R. Follett, M. J. Shoup III, and D. H. Froula, 
Rev. Sci. Instrum. 83, 10E349 (2012).

 38. A. J. Mackinnon, S. Shiromizu, G. Antonini, J. Auerbach, K. Haney, 
D. H. Froula, J. Moody, G. Gregori, C. Constantin, C. Sorce, L. Divol, 
R. L. Griffith, S. Glenzer, J. Satariano, P. K. Whitman, S. N. Locke, 
E. L. Miller, R. Huff, K. Thorp, W. Armstrong, W. Bahr, W. Seka, 
G. Pien, J. Mathers, S. Morse, S. Loucks, and S. Stagnitto, Rev. Sci. 
Instrum. 75, 3906 (2004).

 39. M. Sherlock, J. P. Brodrick, and C. P. Ridgers, Phys. Plasmas 24, 
082706 (2017). 



Ray-Based Modeling of CRoss-BeaM eneRgy TRansfeR aT CausTiCs

LLE Review, Volume 155 131

In laser-based inertial confinement fusion (ICF), a millimeter-
scale cryogenic capsule of deuterium–tritium fuel with a thin 
outer ablator is imploded either directly by laser illumination 
or indirectly by x rays emitted from a laser-heated, high-Z 
hohlraum.1,2 In both approaches, multiple laser beams overlap 
in a plasma and their low-frequency beat waves can drive ion-
acoustic waves. By means of a process known as cross-beam 
energy transfer (CBET), the ion-acoustic waves mediate the 
transfer of energy between beams, significantly impacting the 
deposition of laser energy.3 

Direct-drive ICF experiments on the OMEGA laser4 have 
shown a 10% to 20% reduction in laser absorption because of 
CBET.5 Indirect-drive ICF experiments at the National Igni-
tion Facility (NIF) have exploited CBET to control implosion 
symmetry by tuning the wavelength separation between laser 
beams.6,7 The scale of these experiments, in terms of prepara-
tion time, complexity, and cost, necessitate the use of radiation-
hydrodynamic simulations with CBET models for the rapid 
design, tuning, and optimization of implosions.8 

As a result of the computational expense of wave-based cal-
culations, the CBET models used in radiation-hydrodynamic 
codes are exclusively based on ray tracing; even then, 3-D 
implementations can be prohibitive. Furthermore, existing 
CBET models require artificial multipliers to obtain quan-
titative agreement with experiments.7,9–12 This is, in part, 
due to a major challenge of ray tracing: the reconstruction of 
the field amplitude diverges at caustics. While sophisticated 
techniques exist for approximating the full solution to the 
electromagnetic wave equation in the vicinity of caustics,13 
there is no consensus as to how caustics should be treated in 
ray-based CBET models. 

The use of artificial multipliers is particularly problematic 
in the complex radiation-hydrodynamic codes used to simulate 
ICF implosions because they model the interaction between 
many different physical processes, and an artificial multiplier 
in one physics model can mask deficiencies and inhibit prog-
ress in seemingly unrelated areas. Similarly, it is important 

Ray-Based Modeling of Cross-Beam Energy Transfer at Caustics

to validate reduced models like ray-based CBET calculations 
against more-complete calculations so that when discrepan-
cies do arise, there is some level of confidence as to whether 
the discrepancy is caused by missing physics or an inaccurate 
solution to the original problem.

In this article, we present a ray-based CBET algorithm that 
opens up the possibility for full-scale 3-D CBET modeling in 
radiation-hydrodynamic codes without the need for artificial 
multipliers. The key insight is that the energy transfer between 
beams should be truncated past the caustic of the pump beam. 
Ray-based CBET calculations with caustic gain truncation 
(CGT) show excellent agreement with laser absorption from 
both 2-D wave-based calculations and a 3-D 60-beam OMEGA 
implosion. A large difference between results obtained with and 
without CGT (in terms of both accuracy and energy conserva-
tion) indicates the importance of including a careful treatment 
of caustics in ray-based CBET calculations.

Ray-based CBET modeling relies on the assumption that 
the energy exchange between two lasers can be approximated 
locally using the homogeneous gain, and that the interaction 
between all rays in a given region of space can be treated 
independently, pairwise. Additionally, the large separation 
between the hydrodynamic and acoustic/electromagnetic time 
scales allows for steady-state CBET calculations using the 
instantaneous hydrodynamic conditions. 

The general approach to ray-based CBET modeling fol-
lows four steps: (1) calculate trajectories for all rays in each 
laser beam, (2) discretize the ray trajectories along their paths, 
(3) determine all possible pairwise interactions, and (4) solve 
the resulting system of equations for the energies along the ray 
paths. Here it is assumed that steps (1) and (2) have already 
been completed. In terms of the absolute square of the envel-
oped electric field, the differential change of the ith ray (the 
seed ray) at the jth location along its path resulting from an 
interaction with the kth ray (the pump ray) at the lth location 
along its path for parallel-polarized beams in a homogeneous 
plasma is (in cgs units)3 
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oia is the ion-acoustic wave energy–damping rate, ~s is the 
acoustic frequency, Te (Ti) is the electron (ion) temperature, Z 
is the ionization state, kB is Boltzmann’s constant, and u is the 
plasma flow velocity. L c n nij

a c ei ef o= ] g is the laser absorp-
tion length,14 where 

 ;e Z n m T4 2 3 /4 2 3 2
ei i ei e eo r K= ^ h  

Kei is the Coulomb logarithm;15 E I c8k k0 0r=  is the mag-
nitude of the incident (vacuum) field of the kth ray; and Ik0 is 
the corresponding intensity. 

The function gijkl is introduced to account for the fact that 
there may not be a valid interaction between the two rays. Two 
rays will interact if they (1) intersect in configuration space and 
(2) are on distinct “sheets,” where each sheet corresponds to a 
region of ray phase space that has a single-valued projection 
onto the configuration space [the divisions between sheets are 
at caustics (shown later in Fig. 155.8)].13 Accordingly, gijkl = 1 
if both of these conditions are satisfied and 0 otherwise. If the 
ray paths are discretized on a grid, being at the same location in 
configuration space is equivalent to being in the same grid cell.

Equation (1) can be discretized along ray trajectories in 
an inhomogeneous plasma if it is written in terms of ray 
energy, which is conserved along ray trajectories in the 
absence of CBET and absorption. In the geometric optics 
limit, ,E E W S Sd dij i ij i ij

2
0

2
0 f= ` j  where Wij is the 

ray energy normalized to the incident energy (Wi0 = 1) and 
S Sd di ij0  is the ratio of the initial to current cross-sectional 

area of the ith ray, which is tracked by tracing bundles of 
rays.16 This approximation for the fields diverges at caustics 
where either 0"f  or .S S 0d dij i0"  A simple way to correct 
for this is to treat the density profile as being locally linear. 
The field of a plane wave incident on a linear density gradient 
n n x Le c =` j has an analytic solution (Airy function) with 

a peak field 

 E E n n
,

/

max maxij i ij i

2
0

2 1 2
e cp=b `l j  

(Ref. 14), where n n
,maxie c^ h  is the maximum density along 

the path of the ith ray, . ,L c0 9 /
ij ij

1 3
p ~= ` j  and L L n n*c= *  

(n* and L* are the density and density scale length at the 
caustic). Applying this as a limit to the peak field amplitude, 
Eq. (1) becomes
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Equation (2) is the differential change in energy caused by a 
single pairwise interaction. In general, each ray can interact 
with every other sheet at every point along its path. Discretiz-
ing Eq. (2) along the ray paths and summing over all possible 
interactions gives
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and sij is the length of the ray-path section from j to j + 1 for 
ray i. feff is introduced to keep the discretized equation from 
diverging when ,0"f  which originates from the vanishing 
group velocity of the seed beam for near-normal-incidence 
rays. The path integral is finite, so we use the analytic result 
for normal-incidence rays in a linear density gradient, 

 .x x L sL1 2d
L s

L
- =

-
$  

The first sum in Eq. (3) is over sheets S, and the second sum 
is over all of the ray-path locations belonging to sheet S. The 
summand corresponds to the expected interaction strength from 
all of the rays in the current grid cell on the current pump-beam 
sheet. In practice, it is more efficient if just one nonzero term 
from each sheet is used (chosen randomly). This has essentially 
no impact on the solution because all of the terms in the sums 
over k,l are equal in the limit .s 0ij"

Equation (3) is typically solved using fixed-point itera-
tion. To improve the rate of convergence,16 we substitute 
W W W ,ij ij i j 1/ -
u  and obtain the ray-based CBET equation
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and .A s Lij ij
ij
a=  Equation (4) is written in the form that is used 

to solve for Wij
u  because the Aij and Gijkl can be precalculated 

before starting the iterations. After solving for ,Wij
u  the normal-

ized ray energies are given by .W Wij ikk
j

1= =
u u%  Here the rays 

were discretized on a Cartesian grid except for the special case 
of rays changing sheets in a grid cell, where an additional split 
in the ray path is introduced at the sheet boundary. The limita-
tions of this model that require the introduction of CGT are best 
illustrated by first introducing a prototypical example of CBET 
in the presence of fold caustics.

Figure 155.6 compares the electric fields from 2-D (a) ray- 
and (b) wave-based calculations of CBET between two beams 
in an azimuthally symmetric plasma. The wave-based calcu-
lations were performed using LPSE (laser-plasma simulation 
environment).16,17 The ray-based solution was obtained by 
solving Eq. (4) and then taking the coherent sum of the fields 
from the four ray sheets (two from each beam).13 The plasma 
conditions were similar to what would be encountered in an 
OMEGA implosion except they have been scaled down by a 
factor of 4. The laser intensities were 2 # 1015 W/cm2 (0.351-nm 
light), which was chosen such that CBET would have a sig-
nificant impact on the laser-energy deposition. The LPSE grid 
resolution was 50 cells/nm. The fact that the results from the 
two calculations are difficult to distinguish by eye is a testa-
ment to the fact that the geometric optics approximation is valid 
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Figure 155.6
(a) Ray- and (b) wave-based simulations of the magnitude of the enveloped electric fields for two beams (injected from the bottom and left) interacting in an 
azimuthally symmetric plasma. The critical surface is indicated by a dashed line. (c) Lineouts of the fields from LPSE (blue) and rays (red). To compare the 
unperturbed fields, the lineouts are from calculations where CBET was turned off. The location of the caustic is denoted by a vertical dashed black line (where 
the field amplitude in the ray-based calculation drops to zero).
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nearly everywhere in the long-scale-length plasmas encoun-
tered in ICF. The difference in field energy between the two 
calculations is shown in Fig. 155.7(a). Note that while there are 
significant differences between the two CBET calculations, the 
ray-based calculation over- and underpredicts the field energy 
in the scattering region in similar proportion. The differences 
between the fields are probably due in part to the fact that 
the laser propagation can be affected by the ponderomotively 
driven density perturbations in LPSE but not in the ray-based 
calculation. To put Fig. 155.7(a) in context, Fig. 155.7(b) shows 
the same comparison with CBET turned off in the ray model. 
This causes the ray-based calculation to dramatically under-
predict the amount of scattered light.

Figure 155.6(c) shows a lineout of the fields from the two 
solutions at one of the caustics in calculations where CBET 
was turned off (Gijkl = 0). The fact that the agreement between 

the solutions is excellent right up to the edge of the ray sheet 
(vertical dashed black line) suggests that the simple approxima-
tion used to calculate the fields at the caustic does not have a 
significant impact on the accuracy of the global solution. The 
depicted lineouts were taken relatively far from the center of 
the caustic to give a stringent test of the ray-based solution; 
the accuracy of the approximation degrades for increasingly 
oblique rays.

The limitation of Eq. (4) is depicted in Fig. 155.8, which 
shows the first sheet of each beam (one shaded gray and one as 
rays with a black outline) and the Cartesian grid that was used 
to discretize the ray trajectories. The rays in the beam coming 
from the left should interact only with the beam coming from 
the bottom when they are inside the gray region because the 
field of the beam coming from the bottom vanishes outside 
that region. Because of the discretization, however, the rays 
interact wherever they are colored red. In the CGT algorithm, 
the CBET interaction length in Eq. (5) is allowed to depend on 
the pump ray such that the gain of a seed ray is limited to only 
the portion of the grid cell where it is inside the corresponding 
pump-beam sheet. Accordingly, we introduce a new path length 
sijkl, which depends on the indices of the pump ray and appears 
only in the CBET term but is equal to sij in grid cells where 
the beam corresponding to the kth ray does not have a caustic,
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L g
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efff
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d
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The sijkl is determined by finding the intersections between the 
seed rays and the sheet boundaries of the pump beams. In 2-D, 
the sheet boundaries are polygons; in 3-D, the sheet boundaries 
are closed surfaces that are stored on a triangle mesh. Despite 
the fact that the CGT correction is spatially localized to the 
caustic region, it has a large impact on the global solution 
because of the highly nonlinear nature of Eq. (4). Note that 
although a Cartesian grid was used here, Eq. (4) does not make 
any assumptions about the grid, and essentially any gridding 
scheme will suffer from the same issue (except for an unstruc-
tured grid constructed from the sheet boundaries). 

Figures 155.9(a) and 155.9(b) show the laser absorption as a 
function of the CBET grid resolution using the nominal and CGT 
ray-based CBET algorithms to two-beam (cf. Fig. 155.6) and 
16-beam LPSE calculations, respectively. The 16-beam calcula-
tions used the same plasma conditions as the two-beam calcula-
tions with the beams injected uniformly at 22.5° increments with 
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Figure 155.8
(a) The first sheet of the two beams for the configuration shown in Fig. 155.6 overlaid on the Cartesian grid; (b) a close-up of one of the grid cells. The red area 
of the ray trajectories show where the rays would interact with the beam coming from the bottom without the caustic gain truncation (CGT) correction. Note 
that finite sheets are shown for illustrative purposes; only the parabolic edge corresponds to a caustic. The other edges of the sheet are chosen such that the 
intensity is vanishingly small (for the sides) or outside the interaction region (for the injector).

E27422JR

Rays (nominal)
Rays (CGT)
LPSE

(a)

L
as

er
 a

bs
or

pt
io

n 
(%

)

71

73

75

77

1 2 3 4

Grid resolution (cells/nm)

(f)

0.0

0.1

0.2

0.3

0.4

0.00 0.05 0.10 0.15

Rays (nominal)
Rays (CGT)

(d)

E
ne

rg
y 

co
ns

er
va

tio
n 

er
ro

r

0.00

0.02

0.04

0.06

1 2 3 4

Rays (nominal)
Rays (CGT)

Grid resolution (cells/nm)

(c)

45

50

55

60

65

0.00 0.05 0.10 0.15

Rays (nominal)
Rays (CGT)
Experiment

(b)

40

44

48

52

56

0.5 1.0 1.5 2.0 2.5

Rays (nominal)
Rays (CGT)
LPSE

Grid resolution (cells/nm)

(e)

0.0

0.1

0.2

0.3

0.5 1.0 1.5 2.0 2.5

Rays (nominal)
Rays (CGT)

Figure 155.9
[(a)–(c)] The laser absorption and [(d)–(f)] energy conservation error for the nominal (red circles) and CGT (blue squares) ray-trace algorithms as functions 
of grid resolution for [(a),(d)] 2-D two-beam calculations; [(b),(e)] 2-D 16-beam calculations; and [(c),(f)] 3-D 60-beam calculations. The 2-D calculations are 
compared to LPSE results and the 3-D calculations are compared to OMEGA results (dashed black lines).

E27421JR

200

150

100

50

0

60

55

50

45

40

35

30

–50

–100

–150

–200

–200 –150 –140 –130 –120–100 0 100 200

x 
(n

m
)

y (nm)y (nm)

Sheet boundariesSheet boundaries

Sheet boundary

Unphysical interaction regionUnphysical interaction region

(a) (b)



Ray-Based Modeling of CRoss-BeaM eneRgy TRansfeR aT CausTiCs

LLE Review, Volume 155136

intensities of 4 # 1014 W/cm2. Both simulations had a significant 
reduction in laser absorption because of CBET (the absorption 
without CBET was 96%), and at the highest grid resolutions, 
the ray-based results were within 0.3% of the LPSE results. The 
nominal and CGT ray-based algorithms converge to the same 
result in the limit of infinite resolution because the size of the grid 
cells where the error is introduced in the nominal calculations 
vanishes. Convergence is achieved much more rapidly using the 
CGT algorithm, particularly in the 16-beam case (because there 
are many more caustics). The highest-resolution calculation with 
the nominal algorithm had an accuracy comparable to the CGT 
algorithm with an order-of-magnitude-less resolution. The com-
putational cost of solving Eq. (4) is proportional to the number 
of grid cells, so an order-of-magnitude reduction in resolution 
represents a large computational savings: a factor of 100 in 2-D 
and a factor of 1000 in 3-D.

Figure 155.9(c) shows the results of 3-D CBET calculations 
of the instantaneous laser absorption during the main drive of a 
60-beam OMEGA implosion with peak single-beam intensities 
of 8.8 # 1013 W/cm2. The plasma profiles were taken from the 
1-D radiation-hydrodynamic code LILAC.18 The 3-D calcula-
tions included several corrections that are typically included 
in radiation-hydrodynamic codes (the Langdon effect,19 the 
Dewandre effect,20 and polarization smoothing16,21). 

As suggested by the difference between the two-beam and 
16-beam results in 2-D, the difference between the CGT and 
nominal algorithms is even more striking in the 3-D 60-beam 
results. At the highest resolution (4 # 106 grid cells, 7 # 106 rays, 
and 9 # 109 interactions) that was achievable because of 
memory constraints, the nominal algorithm was still far from 
converging with the CGT result. The difference in laser absorp-
tion between the CGT calculation at the highest resolution and 
the experiment was 2.4%.

Figures 155.9(d)–155.9(f) show the energy conservation 
error in the ray-based solvers (defined as the difference between 
the incident energy and the sum of the absorbed and scattered 
energies normalized to the incident energy). It is critical to 
consider energy conservation when assessing a ray-based CBET 
algorithm because the underlying discretized equations do not 
explicitly conserve energy. Away from caustics, they conserve 
energy in the limit of infinite resolution, but in the presence of 
caustics, even the converged solutions are nonconserving. The 
energy conservation error is corrected for in an ad hoc manner 
in radiation-hydrodynamic codes, but there is no consensus as 
to how such corrections should be implemented. Regardless of 

the technique, ray-based CBET results should not be expected 
to be any more accurate than their uncorrected conservation 
error because any correction produces a result that is no longer 
a solution to the original equation. For example, the difference 
between the nominal ray-trace absorption and the measurement 
is only 4.2% in the highest-resolution 3-D calculations, but this 
result is of little value because 15.2% of the energy is unac-
counted for and correcting for that could have a large impact 
on the result. With the CGT algorithm, the conservation error 
is only 3.4%, which suggests that whatever correction is made 
to enforce energy conservation will produce a result that is still 
relatively faithful to Eq. (4).

In summary, a new algorithm was presented for ray-based 
CBET calculations in the presence of caustics. The CGT algo-
rithm significantly improves accuracy and energy conservation 
in ray-based CBET calculations and shows excellent agreement 
with 2-D two- and 16-beam wave-based calculations and a 
60-beam OMEGA implosion without the use of artificial mul-
tipliers. The increasing discrepancy between the nominal and 
CGT ray-based CBET algorithms with an increasing number of 
laser beams emphasizes the importance of a careful treatment 
of caustics in many-beam laser configurations. 
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Introduction
Aluminum is used as a material for the OMEGA target chamber 
walls and for diagnostics that are in close proximity to the target 
chamber because of the small number of impurities contained in 
the lattice and the short lifetime of any neutron-activated isotopes. 
This material selection mitigates the radiological factors that 
stem from DT neutron activation but does not account for tritium 
interactions with the metal. It is well established that tritium will 
migrate from the gas phase into the metal bulk. Previous work has 
shown that surface modifications of materials have a tremendous 
impact on the total quantity of tritium retained by the sample.1–4 

Hexavalent chromium-conversion coatings increase the 
corrosion resistance of aluminum alloy by forming a layer of 
Cr(III) hydroxide.5,6 This passive layer can increase the lifetime 
of the aluminum piece by inhibiting corrosion. The mechanism 
of chromate-conversion coating (CCC) on an aluminum alloy is 
proposed to proceed by a sol-gel route.5,7 In the sol-gel mecha-
nism, a coupled redox reaction occurs that oxidizes aluminum 
metal and activates the hexavalent chromium-coating material 
by reducing the chromium. The aqueous solution containing 
both trivalent chromium and trivalent aluminum species will 
further react through hydrolysis to form a network of chromium 
hydride as shown in Fig. 155.10. 

Upon drying, these polymeric hydrated films of chromium 
hydroxide collapse to form a cracked, broken network of 
chromium hydroxide on the surface of the material. These 
chromium layers act as a barrier to corrosion of the underlying 
aluminum substrate; however, there have been no studies to 
investigate how these films interact with a tritium environment.

Experimental Setups and Procedures
Samples of dimensions 5.1 # 1.9 # 0.3 cm3 were cut from a 

common plate of aluminum 6061. Approximately 0.86 mm of 
the surface was machined away to eliminate any surface inclu-
sions that can arise from manufacturing. Samples that did not 
receive any further surface modifications were degreased first 
with acetone, followed by water, and finally isopropyl alcohol to 
dry the samples; these samples are referred to as “unmodified.” 
Conversely, a set of samples had the surface modified by the 
commercial CCC described above. Materials characterization 
was performed to understand the chemical and microstructure 
of the unmodified and CCC films. 

An x-ray photoelectron spectroscopy (XPS) analysis of 
the CCC films on aluminum supports the sol-gel formation of 
chromium hydroxide on the surface. All spectra were recorded 
after a 10-min argon-ion gun etch (5 keV) to remove any adven-
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precipitation and subsequent binding to the target substrate. 
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titious carbon species on the surface. Figure 155.11 shows the 
Al2p spectrum for both the unmodified aluminum and the CCC 
aluminum samples. The data suggest that complete coverage 
was achieved on the CCC films, indicated by the lack of alu-
minum binding states present on the surface of the sample. 
The Cr2p3/2 spectrum of the CCC films on aluminum, shown 
in Fig. 155.12, revealed several chromium species in the layer. 

Using the peak fitting software CasaXPS, a fitting routine was 
used to decompose the Cr2p3/2 photoelectron peak. The results 
of the fitting routine are shown in Table 155.I.

Table 155.I: Cr2p3/2 fit results obtained from the fitting routine 
using CasaXPS.

Species Area (%) Mean Energy (eV)

Cr(III) OH 88.7 577.1

Cr(III) oxide 14.5 579.8

Cr(IV) oxide 1.76 575.2

The results of the Cr2p3/2 fit also support the sol-gel forma-
tion because of the large quantities of chromium hydroxide 
present in the CCC film along with small amounts of Cr(III) 
oxide and Cr(VI) oxide. 

The CCC film process on aluminum significantly altered 
the microstructure compared to unmodified samples. The 
scanning electron microscope (SEM) micrograph for unmodi-
fied aluminum is shown in Fig. 155.13. The only extraordinary 
features stem from the machining process and are apparent 
at the 200-nm scale. No smaller features were visible. These 
films contain large quantities of fractures and cracks likely 
caused by the collapse of the polymeric network during air 
drying of the films. 

E27708JR

200 nm

Figure 155.13
Scanning electron microscopy (SEM) micrograph of unmodified aluminum, 
where machine markings are apparent at the 200-nm scale with 20-kV accel-
erating voltage, 17.5-mm working distance, and 23# magnification. 

A detailed view of the CCC aluminum sample is shown 
in Fig. 155.14. The highly grained structure is quite appar-
ent at higher magnification. The grain size of the chromium 
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Figure 155.12
Cr2p3/2 spectrum of the CCC films on aluminum. Raw data (circles) and 
fits (colored lines) indicate the binding states found on the surfaces. The 
decomposition of the photoelectron peak indicates several chromium species 
present on the surface of the CCC aluminum. The p value for the envelope fit 
was determined to be 0.965.
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hydroxide is of the order of 50 to 100 nm, while the disloca-
tion fracture is +300 nm. To obtain a better understanding of 
the microstructure, a cross-section sample was prepared for 
transmission electron microscopy (TEM) analysis. The results 
in Fig. 155.15 show that the CCC layer is, on average, 65 nm 

thick. This was visually apparent and also confirmed with the 
scanning transmission electron microscopy (STEM) x-ray map 
shown in Fig. 155.15.

The chemistry and microstructure of the CCC samples indi-
cate a stark difference between the unmodified and modified 
aluminum samples; however, the impact these differences have 
on tritium retention is unconfirmed. To determine the impact, 
samples were charged with tritium by exposure to a deuterium–
tritium (DT) gas mixture at 25°C for 24 h. After exposure, the 
samples were stored in separate metal containers under a dry 
helium atmosphere until retrieved for an experiment. 

Results and Discussion
The tritium-charged samples were subjected to one of two 

treatments: thermal desorption or a surface-stripping wash. 
In the first treatment, samples were subjected to temperature-
programmed thermal desorption (TPD) to thermally remove 
and measure the total quantity of tritium retained by the metal 
sample. Tritium was collected as tritiated water in bubblers 
attached to the furnace. The activity was measured by scintil-
lation counting using a PerkinElmer Tri-Carb 2910 TR liquid 
scintillation counter. The results of the TPD experiments for 
both the unmodified and CCC samples are shown in Fig. 155.16.
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Figure 155.14
A detailed view of a pit present in the CCC film on aluminum. The scale bar 
indicates a 200-nm scale with 20-kV accelerating voltage, 5.8-mm working 
distance, and 59.13# magnification. The highly grained structure of the CCC 
films on aluminum is apparent at this scale. 
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Figure 155.15
TEM cross section of the CCC film on aluminum on a 20-nm scale. The porous 
nature can be inferred from highly grained film. Inset: STEM x-ray map of the 
CCC film, where both chromium (blue) and aluminum (red) species are shown. 

Figure 155.16
Total activity measured with temperature-programmed thermal desorption 
(TPD) on a semi-log plot. Each bar represents an individual sample; the bars 
are grouped by surface finish unmodified aluminum (blue) and CCC Al 
(orange). The mean of each group is shown as a dashed line, with the error 
plotted between the shaded regions. 

E27322JR
Ar Al CCC Al

100

101

102

A
ct

iv
ity

 (
m

C
i)

2.1 mCi

60 mCi



TriTium reTenTion in HexavalenT CHromaTe-Conversion–CoaTed aluminum alloy

LLE Review, Volume 155 141

The TPD results indicate that, on average, the unmodified 
aluminum samples retained a total of 2.1 mCi. While the total 
activity in the aluminum samples was lower than expected, 
the CCC aluminum retained 60 mCi. This large difference 
reveals that the CCC samples retained 30# more tritium than 
the unmodified counterpart. This increase cannot be explained 
by a purely diffusive argument and most likely stems from the 
large quantities of hydrated chromium hydroxide and the sur-
face defects observed with XPS and SEM/TEM, respectively. 

In the second treatment, samples were washed in 75 mL of 
a 15% surfactant solution for 5 min. In this solution, tritium 
on and in the near surface of the metal is expected to be 
removed from the metal. The activity in the resulting solution 
was measured using liquid scintillation counting to give the 
total quantity of surface/near-surface tritium removed dur-
ing the wash. The results of the surface washes are shown 
in Fig. 155.17.
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Figure 155.17
The fraction of tritium residing on the surface of the unmodified aluminum 
(Ar Al) and the CCC aluminum (CCC Al) samples. The resulting surface 
concentrations of 0.8 Ci/cm3 and 0.4 Ci/Cm3 were found for unmodified 
aluminum and CCC aluminum, respectively. 

It was found that >75% of the tritium resides on and in the 
surface of both unmodified aluminum and CCC aluminum. 
Taking the total quantity removed in thermal desorption and 
subtracting the quantity of tritium found on and in the near 
surface, the partitioning of tritium between the surface and 
bulk of both unmodified aluminum and the CCC samples is 
shown in Table 155.II. 

Under the exposure conditions and using the literature 
diffusivity of aluminum2 at a room temperature of 7.95 # 
10–12 m2s–1, an unmodified aluminum sample is expected to 
reach equilibrium with a tritium inventory of 2.5 mCi. The 
measured tritium inventory is sevenfold shy of the expected 
equilibrium value, hinting that the concentration profile in the 
samples has not reached an equilibrium state. Additionally, 
for these experimental conditions, the Fourier number (z) 
suggests that the system is in the transition regime, where a 
time-dependent analysis is acceptable. The Fourier number is 
given in Eq. (1), where x is the thickness of the sample, D is 
the diffusivity, and t is time: 

 .
Dt
x2

z =  (1)

Using the literature diffusivity and solubility values,2 the 
concentration profile for the unmodified aluminum samples is 
obtained from the solution to the semi-infinite diffusion equa-
tion.8 The concentration profile c(x,t) is given by 

 , ,c x t c c c
Dt
x

4
erf0 0-= + 3_ ` di j n  (2)

where c0 is the solubility (S) in the near surface of the material, 
D is the diffusivity, and t is the time the diffusion process takes 
place. This equation was solved using the published values 
for D and S to yield the blue concentration profile shown in 
Fig. 155.17. The integral of this profile through the depth of the 
sample yields 2.5 mCi of total tritium in the bulk. 

The concentration profile was also determined using the 
inventory obtained in the thermal desorption experiment. In 
this calculation, the D # S product was varied until the integral 
of the concentration profile matched the experimental values. 
The result of this calculation is also shown in Fig. 155.18. The 
D # S product for the fit needed to be lowered by a factor of 0.15 
to match the measured bulk tritium inventory. It is noteworthy 
that the modified diffusivity–solubility product for the fit is still 
within the range of reported literature values.

Table 155.II: Partitioning of tritium between surface and bulk of 
unmodified aluminum and CCC aluminum. All values 
are reported as mCi of tritium.

Sample Surface Bulk Total

Unmodified Al 1.7 0.4 2.1

CCC Al 53 7 60
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Conclusions
Chromate-conversion coatings significantly alter the chem-

istry and microstructure of aluminum alloy by fully convert-
ing the aluminum surface to a cracked hydrated chromium 
hydroxide layer. Also, the CCC films allow for enhanced tritium 
uptake compared to unmodified aluminum. Most of the tritium 
retained in the CCC samples resides on the surface, indicating 
the importance of the surface in the tritium adsorption process 
and subsequent retention. The high quantities of tritium in all 
areas of the CCC samples indicated these films are not suited 
for applications where exposure to tritium is possible. 
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Introduction
For more than 30 years, chirped-pulse amplification (CPA) 
has made it possible to amplify picosecond and femtosecond 
pulses to high energy by circumventing the damage threshold 
limitations of direct amplification via pulse stretching and com-
pression.1 CPA has found wide application in a variety of laser 
amplifier technologies including fiber, solid-state, gas, excimer, 
mixed-bulk glasses, and optical parametric amplifiers. These 
technologies are integrated into CPA systems ranging in peak 
powers from gigawatt (GW) (Ref. 2) to petawatt (PW) (Ref. 3). 
The peak power of a CPA system is constrained to some degree 
by the choice of amplifier technology. The pulse duration is 
limited by the bandwidth of the medium, and the size/geometry 
of the medium can impose limits on energy scaling. 

Diffraction gratings are by far the most common elements 
used to stretch and compress pulses because of their substantial 
angular dispersion, where pulse-stretching factors typically 
range from 1000 to 100,000. These gratings typically function 
in pairs, where the first diffraction grating spreads the bandwidth 
in space and the second grating cancels the angular dispersion 
of the first, consequently introducing group-delay dispersion 
(GDD) from the wavelength-dependent variation of path length. 
If the second grating is not perfectly parallel to the first grating, 
the residual angular dispersion can cause errors in pulse com-
pression and focusability, impacting the spatiotemporal shape 
of the pulse and reducing the overall focused intensity.

The three primary effects of angular dispersion are 
increased beam divergence affecting the minimum focused 
spot size, tilt of the pulse front, and errors in chirp or spectral 
dispersion affecting the pulse duration.4 These and other more-
subtle effects complicate the calculation of grating-alignment 
tolerances for many systems,5–7 where individualized time-
intensive simulations are required to determine alignment 
sensitivity for a particular CPA system. Depending on system 
specifications and desired performance, grating-alignment 
tolerances may necessitate the use of high-performance or 
specialized mounting hardware for stability and alignment pre-
cision. An understanding of how grating-alignment tolerances 

Simulation of Grating-Compressor Misalignment Tolerances  
and Mitigation Strategies for Chirped-Pulse–Amplification 

Systems of Varying Bandwidth and Beam Size

scale with CPA parameters such as bandwidth and beam size 
can provide early determination of whether intensive simula-
tion or specialized mounting hardware may be required for a 
particular system, which may affect project budget, resources, 
or time line.

In this work, compressor grating-alignment sensitivity is 
compared for CPA systems ranging in Fourier transform–lim-
ited (FTL) pulse duration from 10 fs to 1 ps and for beam sizes 
from 10 mm to 300 mm. Grating-tilt–alignment tolerances are 
defined and simulated for varying compressor groove density 
from 900 to 2000 gr/mm and for all possible incident angles. 
To our knowledge, this is the first time that grating-alignment 
tolerances have been specified plainly over such a broad 
range of parameters. These tolerances serve as guidelines to 
indicate which combinations of bandwidth, beam size, groove 
density, and incident angle are most sensitive to misalignment. 
Techniques for compensating grating-misalignment errors are 
simulated, and limitations are identified for broad bandwidth, 
affecting intensity and temporal contrast.

Effects of Grating Misalignment on Pulse Compression
Each grating in a stretcher or compressor must be aligned 

in three dimensions: tilt, tip, and in-plane rotation (IPR) 
(Fig. 155.19). Generally, the incident and diffracted rays have 
a component in the plane of diffraction and the plane of reflec-
tion. In a perfectly aligned compressor, where grating pairs 
have parallel surfaces and grooves, the incident and diffracted 
rays lie solely in the x–z plane with no component in the reflec-
tion plane (y–z plane). Grating-tilt misalignment changes the 
incident/diffracted angles, but the plane of diffraction remains 
coplanar with the x–z plane. Tilt error of one grating in a pair 
causes angular dispersion in the x–z plane at the compressor 
output. Tip and IPR misalignment produces a nonzero compo-
nent in the reflection plane and effectively rotates the plane of 
diffraction with respect to the plane of incidence. Rotation of 
the diffraction plane creates a component of residual angular 
dispersion, which is perpendicular to the x–z plane. Angular 
dispersion produced by any misalignments has a temporal and 
spatial effect on the compressor output.
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In the time domain, angular dispersion from a misaligned 
grating compressor causes a tilt of the pulse front or an inho-
mogeneous wave so that one edge of the beam is delayed with 
respect to the other.8 If the beam is sampled locally, the pulse 
duration will appear short; however, the spatially integrated pulse 
duration and the duration of illumination at the focal plane are 
much longer because of the pulse-front delay.6 In addition, grat-
ing misalignment changes the path length of each wavelength 
component so that the total system GDD is no longer minimized. 
This GDD mismatch can also vary spatially across the beam, 
degrading the spatiotemporal quality of the compressed pulse.

In the spatial domain, residual angular dispersion from a 
misaligned grating pair affects focusability because of increas-
ing beam divergence. This causes an elongation of the mini-
mum spot size in the direction of the angular dispersion error. 
Tilt error exhibits spot elongation purely in the horizontal (x–z) 
plane, while tip and IPR add a vertical elongation from slight 
rotation of the diffraction plane out of the horizontal plane. 

Other effects to consider are finite beam size, lateral fre-
quency shift, higher-order dispersion, and grating astigma-
tism.5,9 Many models neglect the effect of beam divergence 
or free-space diffraction, but these effects are not trivial for 
large bandwidths, small waists, and beam collimation errors. 
Diverging rays from free-space diffraction take a slightly dif-
ferent path through a grating pair and can contribute to spatial 
variations in chirp across the beam. For large bandwidth, the 
beam waist, and therefore the divergence angle, is wavelength 
dependent, further complicating calculation of these effects. 

For the case of narrow bandwidth and for a compressor 
beam size that is much larger than the spatial extent of the pulse 

duration, there is a convenient, simple analytical expression that 
describes broadening of the pulse duration at the focal plane 
resulting from pulse-front tilt (PFT):8,10
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The equation for pulse duration increase Dx is linear with 
compressor beam size D and grating tilt error ex, where N is 
the grating groove density, a is the incident angle, and b0 is the 
diffracted angle for the center wavelength m0. The total pulse 
duration at focus x is the root square sum of the FTL pulse dura-
tion x0 and PFT broadening Dx, where u is the conversion factor 
from 1/e2 to full-width-at-half-maximum (FWHM) duration.

Simulations in FRED, a beam propagation software by 
Photon Engineering11 (solid lines in Fig. 155.20), closely match 
the analytical expression [Eq. (2)] for PFT with a 300-mm 

Figure 155.19
Definition of grating-alignment parameters and axes. IPR: in-plane rotation.
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The solid lines are simulations of the pulse-duration increase because of 
grating tilt for several different Fourier transform–limited (FTL) pulse dura-
tions (i.e., bandwidth) in a 300-mm-diam compressor beam. The dashed lines 
follow the analytical solution [Eq. (1)] for pulse-duration increase caused by 
pulse-front tilt (PFT), valid for narrow bandwidth and cases where beam size 
is much larger than the spatial extent of the pulse duration.8 Simulations here 
are for 900-nm center wavelength, 1285-gr/mm grating groove density, 51° 
incident angle, and 300-mm compressor beam diameter.
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compressor beam size in the case of a 1000-fs pulse duration. 
For larger bandwidth (i.e., shorter FTL pulse duration) and 
grating-tilt error, however, the accuracy of Eq. (2) degrades. 
Large-bandwidth compressors must also consider the effect 
of spectral chirp and other higher-order effects that are wave-
length dependent.

The combination of multiple space–time effects make cal-
culation problematic, and in many cases complex simulations 
utilizing ray-tracing or beam propagation software are required. 
Calculations are more accurate when modeling software takes 
into account relative contributions from multiple space–time 
effects as well as free-space diffraction.5 One goal of this work, 
discussed in Scaling of Compressor Alignment Tolerances 
for CPA Systems with Bandwidth, Energy, and Compressor 
Geometry (p. 146), is to define the limits where a higher level 
of analysis is required. 

Simulation of Grating Compressor Sensitivity  
for a 0.5-PW OPCPA System

To illustrate the relative alignment sensitivity between 
tilt, tip, and IPR for a four-grating compressor (Fig. 155.21), 
a FRED–MATLAB model12 is used to simulate alignment 
sensitivity for the 0.5-PW MTW OPAL (Multi-Terawatt opti-
cal parametric amplifier line), 15-fs optical parametric CPA 
(OPCPA) system.13 Originally this simulation code was devel-
oped for compressor simulations on OMEGA EP.14 

The compressor model (Fig. 155.21) propagates Gaussian 
beamlets through gratings and other optics, recording the 
spatial (x,y) and spectral (~) amplitude and phase in a 3-D 

complex matrix. Next, a MATLAB15 postprocessor computes 
the integrated near-field and far-field beam profiles and pulse 
durations from this 3-D matrix (Fig. 155.22). The previous steps 
are repeated for a range of grating misalignments. Tolerances 
for pulse duration and/or focused spot size can be determined 
from alignment sensitivity plots (Fig. 155.23).

The pulse duration increases most dramatically with tilt 
error from the second and third gratings (Fig. 155.23). Because 
the beam and spectrum are spread across this grating, there 
is a larger amount of induced GDD error with misalignment 
compared to the first (and fourth) grating. Assuming that 
misalignments occur slowly over time (i.e., no significant high-
frequency pointing errors from vibration), the grating distance 
can be adjusted to compensate for some of the extra GDD error 
so that the alignment sensitivity of the second (and third) grat-
ing nearly matches the first (and fourth) grating. Compensa-
tion of grating misalignment will be discussed in Mitigation 
Strategies for the Effects of Grating Misalignment in Pulse 
Compressors and Their Limitations (p. 150). The alignment 
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sensitivity of both tip and the IPR is similar in magnitude to 
tilt but their relative sensitivity is strongly dependent on the 
compressor parameters and will be presented in greater detail. 

Scaling of Compressor Alignment Tolerances  
for CPA Systems with Bandwidth, Energy,  
and Compressor Geometry
1. Bandwidth and Energy Scaling of Grating-Tilt Tolerances

CPA systems can be generally classified in terms of peak 
power. While grating-alignment sensitivity is not directly 
influenced by peak power, energy and pulse duration can be 
transformed into parameters that directly affect the grating-
alignment sensitivity.

The FTL pulse duration is inversely proportional to the band-
width of a CPA system, where increasing bandwidth expands 
the spread of angular dispersion, increasing pulse duration and 

focused spot size. The compressor beam size is another param-
eter that is known to have a direct effect on grating-alignment 
sensitivity.8 The beam size in a compressor is regulated by the 
laser-induced damage threshold (0.2 to 0.3 J/cm2 for gold16 
and 1 to 2 J/cm2 for dielectric17) and therefore can be loosely 
transformed into energy.

The parameters of bandwidth and beam size provide a 
framework with which to describe grating-alignment sensitivity 
and tolerances. Common CPA system amplifier technologies 
are mapped into this space (Fig. 155.24) in order to approximate 
alignment tolerances generally for these classes of systems 
[Fig. 155.25(a)].
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Figure 155.24
Framework for mapping several mainstream chirped-pulse–amplification 
(CPA) technologies in terms of bandwidth and compressor beam size.

The FRED–MATLAB model described earlier was adapted 
for altering beam sizes and pulse bandwidths in order to simu-
late how grating-tilt–alignment tolerances scale with compres-
sor beam size and transform-limited pulse duration. Other 
compressor parameters such as the 900-nm center wavelength, 
50° grating incident angle, groove density of 1285 mm–1, 
and 1.2-m grating separation (GDD of +6 # 106 fs2) remain 
constant. The compressor beam size is varied from 10 mm to 
300 mm and the FTL pulse duration is varied from 10 fs to 
1 ps [Fig. 155.25(b)]. While only tilt tolerances are specified 
from this study, relative tip and IPR tolerances can be predicted 
and will be discussed in Mitigation Strategies for the Effects 
of Grating Misalignment in Pulse Compressors and Their 
Limitations (p. 150).

A somewhat arbitrary tolerance is defined for a 2  factor 
drop in intensity compared to a FTL duration and diffraction-
limited (DL) spot area:
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Simulated far-field (a) pulse duration FWHM and (b) spot area full-width 
(FW) 10% of max for the 0.5-PW Multi-Terawatt optical parametric amplifier 
line (MTW OPAL) optical parametric chirped-pulse–amplification (OPCPA) 
system at LLE.13 Only one type of error (tilt, tip, or IPR) is applied at a time 
to each grating, while the grating separation remains fixed. MTW OPAL 
output specifications: 15-fs pulses centered at 900 nm, 90-mm compressor 
beam diameter, 50° grating incident angle, and 1285 gr/mm.
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Since intensity is inversely proportional to pulse duration and 
spot area, the tolerance is reached when the normalized product 
of pulse duration and spot area is equal to :2

 .
A

A 2
FTL DL
$x

x =  (4)

This tolerance definition takes into account increases in both 
pulse duration and spot size for applications where intensity 
on target is critical.

Since grating-alignment tolerances are highly dependent 
on bandwidth and compressor beam size, tolerances can be 
specified in this framework and broadly applied to various CPA 
system classes (Figs. 155.24 and 155.25). Tolerance estimations 
provide useful information about feasibility and effort level or 
resources required for compressor design and construction.

2. Grating Groove Density and Incident Angle Scaling  
of Grating-Tilt Tolerances
In addition to bandwidth and compressor beam size, grating-

alignment tolerances will depend on other parameters, such 
as grating groove density, grating separation, wavelength, 
incident/diffracted angles, and application requirements (e.g., 
pulse duration, spot size, or intensity).

After selecting a tolerance from Fig. 155.25 for a particular 
bandwidth and beam size, it is important to determine how this 
tolerance scales with groove density and incident angle for a 
particular compressor geometry. When designing a compressor, 
there are various suitable combinations of incident/diffracted 
angle and grating groove densities, which can be selected based 
on desired dispersion profiles, size constraints, alignment 
sensitivity, diffraction efficiency, etc. Incident and diffracted 
angle ranges for each groove density option are limited by the 
physical size of beams (including the spread of the bandwidth 
in space), real diffraction angles from the grating equation, 
grating-size constraints, and grating separation (i.e., magnitude 
of GDD required for compression of the stretched pulse). 

For example, the angle between the incident and diffracted 
beams near Littrow is limited for real beams by 

 ,sin
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for> >1
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where a is the incident angle, br/b is the diffracted angle for 
the wavelengths at the red and blue edges of the bandwidth, D 
is the compressor 1/e2 beam diameter, G is the perpendicular 
grating separation, and iLittrow is the angle at which the dif-
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Figure 155.25
(a) Second grating-tilt–alignment tolerances for FTL pulse duration and compressor beam size (matching Fig. 155.24); the light-blue shaded region shows 
tilt-alignment tolerances <500 nrad. (b) Plot of the same tilt-alignment tolerances with pulse duration for multiple beam sizes in a four-grating compressor 
with a 900-nm center wavelength and 1285-gr/mm gratings separated by 1.2 m. Tolerances are based on an intensity reduction by a factor of 2  as a result 
of space–time pulse aberrations.
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fracted angle for the center wavelength and the incident angle 
are equal. 

Figure 155.26(a) shows all possible diffraction and incident 
angles for several common groove densities based on a 100-mm 
compressor beam size with a 180-nm “full-width” bandwidth 
(30-fs FTL), assuming a GDD of 6 # 106 fs2 and a maximum 
grating width of 600 mm.

Grating-tilt tolerances [defined by Eq. (4)] were simulated for 
a four-grating compressor using the FRED–MATLAB model 
for 23 combinations of grating groove densities and incident 
angles [spread over the ranges shown in Fig. 155.26(a)] for a 
fixed bandwidth of 30-fs FTL and 100-mm compressor beam 
size. The simulated tilt tolerances for the second grating [solid 
lines in Fig. 155.26(b)] are compared to estimated tolerances 
based on Eq. (1) for PFT [dashed lines in Fig. 155.26(b)]. The 

differences between the PFT approximation tolerances and 
the simulated tolerances in Fig. 155.26(b) are primarily caused 
by the temporal chirp effect from the 30-fs FTL bandwidth 
since the PFT approximation does not include the local pulse 
broadening from GDD, nor does it explicitly include the far-
field intensity reduction from the elongated focal spot. The 
breakdown of the PFT approximation with increasing tilt error 
and bandwidth is shown earlier in Fig. 155.20. 

Since the tolerances are defined by Eq. (4), the ratio of 
the normalized pulse duration to the normalized spot area 
[Fig. 155.26(c)] reveals how relative contributions from tempo-
ral or spatial aberrations impact the intensity tolerance [Eq. (3)]. 
In Fig. 155.26(c) the pulse-to-area ratio is close to 2  for small 
incident angles, where elongation of the focal spot is nominal. 
For larger angles of incidence, the relative contribution of the 
focal-spot area to the tolerance is greater, indicating a larger 
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(a) All possible combinations of diffracted and incident angles are shown for several common grating groove densities, limited by beam size, spectrum, and 
grating aperture. Diffracted angles are set to zero for all nonphysical combinations near the Littrow angles (also assuming a fixed group delay dispersion of 6 # 
106 fs2) indicated by asterisks. Additionally, large incident angles and diffracted angles are set to zero in cases where beam widths on gratings are >600 mm. 
(b) Twenty-three tilt-tolerance simulations were performed (solid lines) to analyze grating-tilt–tolerance trends in the range of possible incident angles and 
groove densities [shown in (a)]. The dashed lines show the tilt tolerance using only the pulse-front–tilt estimation [Eqs. (1) and (2)]. (c) The ratio of pulse duration 
normalized by the FTL and spot area normalized by the diffraction limit (DL), assuming perfect compressor alignment, is shown for varying incident angle 
and grating groove density to reveal the relative impact of temporal and spatial aberrations on the intensity tolerance [Eqs. (3) and (4)]. 
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contribution from angular dispersion. This is consistent with 
further analysis that showed larger temporal shear (group 
delay) across the near-field beam with incident angle for tilt 
errors equal to the tolerance limit, and smaller contributions 
from local GDD. The local GDD was calculated by fitting the 
spectral phase at the beam center to a polynomial and extract-
ing the second-order coefficient. The pulse-to-area ratio in 
Fig. 155.26(c) is closer to one for the largest incident angles and 
grating groove densities, indicating nearly equal contributions 
of pulse duration and area to the intensity tolerance.

To illustrate tolerance scaling with a high resolution over 
the full parameter space, Eqs. (1) and (2) were employed 
to estimate tilt tolerances for groove densities ranging from 
800 to 2000 gr/mm and for all possible incident angles 
[Fig. 155.27(a)]. Figure 155.27(b) shows the simulated data 
points from Fig. 155.26(b), which have been linearly extrapo-
lated over the entire parameter space.

The white regions in Fig. 155.27 represent nonphysical solu-
tions from either too close a proximity to Littrow [dashed line 
in Fig. 155.27(a)] or beams that were too large (the grating size 
was somewhat arbitrarily limited to 600 mm). The dashed line 
highlighting the Littrow angle separates two types of compres-
sor geometry, where the incident angle is larger than diffracted 
(right) and vice versa (left). In general, tolerances are much 
tighter for larger groove densities and smaller incident angles, 
where compressors with incident angles smaller than diffracted 
angles are most sensitive to misalignment. 

Figures 155.26(b) and 155.27 show how the tilt tolerance 
for the second and third gratings in a four-grating compressor 
over a range of incident angles and groove densities are much 
tighter for a modest 30-fs FTL bandwidth compared to the PFT 
approximation for narrow bandwidth. The true tilt tolerances 
can be up to a factor of 4 smaller compared to the approxima-
tions from Eq. (1) at low incident angle and groove densities 
[left side of Fig. 155.26(b) and left island in Fig. 155.27(b)] 
caused by a strong chirp effect [Fig. 155.26(c)], while tolerances 
for large incident angle and groove density are nearly equal 
with the PFT approximation [right side of Fig. 155.26(b) and 
top of the right island in Fig. 155.27(b)]. Since the tolerances 
defined by the PFT equation consider only the first-order varia-
tion of group delay with beam height, but are closely matching 
the simulation for large incident angle and groove density, the 
contribution of PFT dominates in this regime [Fig. 155.26(c)].

In Figs. 155.26(b) (dashed lines) and 155.27(a), the PFT 
approximation shows an inflection point where the tolerance 

is increasing with incident angle for groove density less than 
+1500 gr/mm, but for larger groove density, the tolerance is 
decreasing with incident angle. A similar inflection point mani-
fests in the simulation data [Figs. 155.26(b) and 155.27(b) right 
island] since the PFT and spot area contributions are stronger for 
larger incident angles in the right island [Fig. 155.26(c)]. Also 
note the slope of the tilt tolerance contour lines in Fig. 155.27(b) 
for groove density <1500 gr/mm is increased compared to 
Fig. 155.27(a) because of the strength of chirp effects on the 
pulse duration [Fig. 155.26(c)] for smaller incident angles, pull-
ing down the tolerances in the left island significantly.
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Figure 155.27
Variation in the second grating’s tilt tolerance with groove density and incident 
angle for a 30-fs FTL bandwidth and 100-mm compressor beam diameter. 
Gray areas represent nonphysical combinations of incident angle and groove 
density [the same assumptions as in Fig. 155.26(a)]. (a) This intensity map 
was created from Eqs. (1) and (2), considering only the effect of PFT. Two 
islands of operation are identified for incident angles greater and less than 
the Littrow angle (dashed line). (b) Simulated data from Fig. 155.26(b) are 
extrapolated for all incident angles and groove densities, where circles show 
simulated data points.
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As a result of the complexity of effects influencing both the 
pulse duration and spot size, simulation is critical for larger 
bandwidth systems to accurately predict alignment tolerances. 
However, the trends shown in these generalized simulations can 
aid in estimating grating-alignment tolerances simply over a 
broad range of parameters suitable for most CPA systems and 
compressor designs.

Mitigation Strategies for the Effects  
of Grating Misalignment in Pulse Compressors  
and Their Limitations
1. Sources of Alignment Error

Sources of alignment error in grating compressors must 
be identified in order to assess strategies for mitigating pulse 
duration and spot-size errors. User error can improve with 
knowledge and practice of alignment techniques. One common 
alignment technique18 reflects an alignment beam at normal 
incidence from the first grating to remove tip errors; the grat-
ing is then rotated to Littrow angle to remove IPR errors. Next, 
the first grating is rotated to its designated angle of incidence 
and the process is repeated for all consecutive gratings. The 
accuracy of these alignment techniques is typically limited by 
hardware. For example, a grating-tilt axis that is not orthogonal 
to the x–z reference plane of the compressor, or motion of this 
axis (i.e., wobble) in a rotation stage, typically in the range of 
10 to 50 nrad, produces tip and IPR errors when rotating each 
grating from normal to Littrow during alignment. Using two 

wavelengths and two Littrow angles that are close together can 
minimize the wobble error during alignment.19 Furthermore, 
the tolerances or resolution of tools and diagnostics such as 
corner cubes, irises, or cameras may add to alignment error.

Most alignment error stems from the grating mount and 
associated hardware performance since thermal drift and 
vibrations can cause slow or fast changes in the alignment. 
In the most-sensitive compressors, fluctuations resulting from 
vibration could cause pulse-duration or focal-spot instability. 
When non-gimbal mounts are used for grating alignment, 
there is cross coupling between adjustment axes, which com-
plicates alignment. 

2. Alignment Error Mitigation Strategies and Limitations
Pulse distortion as a result of grating-tilt errors is caused by 

a combination of pulse-front tilt and mismatched residual chirp. 
If these tilt errors are produced on a slow time scale, adjusting 
the grating separation can compensate for some of the residual 
chirp to mitigate the effect of pulse broadening. Additionally, 
finer control or arbitrary shaping of the spectral phase (applied 
uniformly across the beam) can further shorten the pulse dura-
tion to the limit of pulse-front tilt and other higher-order effects 
[Fig. 155.28(a)]. This is demonstrated via simulation by adjust-
ing the grating separation after misalignment until the pulse 
duration is minimized. Arbitrary shaping of the dispersion by 
an acousto-optic programmable dispersive filter (AOPDF)20 is 
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Techniques for compensation of residual chirp in the spatially integrated far-field (FF) pulse duration as a result of grating-tilt misalignment of the second 
grating. (a) Pulse duration is increased from 10-fs FTL with grating-tilt error; (b) shape and duration of the temporal pulse after 70 nrad of second-grating-
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Arbitrary shaping of the spectral phase can be accomplished with an acousto-optic programmable dispersive filter (AOPDF), such as a Dazzler by Fastlite.20
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simulated by subtracting the spatially averaged residual spectral 
phase across the beam. The asymmetric pulse shapes seen in 
Fig. 155.28(b) signify the presence of third-order dispersion, 
which is considerably improved in the case of AOPDF-like 
control of the spectral phase.

Grating tip and IPR alignment scale in sensitivity similar 
to tilt alignment with bandwidth and beam size. However, the 
relative sensitivity between tip and IPR is heavily dependent 
on the diffracted angle of the center wavelength. The vertical 
component of angular dispersion induced by tip error in a grat-
ing compressor can be represented to the first order by

 e ,tanN2
y

y 02

2

m

z
b= ` j  (7)

where N is the grating groove density and b0 is the diffracted 
angle for the center wavelength.6 Similarly, angular dispersion 
from IPR error (ez) in the vertical plane follows

 e .N2
y

z2

2

m

z
=  (8)

For systems with a narrow bandwidth, setting Eqs. (1) and (2) 
equal shows the ratio of IPR to tip sensitivity: 

 e

e
.tan

y

z
0b= ` j  (9)

For diffracted angles of less than 45°, such as the MTW OPAL 
example in Fig. 155.23, where b0 = 22.55°, IPR is more sensi-
tive than the tip. Conversely, the compressed pulse duration 
increases more quickly with tip error for diffracted angles 
greater than 45°.

The relation in Eq. (9) indicates that a prescribed amount 
of tip can compensate for IPR error and vice versa.7 FRED–
MATLAB simulations searched for the amount of tip needed 
to optimize the pulse duration after an array of IPR errors and 
found good agreement with Eq. (9) for a couple of extreme com-
binations of bandwidth and beam-size variation (Fig. 155.29).

For an ultrabroadband 10-fs FTL pulse, IPR errors up to 
200 nrad can be compensated with tip at the expense of a 
<25% increase in pulse duration from FTL [Fig. 155.30(a)]. 
This increase is <15% for a 20-fs pulse and <4% for a 30-fs 
pulse. The pulse shapes in Fig. 155.30(b) have a shape simi-

lar to a sinc-squared function as a result of the 20th-order 
super-Gaussian shape of the spectrum, typical for many ultra-
broadband OPCPA systems. In the 10-fs FTL case, degradation 
of the pulse temporal contrast is observed when compensating 
larger magnitudes of IPR error with tip adjustment. These pulse 
shapes appear to contain a residual higher-order phase that 
varies spatially in magnitude and sign, where residual phase 
cannot be subtracted out by an AOPDF as in Fig. 155.28.

Tip and IPR errors are practically indistinguishable in small 
amounts when observing the far-field focal spot because they 
both cause an increase of the spot size in the vertical direction. 
For small-bandwidth pulses, reducing the observed vertical dis-
persion in a grating compressor by partial compensation of tip 
error with IPR, or vice versa, may be acceptable, depending on 
pulse contrast requirements. In the case of an ultra-broadband 
pulse, however, this partial compensation may deleteriously 
affect pulse shape and contrast, as shown in Fig. 155.30(b). In 
this case, simultaneous monitoring of the pulse duration and 
contrast would allow proper optimization of the tip and IPR.

Symmetry can be used to relax alignment tolerances if the 
gratings can be made large enough to hold a second vertically 
displaced beam. A four-grating compressor can be folded by 
placing a roof mirror in the plane of symmetry (Fig. 155.21). 
The roof mirror vertically inverts the beam for a second pass 
through the same grating pair, where any vertical angular 
dispersion or vertical path deviations from the first pass are 
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reversed and canceled to first order on the second pass. Simu-
lations of tip and IPR error showed that there was no effect on 
the pulse duration or spot size for errors <1000 nrad, but pulse 
distortions grew to +10% for grating errors of 2000 nrad for 
a 10-fs FTL bandwidth. 

Conclusions
In conclusion, the effects of grating-compressor misalign-

ment have been reviewed and simulated in a FRED–MATLAB 
compressor model, showing the alignment sensitivity of tilt, tip, 
and IPR for a 0.5-PW, 15-fs OPCPA system. These simulations 
were expanded to estimate grating-tilt–alignment tolerances 
in a framework of bandwidths ranging from 1000-fs FTL to 
10-fs FTL and compressor beam sizes ranging from 10 mm 
to 300 mm. These tolerances provide guidelines for how 
compressor alignment sensitivity scales with bandwidth and 
compressor beam size for mainstream CPA technologies and 

performance levels. For compressor beam sizes above 100 mm 
and transform-limited pulse durations below 30 fs, alignment 
tolerances decrease significantly, and individualized simulation 
is recommended for more-accurate specification of grating 
mount precision and stability requirements or for application-
specific tolerance definition. 

Supplementary scaling of grating-alignment tolerances 
with all possible combinations of groove density and incident 
angle was simulated for a 30-fs FTL bandwidth and 100-mm 
beam size. Compressor geometries where the incident angle 
was smaller than the diffracted angle were most sensitive to 
misalignment, as well as compressors at any incident angle 
with grating groove density >1500 gr/mm.

Sources of compressor alignment error and methods for 
alignment were discussed. Compensating the residual chirp 
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by a proportional tip adjustment, following Eq. (9). Deformation of pulse shapes are shown for (b) a 10-fs FTL pulse (20th-order super-Gaussian spectrum) 
and (c) a 20-fs FTL pulse (Gaussian spectrum) for various tip-compensated IPR errors.



Simulation of GratinG-CompreSSor miSaliGnment toleranCeS and mitiGation StrateGieS 

LLE Review, Volume 155 153

that results from grating-tilt error by adjusting the grating 
separation was shown to partially decrease pulse distortions in 
simulations. Arbitrary shaping of the spectral phase by using 
an AOPDF was shown to further decrease the pulse distortion 
caused by grating-tilt error. 

Simulations showing the compensation of IPR error with 
tip adjustment (and vice versa) were performed for varying 
bandwidths and beam sizes. Temporal contrast degradation 
and serious pulse distortion were observed for FTL pulse dura-
tions below 20 fs and compensated IPR/tip errors larger than 
+200 nrad, with no obvious effect on the focused spot size. 
A practical optimization method for IPR and tip alignment 
was discussed.

Alignment can be significantly simplified in a folded com-
pressor comprised of a single grating pair and a vertical roof 
mirror since vertical components of angular dispersion are 
canceled to first order. Tip and IPR errors up to 1000 nrad 
were simulated with no effect on the pulse duration or focused 
spot size. As a consequence of double passing each grating, the 
tilt-alignment sensitivity is increased by a factor of 2.

To our knowledge this is the first time compressor align-
ment tolerances have been simulated over a broad range of 
bandwidths, compressor beam sizes, incident angles, and grat-
ing groove densities and applied generally to all mainstream 
CPA technologies ito illustrate tolerance scaling. Furthermore, 
several compressor misalignment compensation strategies were 
studied in FRED–MATLAB to identify bandwidth, temporal 
contrast, and error-magnitude limitations.
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Introduction
High-energy-density plasma experiments conducted at LLE1 
utilize a ROSS (Rochester Optical Streak System)2 streak cam-
era as a primary recording device to time resolve subnanosec-
ond events. These measurements include P510 streak-camera 
OMEGA beam diagnostics,3 the velocity interferometer system 
for any reflector (VISAR)4 to measure shock-front propagation, 
the neutron temporal diagnostic (NTD)5 to measure the fusion-
reaction–rate history of neutrons for inertial confinement fusion 
(ICF)6 experiments, and the Thompson scattering system 
(TSS)7 to analyze scattered light (m = 190 nm to 850 nm) gen-
erated during target shots. Time-base calibration for the streak 
cameras at the +1% level is desired for these experiments. The 
analog electrical waveforms applied to the streak-tube deflec-
tion plates are inherently nonlinear. Variations in the sweep 
rate across the output phosphor screen are of the order of 10% 
to 15%. Experiments with measurement duration times of less 
than a few nanoseconds require faster fiducial comb rates than 
are currently available for accurate time-base calibration. This 
calibration standard need motivated the development of the 
5-GHz comb generator and corresponding optical rate doubler 
presented here. 

Comb Generator Design
A 5-GHz externally optical rate-doubled fiducial comb 

generator was developed with four selectable comb pulse rates 
and a corresponding optical rate doubler to produce a 10-GHz 
pulse rate. This is a self-contained and portable generator that 
is useful for many types of optical timing calibration needs. 
The comb generator is shown in Fig. 155.31. The output is fiber 
optic coupled at a wavelength of 680 nm (visible red) with a 
nearly Gaussian pulse shape. The peak pulse output power is 
+5 mW. A low-phase-noise microwave drive source provides 
low pulse-to-pulse jitter. The output rate can be synchronized to 
an externally supplied reference standard frequency source. An 
internal reference frequency crystal oscillator is incorporated 
for stand-alone operation. 

The light pulses from the comb generator are produced by 
a solid-state vertical-cavity, surface-emitting laser (VCSEL). 

A Rate-Doubled 10-GHz Fiducial Comb Generator  
for Precision Optical Timing Calibration

These solid-state lasers are primarily used for high-bandwidth 
fiber-optic communications transmitting sources. VCSEL’s 
have the advantages of being solid state, small, cost effective, 
and straightforward to couple to fiber-optic media. The increas-
ing need for higher data rates has prompted the development 
and availability of VCSEL’s that support higher modulation 
bandwidths. These higher-bandwidth VCSEL’s can be directly 
applied in the development of fiducial comb generators when 
driven by a sine-wave microwave signal in place of a communi-
cation data stream. The VCSEL used for this design is rated for 
10-GB/s data rates, or 5-GHz modulation. The output is centered 
at a wavelength of 680 nm (visible red).8 The peak pulse output 
power is +5 mW. The VCSEL output is coupled with a fiber-
optic launcher to a 100-nm-diam fiber. For streak-camera sweep 
calibration, the fiber output is imaged onto the photocathode. 

In the communications integrated circuit (IC) industry, a 
variety of manufacturers provide high-bandwidth VCSEL driv-
ers to modulate the light produced by a VCSEL in accordance 
to a digital data stream applied to the input of the driver. It 
was our experience, however, that commercially available IC 
drivers were better suited to continuous data streams than a 
burst of a microwave sinusoid needed for the fiducial comb 
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Figure 155.31
The 5-GHz comb generator is a portable self-contained calibration instrument.



A RAte-DoubleD 10-GHz FiDuciAl comb GeneRAtoR FoR PRecision oPticAl timinG cAlibRAtion

LLE Review, Volume 155 155

picket application. A burst of fiducial picket pulses, instead 
of a steady stream of pulses, is utilized to prevent excessive 
illumination and blooming of the streak-camera photocathode 
onto the imager, thereby obscuring desired diagnostic data or 
potentially damaging the streak camera. The comb fiducial 
burst is driven to be on only when the camera sweeps. 

The block diagram of a fiducial comb generator is shown in 
Fig. 155.32. The main components of the fiducial comb genera-
tor are (1) the low-phase-noise, phase-locked loop (PLL) 5-GHz 
microwave modulation source; (2) the rate-selection frequency 
divider and filter network; (3) the microwave VCSEL driver 
amplifier; (4) the VCSEL bias driver/duty cycle switch; and 
(5) the fiber-coupled VCSEL. Additional functional blocks 
represent operational control, primary dc power, VCSEL tem-
perature stabilization, output-pulse triggering, and an internal 
PLL reference frequency source.

The 5-GHz PLL microwave modulation source is a phase-
locked dielectric resonator oscillator (PDRO).9 This is a 
low-noise oscillator with phase-locked loop frequency control 
that locks the output frequency to an integer multiple of the 

reference frequency input. The reference frequency used is 
75.997870 MHz, twice the 37.998935-MHz reference frequency 
for LLE’s OMEGA and OMEGA EP Hardware Timing Sys-
tems. This reference frequency can be either externally sourced 
or internally sourced from a temperature-stabilized crystal oscil-
lator. The phase-locked loop multiplier is N = 66 to produce 
a PDRO output frequency of 5.0159 GHz. Table 155.III lists 
the manufacturer’s specified phase-noise characteristics of the 
PDRO when locked to a low-noise reference frequency source. 
Utilizing Eq. (1) from Ref. 10, phase-noise sideband energy 
can be converted to equivalent rms jitter assuming no amplitude 
modulation (AM) contribution to the sideband energy exists: 
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In Eq. (1), S( f) is the phase-noise sideband power in W/Hz as 
a function of frequency separation from the center frequency, 
f0. S( f) is integrated over the total single sideband frequency 
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range. The square root of twice this value (to include both 
sidebands) is equal to the rms phase jitter in radians for small 
values of phase deviation. This result is converted to rms jitter 
in seconds by dividing by the radian center frequency of the 
signal source. Utilizing the values specified for phase noise for 
the phase-locked 5.0159-GHz oscillator from Table 155.III, the 
output jitter using a low-noise 76-MHz reference is +0.1-ps rms. 
Future measurements on production comb generators will be 
performed to verify this result. 

Table 155.III: Phase-noise specification of the phase-locked 5-GHz 
dielectric resonator oscillator (PDRO) with a low-
noise, 76-MHz crystal oscillator reference source.

Distance from Center Frequency Phase Noise (dBm/Hz)

100 Hz –68

1 kHz –98

10 kHz –113

20 kHz –113

100 kHza –113
aAbove 100 kHz the contribution to the phase-noise power integral 
is insignificant.

1. VCSEL Source and Rate Divider
The phase-locked oscillator output passes through a select-

able rate divider and corresponding filter network to provide 
four comb rates with lower rates to accommodate applications 
that require longer pulse spacing. The divider can be set to 
four values: 1 (5.0159 GHz), 2 (2.5079 GHz), 5 (1.0032 GHz), 
and 10 (501.59 MHz). These modulation frequencies produce 
comb light pulse spacings of 199.4 ps, 398.7 ps, 996.8 ps, and 
1.994 ns, respectively. The filter network following the divider 
has selectable bandpass filters that are centered at the selected 
divider output rate to remove harmonics, subharmonics, and 
spurious products at the desired frequency. The filtered signal 
passes through a broadband VCSEL driver amplification stage. 
The driver amplifier produces a level sufficient to modulate the 
amplitude of the VCSEL from the “off” to the “on” state when a 
dc bias is applied that is just below the VCSEL on-state threshold 
current. A programmable attenuator is included preceding the 
VCSEL driver amplifier, which allows one to adjust the modula-
tion level to the VCSEL. Modulating the VCSEL with a sine-
wave drive produces a nearly Gaussian output light pulse shape. 

2. VCSEL Bias
The VCSEL bias is a rectangular pulsed bias source that is 

combined with the microwave driver modulation signal through 
a microwave resistive combiner. The bias signal has two pur-

poses: (1) to bias the VCSEL just below the on-state threshold 
current to reduce modulation latency; and (2) to set a fixed pulse 
burst duration to limit the laser on time, preventing intensity 
edge blooming on the streak camera prior to and following the 
streak sweep. The modulation and bias pulses are set so that 
neither one alone will illuminate the VCSEL independently, 
but only when combined together will the VCSEL produce a 
modulated light output. Both the duration and amplitude of the 
bias pulse are adjustable. The bias pulse is initiated by selecting 
operation from an external trigger or internally by a continuous 
1-kHz repetition-rate trigger.

To improve VSCEL output efficiency, a thermoelectric 
Peltier cooler is mechanically connected to the VCSEL, which 
stabilizes its temperature to 20°C. The 680-nm modulated 
output of the VCSEL is coupled into a 100-nm-diam fiber. The 
fiber output is available at an SC connector on the front panel 
of the comb generator. 

3. Control
Control of the comb generator is accomplished via the 

front panel (Fig. 155.31) or through a serial communications 
interface (Ethernet or USB). The front panel controls provide 
access to the settings required to monitor and optimize comb 
performance for each rate. Each output rate can have unique 
settings for modulation level, bias level, and burst duration. 
These are stored and automatically retrieved upon power up. 

Remote control can be accomplished in two ways: An inter-
nal web page with setting-entry boxes and operation monitor 
displays is available through a unique URL address for the 
generator. The control page of the web interface is illustrated 
in Fig. 155.33. All operational controls can be accessed through 
this page including operation fault threshold settings. The 
comb generator can also be controlled by ASCII text string 
commands through the Ethernet or USB ports. 

4. Output Rate-Doubling Option
An external optical pulse doubler can be added to the 

VCSEL output from the front panel to reduce the comb pulse 
spacing to 99.7 ps (Ref. 11). The optical ray trace in Fig. 155.34 
illustrates the principle of operation. The f/2.5 randomly 
polarized output of the fiber is collimated using a molded 
aspheric lens. A polarizing cube splits the collimated beam 
into equal-energy p- and s-polarization paths. Separation based 
on polarization provides high throughput when the beam paths 
recombine at the output cube splitter, which would not be the 
case with dichroic beam splitters. The p-polarization path is 
transmitted through the input and output polarizing cubes and 
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Performance Results
Tests of the 5-GHz comb generator on the ROSS streak 

camera have been performed. The light output pulse from the 
comb generator is nearly Gaussian with a full width at half 
maximum (FWHM) of +48 ps as illustrated in the lineout 
from the ROSS streak camera in Fig. 155.35. Figure 155.36 
shows the streak-camera imager output with a 5.0159-GHz 
comb rate compared to a 1.976-GHz comb rate from a Sydor 
Technologies 2-GHz comb generator streaked simultaneously. 
Figure 155.37 shows the lineout of pixel counts versus time 
of the 5-GHz streak from Fig. 155.36. The output power of 
the 5.0159-GHz pulses was measured with an Ophir-Spiricon 
PD300 photodiode integrating power sensor over a 50-ns 
comb pulse burst. The total integrated energy over the burst 
was 65 pJ for 251 pulses, giving an average energy per pulse 
of 0.259 pJ. For a Gaussian-shaped energy profile with a 
FWHM of +48 ps, the peak power of an individual comb 
pulse is +5.1 mW. 
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Figure 155.33
The comb generator web interface page allows one to remotely access 
all controls.

is focused into the output fiber via a matching aspheric lens; 
all surfaces are antireflection (AR) coated. The aspheric lens 
pair forms a diffraction-limited unity magnification f/2.5 relay 
from the input fiber to the output fiber. The input cube reflects 
the s-polarization path at 90°. The exiting surface of the cube 
is bonded to the path-length-delay block using index-matching 
epoxy. The path-length-delay block is optically contacted to 
the hypotenuse of a right-angle prism used to transport the 
beam back through the glass delay block using total internal 
reflection (TIR) at the prism to air uncoated surface interfaces. 
The path-length-delay block is sized appropriately to retard the 
beam propagation time by half the 5-GHz rate !0.5 ps relative 
to the straight-through p-polarization path. The two beam paths 
are recombined at the output polarizing cube and focused into 
the output fiber. The use of AR coatings, optically contacted 
surfaces, and TIR minimizes throughput losses. The aspheric 
lenses, the polarization cube splitters, and the right-angle prism 
are off-the-shelf components. The path-length-delay block was 
custom fabricated to the required length and aperture. The 
resulting doubler output rate is 10.0318 GHz. 
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ization path is time delayed and recombined with the p-polarization path. 
The interleaved 10-GHz comb is focused into the output fiber. TIR: total 
internal reflection.
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Figure 155.35
The 5.0159-GHz comb generator light pulse shape is nearly Gaussian. The 
horizontal axis is time, and the vertical axis is the relative pixel count from 
the imager. The red curve represents the measured lineout data, and the solid 
blue curve is a best-fit Gaussian profile. 

Figure 155.36
Imager display of the 5.0159-GHz comb (top trace) compared to the Sydor 
Technologies 1.976-GHz comb (bottom trace) on a 2.2-ns ROSS sweep.

Figure 155.37
Pixel counts versus time for the 5.0159-GHz streak in Fig. 155.36.
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Figure 155.38
The 2.5079-GHz output on a 35-ns streak camera sweep with lineout. 

Figure 155.39
The 1.0032-GHz output on a 35-ns streak-camera sweep with lineout. 

Figures 155.38–155.40 illustrate the measured ROSS 
streak-camera performance for the other three selectable comb 
generator rates: 2.5079 GHz, 1.0032 GHz, and 501.59 MHz. 
Figure 155.41 illustrates a measurement of the externally optical 
rate doubled output at 10.0318 GHz. 
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The 501.59-MHz output on a 35-ns streak-camera sweep with lineout. 
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Conclusion
An optically rate-doubled 5-GHz fiducal comb generator 

was developed with a selectable maximum 10-GHz comb 
repetition rate utilizing an external fiber-optic doubler. This 
is a self-contained and portable generator that is useful for 
many optical timing calibration needs. Its primary use is for 
ultrafast streak-camera temporal calibration. The output is 
fiber optic coupled at a wavelength of 680 nm (visible red) 
with a nearly Gaussian pulse shape. The peak output power 
per comb pulse is +5 mW. The low phase noise of the internal 
microwave drive source provides low pulse-to-pulse jitter of 
less than 0.1-ps rms. An external reference frequency standard 
can be utilized to synchronize the output to external timing 
equipment. An internal reference frequency generator exists 
for stand-alone operation. 

In the future as higher modulation bandwidth VCSEL’s 
are developed and become commercially available, comb 
generators with higher rate comb outputs will be produced 
for enhanced timing needs. Microwave sources and drivers 
exist currently to support operation into the tens of GHz. It 
is also possible to consider incorporating the comb generator 
presented within a streak-camera calibration module internal 
to the camera itself. The remote control features of the comb 
generator can open up a means for developing software to 
perform streak-camera auto-calibration. Although the appli-

cation presented focused on streak-camera calibration, these 
frequency-stable, low-jitter optical comb generators can also 
be used as timing calibrators for other diagnostic and trigger-
ing needs where fiber-optic periodic light pickets are utilized 
as timing fiducials.
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Introduction 
The limiting factor governing the output power in current-
generation, large-aperture laser systems1,2 is typically related 
to the resistance of its optical components to laser-induced 
damage.3,4 The energy coupling is facilitated by the presence of 
defects related to fabrication-specific processes and operational 
environment-related parameters. The mechanisms of damage 
initiation with nanosecond pulses and associated material 
modification have been extensively studied in recent years. 
However, the processes involved in laser damage for pulse dura-
tions between about 0.5 and 100 ps remain poorly understood. 
Our research efforts have been focused on this intermediate 
temporal regime and are motivated by the need to improve 
the damage-performance characteristics and reduce the cost 
of operations of the OMEGA EP Laser System, operating at 
1053-nm wavelength and with an adjustable pulse duration 
between 0.7 and 100 ps.

The morphology of the damage sites is governed by (a) the 
location of energy deposition; (b) the laser parameters (such 
as pulse length, spatial characteristics of the beam, and 
wavelength); and (c) the material thermodynamic properties 
that determine the material relaxation following laser-energy 
coupling and deposition. Consequently, the morphology of 
the damage sites provides signatures of the thermodynamic 
pathway of laser damage that can aid in understanding the 
origin and evolution of damage. This information, in turn, can 
be used for designing and fabricating next-generation optical 
components with higher damage thresholds. 

Multilayer dielectric (MLD) coatings are widely used in 
large-aperture, short-pulse laser systems. MLD coatings typi-
cally involve alternating high- and low-refractive-index layers, 
where laser-induced damage can initiate in different layers 
within the MLD stack. The focus of the present work is to 
provide a more-detailed description of the damage morphology 
in MLD-coated high reflectors and to identify the underlying 
damage-initiation mechanism. Specifically, we investigate low-
loss MLD SiO HfO2 2 mirrors that were fabricated at LLE in 
order to have a precise knowledge of the design and, conse-

Investigation of Laser-Induced Damage in Hafnia/Silica 
Multilayer Dielectric Coatings  

Under 1053-nm, 600-fs to 100-ps Laser Irradiation

quently, the associated standing-wave electric-field intensities 
within the layer structure. Detailed imaging of the damage 
sites, typically obtained with scanning electron microscopy 
(SEM) and atomic force microscopy (AFM), is used to char-
acterize their morphologies and directly correlate to the loca-
tion of energy deposition and the corresponding electric-field 
distribution. The depth measurements are used as a diagnostic 
to identify the location of the initial energy deposition within 
the MLD stack. The results suggest that there are three distinct 
damage-initiation morphologies: the first prevailing at laser 
pulse lengths shorter than about 2.3 ps, while the other two are 
observed for longer pulses. Modeling of the processes involved 
for each type of damage morphology helps reveal the under-
lying mechanism of laser-induced damage.

Experimental Details
The laser system used in this study operates at 1053 nm 

with an adjustable pulse duration between 600 fs and 100 ps. 
The laser beam is focused on the sample using a 200-cm-focal-
length mirror providing a nearly circular, +350-nm-diam beam 
spot. Each tested site on the sample is exposed to a single pulse 
at a predetermined fluence in a vacuum chamber at a pressure of 
+10–6 Torr. Various samples representing typical SiO HfO2 2 
MLD mirror designs fabricated via electron-beam deposition 
were used in this study. The distribution of electric-field inten-
sity within the MLD stack was calculated using commercially 
available software (OptiLayer). 

Experimental Results
The results suggest that there are three general morphologies 

of damage sites observed with characteristic examples as shown 
in Figs. 155.42–155.44. These damage morphologies (denoted as 
type I, type II, and type III) are observed at different laser pulse 
durations, with type I observed for pulses between 0.6 ps (lower 
limit of our laser pulse tunability) and 2.3 ps, and types II and III 
observed for pulses between 2.3 ps and 100 ps (upper limit of our 
laser pulse tunability). The images in Fig. 155.42 demonstrate 
the key characteristics of type-I damage sites. Their morphology 
involves large shallow craters having a diameter of the order of 
30 nm, which corresponds to the diameter of the laser impinging 
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pulses longer than +2.5 ps. Type-II damage sites are isolated, 
indicating that they originate from nanoscale defects. The 
diameter of these sites is of the order of a few hundred nanome-
ters to a few micrometers, largely dependent on the laser pulse 
duration. The images of damage sites shown in Fig. 155.43 were 
generated at different pulse lengths, characterizing the dam-
age in great detail. All SEM images shown in Fig. 155.43 are 
on the same spatial scale so that one can compare the change 
in morphology as a function of pulse duration. Specifically, 
Figs. 155.43(a)–155.43(d) show damage sites formed under 
irradiation with 4.6-, 10-, 20-, and 100-ps pulses, respectively. 
In general, the size of type-II damage sites is found to be pro-
portional to the pulse length of the laser illumination. 
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Figure 155.43
SEM images of type-II damage sites formed under exposure to 1064-nm, 
(a) 4.6-, (b) 10-, (c) 20-, and (d) 100-ps laser pulses.

The complex crater morphology contains a venting hole 
and one or more inner quasi-spherical shells. This elaborate 
structure is accompanied by the remnants of melted mate-
rial, indicating a slow cooling process after the energy is 
deposited. In addition, the craters are surrounded by radial 
cracks of the order of 0.5 nm to 1 nm in length, indicating 
the presence of tensile hoop stresses surrounding the crater 
region. Frequently, some of the sites can be characterized by 
a set of concentric radial cracks with no well-defined venting 
holes [see examples in Fig. 155.43(a)]. AFM images indicate 
that the damage is initiated at locations of peak electric-field 
intensity near the first hafnia–silica interface. These features 
suggest that damage-precursor defects are located deep within 
the MLD structure, while damage initiates at sites of localized 
peak electric-field intensity.

Type-III damage morphology sites were also observed 
for pulse durations longer than ~2.3 ps, consisting of isolated 
shallow craters having a diameter of +2 to 3 nm and a depth 
smaller than about 150 nm. Figure 155.44(a) shows a Nomar-

on the sample having intensity above the damage threshold. The 
general morphology of a type-I damage site is best captured by 
the lower-resolution SEM image shown in Fig. 155.42(a). Typical 
characteristics include well-defined edges and a quasi-circular 
profile (affected by the beam shape and beam-incidence angle) 
that is centered at the location of peak intensity within the laser 
beam. The sidewalls are nearly vertical, while the bottom of the 
crater is rough, possibly associated with melted material remnants 
formed during the damage process. These features are captured 
in the higher-resolution SEM image shown in Fig. 155.43(b) and 
the AFM image shown in Fig. 155.43(c). The associated cross 
sections of AFM images [example shown in Fig. 155.43(d)] 
allow the depth of the crater to be measured, which is expected 
to be directly related to the depth of energy deposition (damage 
initiation and plasma formation). The roughness at the bottom 
of the crater can also be quantified and is found to typically be 
of the order of 50 nm (peak to valley). Depending on the coating 
design as well as the angle and polarization of incident light, the 
bottom of the crater is located either within the top SiO2 layer or 
at the interface between the first HfO2 and the second SiO2 layer. 
Comparison with the calculated electric-field distribution within 
the stack reveals that these positions correspond to a depth of the 
first or second electric-field–intensity (EFI) peak, respectively. 
The observed depths correlate very precisely (within less than 
10 nm) to the location of damage initiation as predicted by the 
electric-field–limited model.5 

Figure 155.43 captures the typical morphology of the second 
type of damage site (type II) observed under excitation with 
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Figure 155.42
[(a),(b)] Scanning electron microscopy (SEM) and (c) atomic force microscopy 
(AFM) images of type-I damage sites. (d) AFM image cross section data make 
it possible to evaluate the crater depth and roughness.
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ski microscope image of an area exposed to a single 10-ps 
pulse that generated both type-II and type-III damage sites, 
which appear as darker and brighter features, respectively. 
The type-III damage sites extend further from the center of 
the beam, indicating that their damage threshold is lower. 
Figures 155.44(b) and 155.44(c) show representative AFM and 
SEM images. Cross-section data obtained from AFM images 
reveal that type-III damage sites consist of quasi-conical pits. 
Higher-magnification SEM images from the middle (bottom) 
of the pit (see inset) reveal the presence of multiple features 
having diameters of the order of 10 nm. These features might 
be the signature of the material modification following plasma 
formation by damage-initiating defects located at the bottom 
of the pit having diameters of the order of 50 nm or less. It is 
important to note that the depth of type-III damage sites is not 
correlated with the electric-field–intensity peak, in contrast 
with observations for type-I and type-II damage sites. 
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Figure 155.44
(a) Nomarski microscope image of a damage site generated with 10-ps 
pulses containing both type-II and -III damage sites. (b) AFM and (c) SEM 
of type-II damage sites. The inset shows the center of the damage site with 
higher magnification. (d) AFM image cross section data capture the spatial 
profile of the type-III damage sites.

Modeling 
To better understand the mechanisms associated with the 

experimentally observed damage morphologies, we explore 
micro- and nanomechanical models of the material’s response 
to the generation of high pressure and temperature during laser-
energy deposition. The observed morphology is initially used 
as a guide to develop a qualitative depiction of the processes 
involved, which is subsequently tested and refined using the 
modeling tools. The thermomechanical and thermodynamic 
properties of the constituent silica and hafnia layers of the MLD 
are governing the dynamic material response. Furthermore, 

the mechanical properties of the MLD layers are affected by 
the microstructure of each layer (and therefore the deposition 
process), as well as the presence of multiple interfaces.6 In this 
modeling effort we assume a uniaxial yield stress of 4 GPa 
based on previous work.7 For the elastic properties, we assume 
bulk properties for Young’s modulus (72 GPa for silica and 
300 GPa for hafnia) and Poisson’s ratio (0.17 for silica and 
0.25 for hafnia). We also assume bulk values for thermal proper-
ties: thermal conductivities of 1 and 2 W/m.K, mass densities of 
2200 and 9500 kg/m3, and heat capacities of 750 and 270 J/kg.K 
for silica and hafnia, respectively. Although the reported values 
for films can be different from bulk material values,8,9 we con-
sider the above values to be a good approximation to explore the 
development of sensible models of the mechanisms of damage 
formation in order to interpret the experimental observations.

The damage sites studied in this work were formed at near-
damage-threshold conditions. Consequently, the modeling 
of the three different types of damage sites discussed next is 
focused on the threshold conditions for initiating damage. As 
a result, the damage morphology reflects the dominant mecha-
nism involved in the damage-site–formation process.

1. Modeling Mechanism of Type-I Damage Sites
The morphology of a type-I damage site suggests that 

plasma is initiated within a narrow range of electric-field inten-
sities about the location predicted by the electric-field–limited 
model. Assuming that this range of electric-field intensity 
(laterally) is required to support plasma formation (e.g., via 
multiphoton absorption), we can project the same range of 
electric-field intensities along the z axis (inside the coating). 
This enables one to estimate the thickness of the plasma, which 
is found to be 60 to 80 nm, depending on the irradiation con-
ditions. The observed removal of the overlying layer implies 
that the generated pressure is sufficient to support its shear 
fracture and detachment followed by rapid cooling, resulting 
in remnants of transient liquid material. 

Based on the above qualitative description, the model 
assumes plasma formation within a thin region at depth t0 
below the surface, followed by evaporation and building of a 
pressure p that induces an inflation of the material above. This, 
in turn, gives rise to the formation of a circular membrane 
(blister) having radius a, thickness h (assumed to be the same 
as the depth of plasma formation from the surface), and center 
deflection height wc. The center deflection (wc) scales with 
thickness h and material properties as10

 ,w h A w h B p e a h
3 4

c c+ =` ` _ _j j i i  (1)
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where E is the Young’s modulus of the materials while A and B 
are constants that depend on the Poisson’s ratio of the material. 

Figure 155.45 shows the center deflection wc as a function 
of initial pressure. Calculations were carried out for an array 
of relevant initial conditions to determine the center deflection 
wc as a function of the initial pressure generated by the formed 
plasma. For example, inflation of an axisymmetric membrane 
at thickness h = 200 nm under pressure p = 45 MPa leads to a 
center deflection wc = 3.81 nm accompanied by the formation 
of a plastic hinge near the support point of the membrane. For 
small center deflections, i.e., wc % h, wc scales linearly with 
pressure wc ? p since the material behaves in a linear elastic 
manner and the strains are small. For larger deflections, i.e., 
wc & h, the scaling is nonlinear and wc ? p1/3 since the strains 
(while still elastic) are nonlinear. Furthermore, for small 
pressures and deflections, the numerical results show that the 
overall shape of the deflected membrane is well approximated 
by ;w r w r a1 2 2

c -= 2
^ `h j  i.e., the slope vanishes at the sup-

port point. On the other hand, for larger pressures, the shape 
is essentially spherical and given by .w r w r a1 2 2

c -=^ `h j
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Figure 155.45
Model predictions of the center deflection of an inflated membrane for two 
depths of plasma initiation (membrane thicknesses) of h = 0.2 and h = 0.6 mm 
with damage site radius a = 15 nm. 

The numerical simulations reveal that the stresses at the 
support point of the inflated membrane always exceed those 
at the apex; therefore, the failure is expected to initiate at the 
support point. Although the plastic hinge formation arises at a 
pressure that scales with the membrane thickness, our numeri-
cal simulations indicate that the center deflection is between 
3 and 4 nm. On the other hand, the pressure required for the 

formation of the hinge scales with the membrane thickness 
(depth of damage initiation). 

2. Modeling Mechanism of Type-II Damage Sites
The morphology of type-II damage sites suggests that a 

significant amount of melting was generated during the dam-
age process. We therefore assume that the precursor defects 
(located below the surface) absorb a sufficient amount of energy 
to form plasma, but the pressure generated cannot support 
the fracture of the layer above, as in type-I damage sites. As 
a result, the absorbed energy is dissipated via heat diffusion, 
ultimately leading to softening of the top layer. The presence 
of radial cracks surrounding the damage site indicates that the 
generated gaseous material expands, producing swelling on the 
surface above the location of energy deposition. This, in turn, 
generates tensile hoop stresses and cracking of the still-cold top 
layer. Eventually, a venting path is formed where the gaseous 
and liquid material is released. 

This qualitative description is explored using a thermal 
model of an absorbing defect located near the bottom of the first 
hafnia layer, where the defect absorbs the incident laser radia-
tion and rapidly heats up followed by thermal diffusion at the 
end of the pulse.4,11–15 For simplicity we assume that the defect 
absorbs laser energy proportionally to its cross-sectional area 

R2
defectr_ i and distributes the thermal power over its volume 

,/ R4 3 3
defectr_ i  so that the power absorbed per unit volume has 

a Gaussian temporal dependence: 

 ,expg t g t t t2max
2

peak width- -=_ `i j9 C  (2)

where tpeak is the time when the pulse is at its peak intensity 
and twidth is the pulse width.

The maximum value (gmax) is given by 

 ,g F t R3 2max width defectr= _ `i j  (3)

where F is the laser fluence (J/cm2). Typical trials for our 
simulations used pulse widths of 10 to 50 ps and Rdefect = 20, 
40, and 60 nm with adaptation of the bulk properties for SiO2 
and HfO2.

The modeling results shown in Fig. 155.46 were obtained 
assuming a laser pulse duration and fluence of 50 ps and 
15 J/cm2, respectively, depicting the temperature distribution 
resulting from absorption by a defect with a 40-nm radius, 
18 ns after illumination. This laser fluence represents the 
experimentally measured damage threshold in this type of 
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MLD. The isotherms show that the surface temperature reaches 
well above the melting point of silica with the heating being 
asymmetric (higher temperature closer to the surface) because 
of the presence of the material-free surface where heat diffu-
sion is halted. It must be noted that phase transitions and the 
temperature-dependent thermomechanical parameters were 
not considered in the models described above; arguably, it 
may be impossible with current computational capabilities to 
take into consideration all essential elements involved. The 
model provides an adequate description, however, of the key 
mechanism involved in type-II damage-site formation. 
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Figure 155.46
Model prediction of the temperature distribution 18 ns after illumination, 
assuming the defect has a radius of 40 nm and is located at the interface between 
the second and third layers. The fluence of the incident pulse is 15 J/cm2 and 
the pulse duration is 50 ps. 

We attribute the complex morphology of the damage sites 
to the very different thermodynamic properties of SiO2 and 
HfO2 layers. Specifically, since the melting temperature of 
the hafnia is very close to the evaporation temperature of the 
silica, mixed-material phases can be simultaneously present 
such that heat diffusion can facilitate a melted hafnia layer to 
be accompanied by evaporation of the adjacent silica layer. As 
the pressure is released via the formed venting pit, subsequent 
ejection of hot (potentially a mixture of gas and liquid) material 
results in rapid cooling. We therefore postulate that the inner 
shell observed in the damage sites is the hafnia layer involved 
in the damage process with a venting path for release of the 
evaporated material of the underlying silica layer.

3. Modeling Mechanism of Type-III Damage Sites
The morphology of type-III damage sites consists of quasi-

conical craters with a high aspect ratio and a central-region 
morphology suggestive of an explosive boiling process. We 
therefore assume that this type of morphology may be associ-
ated with pressure-driven material ejection. Although this 

mechanism is similar to that involved in type-I damage sites, 
the volume of the plasma region depends on the size of the 
defects and is much smaller than that for type-I damage sites. 
As a result, the generated pressure energy is much smaller than 
that for the type-I damage sites. The generated pressure can 
still be sufficient, however, to remove material above a defect 
if it is located close to the surface. The AFM imaging results 
demonstrate that the depth of type-III damage sites is of the 
order of 150 nm or less, which is consistent with the hypothesis 
that absorbing defects located close to the surface can give 
rise to superheating of a small volume and a very localized 
high pressure. 

Based on the above qualitative interpretation, the relevant 
geometrical parameters considered in modeling are depicted in 
Fig. 155.47, where the defect is located at a depth h; i.e., a cone 
of inclined surface area with a being the cone apex half-angle. 
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Geometrical parameters considered in the modeling of type-III damage sites.

The necessary surface energy is GcAcone, where Gc is the 
critical energy-release rate for silica and Acone is the area of 
the cone representing the newly generated surface. These can 
be described by

 , cos sinA h h
/2 2 1 2 2 2

cone ra a r a aX X= + = =a k  (4)

and 

 ,G K E2
c c Y=  (5)

where Kc is the fracture toughness and EY is the Young’s modu-
lus for silica. The critical energy release rate Gc includes the 
surface energy and the energy consumed by any irreversible 
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processes in surface creation (such as plasticity, dislocations, 
etc.). If the energy released by the superheated defect is E, the 
resulting crater will reach the surface when

 ,E G A> c cone  (6)

where the energy E absorbed by the defect is E = Fth(r2R). 
This leads to a maximum depth hmax for the defect where the 
absorbed energy is sufficient to support the formation of a new 
surface and create the damage site as given by

 .h R F G
/

max
1 2

th cX= ` j  (7)

The AFM images from Fig. 155.44 show that the angle 
a is close to 86.5°, leading to X = 0.004. Using the value 
0.7 MPa m1/2 for the critical stress intensity Kc in fused sil-
ica16–18 and Young’s modulus EY = 70 GPa, the critical energy 
release rate is Gc + 7 J/m2. For order-of-magnitude estimates, we 
use a laser-damage threshold value of LDT = 7.5 J/cm2 yielding

 . .h R6 4max =  (8)

The above approach suggests that the observed maximum 
depth of .150 nm for the type-III damage sites implies that 
the corresponding maximum radius of the defects is .24 nm. 
This approach did not take into account, however, the transient 
processes that can increase the energy absorbed by the defect 
site such as absorption by the plasma and plasma expansion 
during the laser pulse, which would increase the effective 
radius of the absorbing region. In general, this model utilizes 
simple energy-balance considerations with reasonable energy-
coupling factors. In this manner, it is possible to substantiate 
that type-III damage sites are superficial and originate from 
mechanical failure of the overlying material resulting from the 
energy absorbed by defects located at a maximum depth of 
the order of 150 nm. We therefore anticipate that such defects, 
when located deeper in the MLD structure, may create small 
voids containing melted and densified material without any 
observable modification on the surface.

Discussion
The damage sites investigated in this work represent the 

typical morphologies at near-damage-threshold irradiation con-
ditions. It was shown that type-I and type-III damage sites are 
governed by pressure-induced effects, namely the generation 
of sufficient pressure to remove an overlying layer of material. 
On the other hand, type-II damage sites result from heat diffu-
sion, thereby creating a larger amount of melted material and a 
relatively smaller amount of pressure-induced modifications. In 

all cases, however, the generated pressure is the driving mecha-
nism for removing material and/or creating a damage crater. 

To generate the required pressure, the material must absorb 
a sufficient amount of energy to reach evaporation conditions 
(superheating).19 The pressure energy generated during the 
initial phase of the relaxation of the material will inevitably 
facilitate the formation of a blister or microscale bubble within 
the material. If this initial pressure-induced modification of the 
material is not sufficient to cause mechanical failure of the mate-
rial and subsequent release of the vapor/liquid material (which 
can be in a superheated state), with a corresponding rapid release 
of energy, heat generation and diffusion will facilitate the grad-
ual transport of the energy away from the absorbing site. The 
increase of the temperature of the surrounding material leads to 
modification of its mechanical properties, which can change the 
fundamental response of the material. For example, heating can 
introduce melting of the overlying layer and the formation of a 
blister that may not erupt. Such formation of unerupted blisters 
is observed in samples where the damage initiates deeper in the 
stack or at well above damage-threshold irradiation. 

Damage can also be initiated at close proximity so that 
there is overlap between the affected volumes. For example, we 
have observed type-II damage sites formed within a distance 
similar to that of the diameter of the final damage site (of the 
order of a few microns). In such cases, the combined generated 
pressure can be sufficient to facilitate mechanical removal of 
the overlying material generating mixed-type morphologies. In 
particular, the appearance of side walls indicates that the failure 
(rupture and creation of a new surface) was from mechanical 
stress, while there are also visual indications that significant 
melting was involved. Such damage morphologies are rarely 
observed (according to our experience) at near-damage-
threshold conditions but can be observed at higher fluences. 

Damage can be initiated by extrinsic defects such as 
microscale nodules or flaws in the coating. We have not inves-
tigated these cases in the present work. It is expected, however, 
that the basic principles presented in this work might be appli-
cable. Pressure- and heat-related effects will govern the mate-
rial response along with field intensification, initiating damage 
mechanisms similar to that of type-I damage sites. Also, we 
have not considered the mechanisms of damage growth, which 
can be considerably different.

Conclusions
This work explores the origins and mechanisms of damage 

site formation associated with three damage morphologies 
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observed in SiO HfO2 2 multilayer coatings under laser irra-
diation at 1053 nm with laser pulses from 600 fs to 100 ps in 
duration. Type-I damage sites are observed for pulses shorter 
than about 2.5 ps (under the excitation conditions used in this 
work) and are governed by pressure-induced mechanical ejec-
tion of the overlying material following electric-field–induced 
plasma formation below the surface. Defect-driven damage 
initiation (type II and type III) is observed for pulse lengths 
from 2.5 ps to 100 ps. Type-II damage is initiated by defects 
of the order of 100 nm or less in diameter at a depth defined by 
the local electric-field–intensity peak. The initial subsurface 
explosion remains confined and evolves through melting and 
eventual venting of the evaporated material on a time scale 
of the order of 20 ns. Type-III damage is associated with the 
release of material overlying a precursor defect located at 
depths of less than .150 nm and shows no correlation with the 
local electric-field intensity. 
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