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The cover photo shows LLE Scientist Dr. Igor Igumenshchev in front of the LLE cluster Typhoon. He developed a three-dimensional 
Eulerian, radiation–hydrodynamics code, known as ASTER, to model the implosion of spherical targets. Typhoon is the latest 
cluster to be installed at LLE, with over 5000 cores, 50 TB of memory, and interconnected with an EDR (Enhanced Data Rate) 
Infiniband, providing the computational power necessary to run large codes such as ASTER.

ASTER can use the measured pointing and power history of 
each of the 60 OMEGA beams, the measured target offset, the 
measured target thickness as a function of position, and can 
include the target stalk in a full three-dimensional simulation 
of an individual OMEGA target shot. Shown to the right are 
experimental and simulated x-ray self-emission images for 
OMEGA shot 79638 at 2.7 ns and 2.9 ns, showing the ability 
of the code to reproduce experimental results.
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In Brief

This volume of the LLE Review, covering October–December 2016, features “Three-Dimensional Hydrody-
namic Simulations of OMEGA Implosions” by I. V. Igumenshchev, D. T. Michel, E. M. Campbell, R. Epstein, 
C. J. Forrest, V. Yu. Glebov, V. N. Goncharov, J. P. Knauer, F. J. Marshall, R. L. McCrory, S. P. Regan, T. C. 
Sangster, and C. Stoeckl (LLE); R. C. Shah (LANL); and A. J. Schmitt and S. Obenschain (NRL). This 
article (p. 1) considers the  effects of low-mode asymmetries on OMEGA direct-drive implosions in the 
three-dimensional Eulerian hydrodynamic code ASTER. Beam-power imbalance, beam mispointing, beam 
mistiming, target offset, and variation in target-layer thickness are considered, using values determined 
from experimental measurements. ASTER indicates that implosion performance is mainly affected by target 
offset (+10 to 20 nm), beam-power imbalance (vrms + 10%), and variation in target-layer thickness (+5%).

Additional research highlights presented in this issue include:

• S. X. Hu, R. Gao, and Y. Ding (LLE); and L. A. Collins and J. D. Kress (LANL) evaluate the equa-
tion of state of silicon using density-functional-theory molecular dynamics simulations for densities 
from 0.001 to 500 g/cm3 and temperatures from 2000 to 108 K (p. 13). This first-principles equation 
of state (FPEOS) is compared to SESAME 3810. The Hugoniot from FPEOS is +20% softer than 
that from SESAME 3810. For off-Hugoniot conditions, the pressure and internal energy from FPEOS 
are higher than SESAME 3810 below 104 to 105 K, depending on density, and lower at higher tem-
peratures. In LILAC simulations of the implosion of a silicon shell, FPEOS gives +30% higher areal 
density and +70% higher neutron yield than SESAME 3810 because of the larger compressibility of 
silicon in FPEOS.

• C. J. Forrest, P. B. Radha, J. P. Knauer, V. Yu. Glebov, V. N. Goncharov, S. P. Regan, M. J. Rosenberg, 
T. C. Sangster, W. T. Shmayda, and C. Stoeckl (LLE); and M. Gatu Johnson (MIT) analyze measure-
ments of the deuterium–tritium (DT) to deuterium–deuterium (DD) neutron yield ratio from cryogenic 
target experiments on OMEGA to evaluate species separation (p. 23). No indication of species separa-
tion is found.

• W. Theobald, A. Bose, R. Yan, R. Betti, M. Lafon, D. Mangino, A. Christopherson, C. Stoeckl, W. Seka, 
W. Shang, D. T. Michel, and C. Ren (LLE); R. C. Nora (LLNL); A. Casner (CEA); J. Peebles and 
F. N. Beg (UCSD); X. Ribeyre, E. Llor Aisa, A. Colaitis, and V. Tikhonchuk (CELIA); and M. S. Wei 
(GA) report results from OMEGA experiments on spherically converging shocks, comparing CH, Be, 
C and SiO2 ablators (p. 29). CH gives 2 to 3# more hot electrons than any other ablator and a higher 
effective ablation pressure, which is attributed to stronger damping of ion-acoustic waves by H ions.

• C. Stoeckl, R. Epstein, R. Betti, W. Bittle, J. A. Delettrez, C. J. Forrest, V. Yu. Glebov, V. N. Goncharov, 
D. R. Harding, I. V. Igumenshchev, D. W. Jacobs-Perkins, R. T. Janezic, J. H. Kelly, T. Z. Kosc, R. L. 
McCrory, D. T. Michel, C. Mileham, P. W. McKenty, F. J. Marshall, S. F. B. Morse, S. P. Regan, P. B. 
Radha, B. Rice, T. C. Sangster, M. J. Shoup III, W. T. Shmayda, C. Sorce, W. Theobald, J. Ulreich, 
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and M. D. Wittman (LLE); D. D. Meyerhofer (LANL); and J. A. Frenje, M. Gatu Johnson, and R. D. 
Petrasso (MIT) present results from backlighting of cryogenic target experiments on OMEGA using 
Si Hea emission driven by OMEGA EP (p. 36). The imaging system has been used to study the evolu-
tion of nonuniform ablators, perturbations caused by mounting stalks, and carbon mix into the DT. 
Mix has been observed only for adiabats below 4.

• P. J. Angland, D. Haberberger, S. Ivancic, and D. H. Froula describe a new technique to extract electron 
density profiles from angular filter refractometry (AFR) measurements using a simulated annealing 
algorithm (p. 48). A seven-parameter function is chosen for the electron density and used to generate 
an AFR image that is compared to the measurement using a |2 test. The algorithm was applied to 
measurements of plasma expansion from a plane target and produced a fit with a statistical uncertainty 
of no more than 10% in the region of interest.
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Introduction
Direct-drive inertial confinement fusion (ICF) experiments 
conducted at the 30-kJ Omega Laser Facility1 are used to dem-
onstrate the hydrodynamic equivalence of scaled-down cryo-
genic target implosions to ignition designs at MJ energies2 such 
as those available at the National Ignition Facility.3 OMEGA 
implosion experiments demonstrate good agreement between 
the measured and simulated efficiency of conversion of the laser 
energy into the kinetic energy of the imploding shell (+4%). The 
fuel-compression stage of cryogenic implosions significantly 
underperforms, however, typically showing that the implo-
sion’s hot-spot pressure and deuterium–tritium (D–T) fusion 
neutron yield do not exceed +60% of the values predicted in 
simulations using the one-dimensional (1-D) radiation–hydro-
dynamics code LILAC.4 This and other experimental evidence, 
including asymmetries of x-ray images of implosion shells and 
hot spots, nonspherical distribution of stagnated fuel shell tR, 
and +100-km/s directional motions of hot-spot plasma, both 
inferred from neutron measurements, suggest that short- and 
long-scale nonuniformities in implosion shells can cause the 
observed performance degradation.5

Short-scale nonuniformities (corresponding to Legendre 
modes  L 30) can be seeded by laser imprint6 and small target-
surface and structural defects.7 The effects of Rayleigh–Taylor 
(RT) growth of these nonuniformities likely dominate over 
other effects of performance degradation in low-adiabat (a K 3) 
and high in-flight aspect ratio (IFAR L 25) implosions. Here, 
the adiabat a is defined in 1-D simulations as the ratio of the 
pressure in the imploding DT fuel shell to the corresponding 
Fermi-degenerated pressure and the IFAR is defined as the 
ratio of the shell’s radius to its thickness (at a density level of 
1 g/cm3) at the moment when the ablation radius equals 2/3 of 
the initial radius of the inner shell.8 The short-scale RT-growth 
effects can be mitigated using mid- to high-adiabat (a L 4) and/
or low-IFAR (K20) implosions.8

Large-scale nonuniformities (with modes  K 10) can 
develop because of laser illumination and structural asym-

metries of implosion targets. The asymmetry of illumination 
is caused by the OMEGA laser’s 60-beam-port configuration 
in addition to target offset (+10 to 20 nm) and inaccuracy of 
pointing, power balance, and timing of the beams (with typi-
cal vrms < 10 nm, 10%, and 5 ps, respectively). The structural 
asymmetries include mounting stalks,9 variations of thick-
ness and shape of plastic (CH or CD) ablator shells in warm 
and cryogenic targets (with vrms < 1 nm), and variations in 
thickness of the DT ice layer in cryogenic targets (with vrms + 
1 nm). Large-scale modes are amplified by the secular and 
Bell–Plesset10 growths and by the RT growth during the decel-
eration and stagnation stages. Variations of a and IFAR have 
little effect on the growth of these modes.

Investigation of the effects of large-scale asymmetries and 
the development of strategies to mitigate them are important 
steps toward improving the performance of OMEGA implo-
sions. To understand these effects, experimental observations 
of implosion asymmetries are simulated in detail employing 
the three-dimensional (3-D) radiation–hydrodynamics code 
ASTER.11 Results of 3-D simulations are post-processed to 
be directly compared with observables, which include x-ray 
images and deuterium–deuterium (DD) and/or DT fusion 
neutron spectra, among others.

This article describes recent progress in 3-D ASTER simula-
tions of room-temperature and cryogenic OMEGA implosions 
focusing on large-scale ( K 10) target asymmetries as sources 
of the degradation in implosion performance. Simulations show 
that mode 1 is typically the most-destructive one in the case of 
both room-temperature and cryogenic implosions. The presence 
of this mode results in relatively large residual kinetic energy 
of implosion shells at maximum compression in comparison 
with that resulting from other modes ($2) of similar amplitude. 
This large residual kinetic energy causes undercompression of 
the hot spot and a reduction of neutron yields down to values 
found in experiments. Mode 1 can be observed as an offset of 
the core emission in x-ray images with respect to the initial 
target center and as a directional variation of neutron spectra.

Three-Dimensional Hydrodynamic Simulations 
of OMEGA Implosions



Three-Dimensional hyDroDynamic simulaTions of omeGa implosions

LLE Review, Volume 1492

All above-mentioned sources of long-scale nonuniformi-
ties (except for that caused by the OMEGA discrete-beam 
illumination,11 which introduces a dominant mode  = 10) can 
contribute to mode-1 perturbations. Mount stalks and target off-
sets apparently result in such perturbations. Beam mistiming, 
mispointing, and imbalance, as well as initial target structural 
asymmetry, can be considered as quasi-random sources and 
result in perturbations having broad spectra, which peak at 
the lowest modes from 1 to +3 and gradually decline toward 
higher modes. Recent 3-D simulations suggest that the latter 
sources can be important contributors to mode-1 asymmetries.

The goal of this work is to estimate the relative importance 
of different sources of large-scale nonuniformities in develop-
ing asymmetries in OMEGA implosions. This will help to 
specify improvements in both the OMEGA laser and target 
fabrication that can lead to improved implosion performance 
and a better understanding of the physics and robustness of 
the laser direct-drive approach. Understanding the sources 
of nonuniformities requires 3-D simulations assuming laser 
illumination and initial target structural asymmetries that 
are suggested by direct and indirect measurements and pre-
shot target characterization. Results of these simulations are 
compared with asymmetries of implosion shells measured at 
different evolution stages, ranging from the beginning of shell 
acceleration until bang time.

The following sections (1) briefly describe the code ASTER 
and recent developments; (2) present results of 3-D ASTER 
simulations of room-temperature and cryogenic implosions 
and compare these results with experiments; and (3) present 
our discussion and conclusions.

The Numerical Method
Large-scale nonuniformities in OMEGA implosions were 

simulated using the 3-D radiation–hydrodynamics code 
ASTER. This code was tested against 1-D LILAC and two-
dimensional (2-D) DRACO12 results, showing good agreement 
with both results.11

ASTER is an Eulerian code implemented on a spherical 
grid. Its hydrodynamic algorithm is based on the piecewise-
parabolic Godunov method.13 This code uses a 3-D simplified 
laser-deposition model, which assumes inverse bremsstrahlung 
for light absorption and includes cross-beam energy transfer 
(CBET),14 and electron and ion Spitzer thermal transport15 
without flux limitation. ASTER can use various on-the-fly and 
post-processing diagnostic routines that simulate, for example, 
neutron spectra and images, burn history, x-ray images, etc. 

ASTER is characterized by low numerical noise that allows 
one to simulate nonuniform implosions without using any kind 
of diffusion or Fourier filtering to reduce the noise. Figure 149.1 
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Figure 149.1
Three-dimensional ASTER test simulation assuming 1% perturbation of the mode (,m) = (10,5) in laser deposition. [(a),(b)] The power spectra v



 and vm 
[see Eq. (1)] of the areal-density perturbation, respectively, at the end of the laser pulse, t = 2.52 ns; [(c),(d)] these spectra at t = 2.805 ns, which corresponds to 
tbang + 30 ps. (e) An illustration of the shape of the hot spot at the latter time showing an isosurface of Ti = 1 keV.
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shows example simulations of OMEGA cryogenic shot 77066 
(see Cryogenic Implosions, p. 7) assuming a 1% perturbation 
of mode (,m) = (10,5) in laser deposition. This simulation uses 
a numerical grid of 64 # 128 zones in the i and z dimensions, 
respectively. Figures 149.1(a)–149.1(c) show resulting normal-
ized power spectra v



 and vm of the angular distribution of the 
areal density. These spectra are defined as follows:

 ,and
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coefficients on the real (tesseral) spherical harmonics. Fig-
ures 149.1(a) and 149.1(b) show these spectra at the end of the 
laser pulse, t = 2.52 ns, when the shell’s implosion velocity 
approaches its maximum. One can see in these figures that 
the fundamental modes  = 10 and m = 5 dominate by more 
than an order of magnitude over the level of background noise 
introduced by numerical effects. At this time, the fundamental 
mode experiences mainly secular growth and is insignificantly 
affected by RT growth because of its relatively large wave-
length. Figures 149.1(c) and 149.1(d) show the same spectra 
at t = 2.805 ns, which is about 30 ps after bang time, or peak 
neutron rate. At this time the shell is at maximum compres-
sion and is just beginning to move outward. Here, the shell 
undergoes an efficient RT growth and the perturbations become 
nonlinear, so that harmonics with  = 20, 30, and 40 and m = 
10, 15, ... are clearly visible and dominate over the background 
noise. These harmonics are still, however, below the amplitude 
of the fundamental mode (,m) = (10,5). Figure 149.1(e) shows 
the 3-D structure of the hot spot at t = 2.805 ps, represented by 
a 1-keV ion temperature isosurface. 

Recent developments of ASTER include the capability to 
simulate radiation transport using multigroup flux-limited 
diffusion.16 This development is important since it makes it 
possible to accurately simulate room-temperature plastic-shell 
implosions, in which radiative ablation of the inner edge of the 
dense shell at maximum compression is important. Radiation 
transport is implemented using the parallel geometric multi-
grid algorithm.17 The use of spherical grids with anisotropies 
near the poles and typically higher resolution in the radial 
direction (versus angular directions) requires modifications to 
the standard multigrid relaxation and coarsening procedures 
to retain optimal efficiency.18 To treat the polar anisotropies, 
the algorithm uses nonuniform coarsening strategies, in which 
the grid is coarsened only in regions and directions that have 
sufficient isotropic grid coverage. This is combined with line 

relaxation (using the marching algorithm) in the radial direc-
tion. The algorithm is adapted for parallel calculations using 
a domain decomposition approach similar to that used in the 
hydrodynamic part of ASTER.11 Intensive test simulations have 
been performed to check the accuracy of the radiation-transport 
routine in ASTER. Results of these simulations showed good 
agreement with corresponding results obtained using LILAC 
and DRACO.

Simulation Results
The goal of this study is to identify the effects of large-scale 

asymmetries in OMEGA implosions with the help of 3-D simu-
lations including a variety of nonuniformities in laser illumina-
tion and target structure. The nonuniformities can be chosen 
only to investigate their effects based on measurements. In the 
latter case, simulation results are compared with experiments.

Laser-induced nonuniformities include those created by the 
OMEGA beam-port geometry, target offset, and beam power 
imbalance, mistiming, and mispointing. The initial target 
structure nonuniformities can be caused by a variation in the 
thickness and shape of plastic shells in room-temperature and 
cryogenic targets and DT-ice shells in cryogenic targets.

The effects of beam imbalance and mistiming in ASTER 
simulations are included by using the power history of indi-
vidual laser beams measured on a particular shot. This his-
tory is measured before laser light enters the target chamber; 
therefore, it can be different from the actual on-target value, 
which is affected by beam-forming optics and protective blast 
windows. The effects of the latter two are included in simula-
tions by applying time-independent “imbalance correction” fac-
tors, which increase or reduce the power of individual beams. 
These factors are inferred using cross-calibration analysis of 
time-integrated x-ray images of laser spots from all 60 beams 
illuminating 4-mm-diam gold sphere targets with a 1-ns square 
pulse.19 These targets are chosen to be larger than the nominal 
OMEGA targets (with radius Rt = 430 nm) to avoid the overlap-
ping of laser spots (with radius Rb . 430 nm). The imbalance 
correction factors are typically determined with the accuracy 
corresponding to about 1% to 2% of the beam power.

Beam mispointing is inferred using the same x-ray data 
from 4-mm-diam gold targets as in the case of the imbalance 
measurements.19 The mispointing data are determined with 
the accuracy of +5 nm and assumed to be fixed in time. These 
data are provided as horizontal (dx) and vertical (dy) displace-
ments of laser spots with respect to their nominal positions 
on the target surface. ASTER models beam mispointing by 
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displacing the deposition regions for each beam by the angles 
of di = dy/Rdep and dz = dx/Rdep in the spherical coordinates, 
where Rdep is the radius of the deposition region.

Target offset, or displacement of target center with respect 
to the laser pointing center, is measured using x-ray imaging20 
with an accuracy of about !3 to 5 nm. Offsets are typically 
small for warm implosions (<5 nm) and can be significant for 
cryogenic implosions (+10 to 20 nm). ASTER models target 
offsets by displacing the deposition region of each beam by 
angles di and dz, which are calculated depending on the offset 
and its directionality and the radius Rdep.

Cryogenic and room-temperature targets are routinely used 
in OMEGA experiments to study implosion physics. While 
implosions of these targets share many common physical 
effects, there are important differences in experimental setups, 
initial target uniformity, and details of implosion physics that 
require separate considerations. First we will describe the 
ASTER simulations of room-temperature implosions. These 
simulations reproduce well the amplitude of observed asym-
metries in implosion targets but not the directionality of these 
asymmetries. Next we will consider the results of cryogenic 
implosion simulations, which yield similar conclusions: there 
is good reproduction of the asymmetry amplitudes, but not 
directionality. The lack of agreement with the directionality 
can be explained by an inaccuracy of the assumed nonunifor-
mities, which are measured within the time and space resolu-

Figure 149.2
Schematic target structure, laser pulse (in black), and simulated neutron rate (in red, left axis) of two warm implosion designs corresponding to OMEGA shots 
(a) 79638 and (b) 79972.

tion of the diagnostics, while some of them are inferred from 
indirect measurements.

1. Room-Temperature Implosions
Room-temperature implosions have several advantages with 

respect to their cryogenic counterparts that make them a pref-
erable choice for an initial study of large-scale asymmetries: 
(1) the relatively low fabrication and operation costs that result 
in an increased shot rate, (2) the ability to add high-Z dopants 
to the shell that is not fully ablated and confines fuel at stagna-
tion, (3) smaller target offsets, and (4) relatively small initial 
target nonuniformities. The latter two allow one to concentrate 
on studying laser-induced asymmetries, whereas the ability to 
add dopants can help to quantify implosion core asymmetry 
using self-emission x-ray radiography.

Figure 149.2 shows two warm implosion designs that cor-
respond to OMEGA shots (a) 79638 and (b) 79972. These 
designs have an IFAR . 18 and 27, respectively, and are rela-
tively stable with respect to high-mode ( L 30) RT growth. 
Shot 79638 (a) uses a 10-atm D2–filled, 27-nm-thick plastic 
(CH) shell. Simulations of this shot are used to study implosion 
asymmetry during the laser drive and are compared with self-
emission x-ray images (at ho > 1 keV) of implosion shells.21 
This x-ray emission comes mainly from a thin layer of plasma 
located immediately outside the ablation surface. Such images, 
therefore, can be used to measure the shape and outer radius 
of implosion shells.
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The design in Fig. 149.2(b) (shot 79972) uses a 15-atm D2–
filled, 20-nm-thick plastic shell, which is doped by Ti (1% by 
atom) at the inner surface to a depth of +0.1 nm. The purpose of 
this dopant is to characterize the shape and physical conditions 
at the fuel–ablator interface using Ti Heb line emission (in the 
5.45- to 5.65-keV x-ray band) at the time of hot-spot formation 
since this line emits at Te L 1 keV (Ref. 22).

Figures 149.3(a) and 149.3(b) compare experimental and 
simulated self-emission images, respectively, from shot 79638 
at t = 2.7 ns (the TIM-5 viewing direction at i = 100.8° and 
z = 270° in the OMEGA coordinates). These images represent 
the shape of the ablation surface at the end of the acceleration 
phase. The simulations assume the known illumination nonuni-
formity seeds: OMEGA beam overlap and measured individual 
beam power histories (which introduce beam imbalance and 
mistiming) and mispointing (with vrms . 16 nm). The mea-
sured and simulated images were post-processed23 to determine 
perturbations of the ablation surface. Figure 149.4 shows the 
evolution of the amplitude and phase of mode-2 perturbations 
in experiment and simulations. The measured mode-2 ampli-
tude grows in time in good agreement with simulations [see 
Fig. 149.4(a)]. The mode-2 phases are almost independent in 
time in both experiment and simulations, but they are differ-
ent by about 40° [see Fig. 149.4(b)]. The latter discrepancy in 
the phases suggests that the nonuniformity seeds assumed in 
simulations do not accurately represent the actual seeds.

Max

Min
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250 nm

(a) (b)

Figure 149.3
(a) Experimental and (b) simulated broadband x-ray (ho > 1 keV), self-emis-
sion images of the implosion shell in shot 79638 at t = 2.7 ns (TIM-5 view).

Figures 149.5(a) and 149.5(b) compare experimental and 
simulated self-emission images of shot 79638 at t = 2.9 ns (in 
the same viewing direction as in Fig. 149.3). At this time, emis-
sions from the ablation surface (outer ring) and from the core 
(center spot) are observed simultaneously. The offset of the core 
(+5 nm), which is seen as a directional variation of the gap DR 
between the core edge and ablation surface edge in Fig. 149.5, 
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Figure 149.4 
Evolution of (a) amplitude and (b) phase of mode-2 perturbations of the abla-
tion surface in shot 79638 (TIM-5 view). Measurements are shown by red dots 
with error bars and simulations are shown by black lines.

indicates significant mode-1 perturbations. The offset and its 
direction are in good agreement in both experimental and simu-
lated images. Simulations show that this offset corresponds to 
mode-1 distortion of the implosion shell and fuel volume at 
bang time, as shown in Fig. 149.6. As a result, the simulated 
neutron yield 4.49 # 1010 is reduced to 43% of the yield of the 
corresponding uniform (1-D) implosion. This yield is a factor 
of 3 larger, however, than the measured yield (1.79!0.09) # 
1010. Several factors explain the better-simulated performance: 
(1) an underestimation of the assumed nonuniformity seeds, 

Figure 149.5 
(a) Experimental and (b) simulated self-emission images of shot 79638 at t = 
2.9 ns. The offset of the emitting core (center spot) with respect to the image 
of the ablation surface (ring) represents the mode-1 perturbation.
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Figure 149.6
(a) Meridional and (b) equatorial cross sections of 
the distribution of density from simulations of room-
temperature shot 79638 at peak neutron production, 
t = 3.02 ns. The dashed line in (a) shows the equatorial 
plane and in (b) the location of the cross-section plane 
in (a). The solid line inside the dense shell shows the 
fuel–ablator (D–CH) interface.

(2) missing effects of small-scale mix that were not included in 
simulations; and/or (3) an inaccuracy in prescribing 1-D physics 
effects (laser absorption, CBET, heat transport, preheat, etc.).

Another example of significant mode-1 perturbation in 
OMEGA implosions is presented by shot 79972. Here, mode 1 
was measured at a time near target stagnation. Figure 149.7 
compares narrowband Ti Heb emission images from this shot 
at two times, t . tbang – 100 ps and t . tbang. The emission limb, 
which corresponds to the location of the fuel–ablator (D–CH) 
interface, is consistently brighter on one side in both images, 
indicating the presence of dominant mode-1 asymmetry in the 
implosion core. The imager was located opposite the mounting 
stalk, so the limb asymmetry is unlikely to be caused by the 
stalk. There is a bright spot inside the limb, which is clearly 
observed in Fig. 149.7(a) at the earlier time and less clearly in 
Fig. 149.7(b) at the later time. This spot can be attributed to a jet 
that penetrates the hot spot and is introduced by the mounting 
assembly (stalk and glue spot).9

The observed mode-1 asymmetry in shot 79972 is likely 
caused by laser-illumination nonuniformities and can be 
quantified by comparing it with results of ASTER simulations. 
Figure 149.8 shows simulated distributions of the density 
and electron temperature in the equatorial cross section of 
shot 79972, assuming measured individual beam-power his-
tories and pointing misalignment. The assumed perturbations 
result in mode-1 asymmetry of the dense CH-ablator shell and 
wide directional motion of the fuel material, which can be 
seen in Fig. 149.8 as distortion of the hot, low-density central 
volume occupied by this material. There is also a narrow, high-
velocity jet moving in the same direction as the wide flow. This 
jet develops in the fuel material during successive bouncing of 
converging shocks produced by the shell during its decelera-
tion. The yellow arrow in Fig. 149.8(a) indicates the directions 

Figure 149.7
Narrowband Ti Heb (from 5.45 to 5.65 keV) images for shot 79972 at (a) t . 
tbang – 100 ps and (b) t . tbang. The view is opposite the position of the target-
mounting stalk.

of the wide flow and jet and points to a dip in the ablator shell 
into which the jet “drills.”

The solid (color) line inside the dense shell in Fig. 149.8(a) 
shows the fuel–ablator interface, at which the Ti-doped material 
is concentrated [see Fig. 149.2(b)]. Simulated images of Ti Heb 
line emission from this implosion are presented in Fig. 149.9. 
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Figure 149.8
Equatorial cross sections of the distribution of (a) density and (b) electron temperature in simulations of shot 79972 at peak neutron production, t = 1.785 ns. 
The solid line in (a) shows the fuel–ablator interface where Ti-doped CH material is located. The arrow indicates the direction of a wide flow and jet, which 
develop in the hot-spot plasma because of the mode-1 perturbation. The solid lines in (b) show linearly spaced contours of the electron number density.
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Figure 149.9
Simulated Ti Heb images for shot 79972 at (a) t = tbang – 80 ps and (b) tbang = 
1.785 ns. The viewing direction is from the pole and (b) corresponds to the 
distributions of density and electron temperature shown in Fig. 149.8, but at a 
different azimuthal orientation. The arrow in (a) points in the same direction 
of the jet in Fig. 149.8(a).

These images are calculated for the polar view and corre-
spond to t = tbang – 80 ps and t = tbang, where tbang = 1.785 ns 
[Figs. 149.9(a) and 149.9(b), respectively], and were produced 
by applying the same spatial (.10-nm) and temporal (.40-ps) 
smearing as in the experiment. The arrow in Fig. 149.9(a) shows 
the direction of the wide flow in the hot spot and corresponds 
to the same direction as in Fig. 149.8(a).

Simulations indicate that the asymmetry of the limb emis-
sion observed in shot 79972 (Fig. 149.7) is related to the wide 
directional motion of the fuel material caused by the mode-1 
asymmetry of the shell. The brighter side of the emission limb 
develops in the direction of this motion. A detailed analysis 
shows that this brightening is mainly attributed to a local 
increase of Te in the corresponding part of the fuel–ablator 
interface, while the role of variation in ne is less significant 
[see Fig. 149.8(b)]. 

By comparing Figs. 149.7 and 149.9, one finds that while 
experiment and simulations show good agreement with respect 
to the amplitude of limb brightening, they disagree in direc-
tionality of this brightening. This disagreement is similar to 
that found in the simulations of shot 79638 (see Fig. 149.4) 
and confirms the claim that illumination nonuniformity seeds 
assumed in simulations do not accurately represent the real 
on-target seeds.

2. Cryogenic Implosions
Figure 149.10 shows a target schematic, pulse shape, and 

neutron history (from 1-D simulations) for shot 77066—one of 
the best-performing cryogenic OMEGA implosions—in which 
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about 56 Gbar of hot-spot pressure was inferred.24 This shot 
is characterized by an a . 3.2 and IFAR . 24 and should be 
relatively stable with respect to short-scale RT growth. The 
neutron yield, neutron-averaged (over DT neutrons) ion tem-
perature (Ti)n, and hot-spot pressure from uniform (1-D) ASTER 
simulations of this shot are 2.06 # 1014, 3.39 keV, and 138 Gbar, 
respectively, and using LILAC they are 1.72 # 1014, 3.67 keV, 
and 115 Gbar, respectively. ASTER simulations result in the 
absorption fraction of laser energy fabs = 0.54 and bang time 
tbang = 2.66 ns, while these results from LILAC are 0.60 and 
2.68 ns, respectively. Table 149.I summarizes these results as 
well as the results of measurements. The discrepancies between 
the 1-D ASTER and LILAC results are relatively small and can 
be attributed to differences in the hydrodynamic methods used 
(Eulerian piecewise-parabolic method in ASTER and Lagrang-
ian finite-difference scheme in LILAC) and the physical models 
(e.g., Spitzer versus nonlocal25 heat transports, respectively). 

Three-dimensional simulations of shot 77066 assume all 
sources of nonuniformities that can be currently quantified. 

Table 149.I:  Simulated and measured performance of OMEGA cryogenic shot 77066.

Neutron yield (Ti)n (keV) Phs (Gbar) fabs (%) tbang (ns)

LILAC 1.72 # 1014 3.67 115 60 2.68

1-D ASTER 2.06 # 1014 3.39 138 54 2.66

3-D ASTER 8.07 # 1013 3.03 88 54 2.66

Experiment (3.9!0.2) # 1013 N/A* 56!7 58!1 2.60!0.05
*(Ti)n in the absence of bulk motion cannot be measured.
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Figure 149.10
Schematic of the cryogenic capsule, laser pulse (black line), and simulated 
neutron rate (red line, right axis) for OMEGA shot 77066.

These include the power history of each individual beam, a 
target offset of 4 nm (in the direction of i = 83° and z = 315°), 
and an ice-shell thickness variation with a mode-1 amplitude of 
2 nm (oriented vertically, where the bottom is thinner), which 
were all measured in this shot. Simulations also assume beam-
power imbalance correction factors and mispointing data (with 
vrms = 8.5 nm), which were measured in pointing shot 77059.

Figures 149.11(a) and 149.11(b) show, respectively, the 
equatorial and meridional (at z = 83°) cross sections of the 
distribution of density at peak neutron production, t = 3.572 ns. 
Figure 149.12 shows a 3-D view of the hot spot at the same 
moment, where the hot-spot shape is represented by the isosur-
face Ti = 900 eV. The assumed sources of nonuniformities result 
in a distortion of the dense shell with the dominant mode 1. 
This mode can be clearly observed in Figs. 149.11(a) and 149.12 
as an +10-nm shift of the dense shell and hot-spot centroids 
in the direction i . 30° and z . 83° with respect to the initial 
target center that was located at the origin. The shell is more 
dense on the side opposite the direction of the shift because of 
larger laser drive on that side resulting in higher convergence 
of the shell mass.

Simulations with the assumed asymmetries predict a yield 
of 8.07 # 1013 neutrons and (Ti)n = 3.03 keV, therefore reducing 
the yield to 39% and (Ti)n to 89% of the corresponding values 
of uniform ASTER simulations. The measured neutron yield 
is (3.9!0.2) # 1013, which corresponds to 23% of the yield of 
LILAC simulations (see Table 149.I). 

Neutron-averaged ion temperatures in OMEGA implosions 
are routinely inferred from DD and DT neutron spectra that 
include the thermal smearing and bulk motion effects in the 
hot spot.26 In the case of cryogenic OMEGA implosions, DT 
neutron spectra are measured by detectors at three different 
directions: (1) i = 84.98° and z = 311.76°, (2) i = 87.86° and 
z = 161.24°, and (3) i = 61.30° and z = 47.64°. These directions 
are indicated by the white dashed arrows in Fig. 149.11(a). The 
inferred ion temperatures in shot 77066 in these directions are 
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3.2!0.2, 3.8!0.2, and 3.6!0.2 keV, respectively. Figure 149.13 
shows simulated neutron spectra for the same directions, which 
are denoted by the numbers 1, 2, and 3, respectively. Gaussian 
fits to these spectra reveal ion temperatures of 3.9, 3.5, and 
4.4 keV, respectively. These temperatures are substantially 
larger than simulated (Ti)n = 3.03 keV, indicating significant 
bulk motion effects in the hot spot of this implosion. A com-
parison of these measured and simulated temperatures shows 
disagreements in their directional distributions. For example, 
the minimum and maximum temperatures are measured in 
directions 1 and 2 (Ti = 3.2!0.2 and 3.8!0.2 keV, respectively), 
whereas simulations show those temperatures in directions 
2 and 3 (Ti = 3.5 and 4.4 keV, respectively). On the other hand, 
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Figure 149.12
A 3-D view of the isosurface Ti = 900 eV, which represents the shape of the hot 
spot at peak neutron production in the same simulations as in Fig. 149.11. The 
cube with side sizes of 80 nm with the center at the origin and coordinate basis 
indicate spatial scale and orientation. The equatorial plane is shown in gray.

Figure 149.11
Distribution of density in simulations of shot 77066 
in the (a) equatorial and (b) meridional (at z = 83°) 
planes at peak neutron production, t = 3.57 ns. 
These simulations assume various nonuniformi-
ties in laser drive and initial target structure (see 
text). The white arrows show the coordinate axis 
indicating orientation of the images. The white 
dashed arrows show the three directions in which 
neutron data were collected.

0

100

300

200

t
(g/cm3)

x
y

D
is

ta
nc

e 
(n

m
)

–25

0

25

TC13128JR

z

Distance (nm)
–25–50 0 25 50

Distance (nm)
–25–50 0 25 50

3 1

2

(a) (b)

measurements and simulations show good agreement for the 
amplitude of directional variation of Ti: the measured differ-
ence between the minimum and maximum temperatures is 
0.6 keV, while the simulated difference is 0.9 keV. The latter 
agreement indicates that simulations correctly reproduce the 
actual magnitude of hot-spot asymmetry.

Shifts of the simulated neutron spectra in energy in 
Fig. 149.13 with respect to the unshifted energy of DT neutrons, 
En = 14.1 MeV, show a correlation with the direction of the hot-
spot shift (see Fig. 149.11) caused by bulk motions. The spectra 
in red and green in Fig. 149.13 are shifted by DE . 40 keV to 
smaller and larger energies, respectively. These spectral shifts 
are explained by negative and positive projection components 

Figure 149.13
Simulated DT neutron spectra for shot 77066. The spectra in blue, red, and 
green (labeled 1, 2, and 3, respectively) were calculated for the three directions 
of OMEGA neutron diagnostics approximately indicated in Fig. 149.11(a) by 
the white dashed arrows (correspondingly labeled 1, 2, and 3). The hot-spot 
temperatures inferred from these spectra are 3.9, 3.5, and 4.4 keV, respec-
tively. The black dashed line shows, for comparison, the Gaussian spectrum 
corresponding to (Ti)n = 3.03 keV.
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of the hot-spot motion (in the direction i . 50° and z . 83°) in 
directions 1 and 3, respectively [see Fig. 149.11(a)]. Direction 2 
is more perpendicular to the hot-spot motion and has a relatively 
small, positive projection component. This explains the rela-
tively small shift of the spectrum shown in red in Fig. 149.13. 

The spectral shifts in directions 1 and 3 correspond 
to the neutron-averaged hot-spot velocity components 
v .E E m2 70 km/sf n n+ +Du  Correcting this estimate for an 
angle of +50° between the hot-spot velocity and these direc-
tions [i.e., multiplying vfu  by a factor of +1/cos(50°)], one obtains 
an estimate of neutron-averaged velocity of the hot spot, vf + 
110 km/s. Simulations have found that the local flow velocity in 
the hot spot can substantially vary, taking the maximum value 
of about a factor of 5 larger than vf in the hottest, low-density 
part of the hot spot. This part produces relatively fewer neu-
trons, however, and, therefore, insignificantly contributes to vf. 
The shown example demonstrates the importance of spectral-
shift measurements to understanding conditions in hot spots.

Discussion and Conclusions
Three-dimensional hydrodynamic simulations using 

the code ASTER were conducted to investigate sources of 
large-scale asymmetries in room-temperature and cryogenic 
OMEGA implosions. Simulations of room-temperature implo-
sions were focused on studying the effects of laser-induced 
nonuniformities caused by OMEGA beam overlap, target off-
set, and beam imbalance, mispointing, and mistiming. It was 
shown that simulations assuming measured sources of these 
nonuniformities reproduce the amplitude of modes 1 and 2 
observed in experiments at an earlier implosion evolution (up 
to the end of the laser pulse). The development of modes 1 and 
2 was studied using self-emission x-ray radiography in up to 
three viewing directions. The phases of mode 2, however, were 
not correctly predicted in simulations. The latter indicates that 
the measured nonuniformity sources assumed in simulations 
do not accurately represent the actual sources.

Significant mode-1 asymmetry was observed in room-
temperature implosions near the bang time. These implosions 
used plastic-shell targets, in which the inner edge of the shell 
was doped with titanium to a depth of +0.1 nm. These targets 
start producing Ti Heb line emission from the fuel–ablator 
interface when the temperature there exceeds +1 keV. This 
emission forms bright limbs on x-ray images. Measurements 
typically find mode-1 asymmetry of the limb brightening, and 
this asymmetry is well reproduced in simulations assuming 
measured sources of illumination nonuniformity. The limb 
asymmetry is attributed to distortions of the dense shell and 

hot spot with dominant mode 1, which is induced by laser 
illumination nonuniformities. Simulations suggest that the 
brighter limb side is developed in the direction of the hot-spot 
motion caused by these distortions; however, simulations do not 
reproduce the measured directionality of the limb brightening. 
This, again, indicates that the nonuniformity sources assumed 
in simulations do not accurately represent the actual sources.

To study the effects of large-scale asymmetry on perfor-
mance degradation of cryogenic implosions, 3-D simulations 
of cryogenic shot 77066 were performed assuming the best 
currently known sources of the asymmetry. These sources were 
quantified and include the above-mentioned laser-illumination 
nonuniformities and nonuniformities caused by the target offset 
and variation in ice-shell thickness (.4 nm and !2 nm for 
mode 1, respectively). Simulations showed the development 
of dominant mode-1 asymmetry in the implosion shell at the 
time of maximum compression. This results in bulk motions 
in the hot spot with the neutron average velocity +100 km/s in 
the direction that coincides with the direction of the mode-1 
shell asymmetry. These motions result in a directional variation 
of the hot-spot temperature that is inferred from DT neutron 
spectra. The experimental and simulated temperatures show 
good agreement for the amplitude of this variation, but not 
for directionality of the maximum and minimum tempera-
ture measurements. The large-scale asymmetries result in a 
reduction of the simulated neutron yield to 39% of that of 1-D 
ASTER simulations, whereas the experimental yield shows 
23% of the yield of LILAC simulations—a factor-of-about-2 
overperformance in the simulation yields. This disagreement 
of the hot-spot temperature asymmetry in experiment and 
simulations suggests that it can be caused by an inaccuracy of 
the nonuniformity sources assumed in simulations.

Three-dimensional ASTER simulations of room-tempera-
ture and cryogenic OMEGA implosions show that large-scale 
asymmetries of the magnitudes observed in experiments 
can explain the measured performance degradation in mid- 
and high-adiabat implosions. Achieving better agreements 
between experiments and simulations will require a substan-
tial improvement in the measurements of actual on-target 
nonuniformity sources that are assumed in simulations. In 
particular, current simulations assuming measured sources 
do not accurately reproduce directionality of low-mode per-
turbations (from modes 1 to 3), which limits the prediction 
capabilities of 3-D simulations.

A technique to correct the measured implosion shell 
asymmetry by modifying the power distribution of OMEGA 
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laser beams is under development. This technique uses a 3-D 
reconstruction of the shape of implosion shells with the help 
of self-emission x-ray radiography applied in several (three or 
more) viewing directions. Modifications of the beam-power 
distribution, which are based on ASTER predictions, will mini-
mize the shell asymmetry and improve implosion performance.

The present study ignored the possibility that large-scale 
asymmetries in implosion shells can be affected by small-
scale perturbations (with  L 50) through mode coupling at 
the nonlinear stages of perturbation growth. The importance 
of this effect is unknown and will be studied in future works.
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Introduction
As one of the most-abundant elements on Earth, silicon is 
important to many different fields ranging from the semicon-
ductor industry,1 geophysics,2 photovoltaics,3 planetary and 
astrophysics,4–6 to inertial confinement fusion (ICF) physics 
studies.7–9 For ICF applications, silicon has been used as a 
dopant to ablators in indirect-drive ICF target designs.10 It has 
also been applied to mitigate laser-imprint effects11,12 and the 
two-plasmon–decay instability13,14 for multilayer target designs 
in direct-drive ICF implosions.15 For these high-energy-density 
(HED) applications, it is essential to know the properties of 
silicon under extreme conditions. The equation of state (EOS) 
of silicon is one of such intrinsic properties that are crucial 
to both ICF and geophysics applications since it is needed for 
hydrodynamic simulations of ICF implosions and for under-
standing the geophysics of the earth’s outer core.2

The EOS studies of silicon under megabar (Mbar) pressures 
began in the 1960s (Ref. 16) using explosive drive. The prin-
cipal Hugoniot measurements of silicon were continued in the 
1970s and 1980s by different groups.17,18 Many surprises were 
found in our understanding of the behavior of shocks in silicon. 
For instance, the elastic behavior of shocks was observed in 
silicon even at Mbar pressures.19 Namely, the lattice reduction 
related to shock compression may occur only along the shock-
propagation direction, instead of hydrostatical lattice-shrinking 
in all three dimensions. Furthermore, the measured optical 
emission from shocked silicon was found to be much lower 
than expected, which has been hypothesized to be caused by 
the unusually long electron–ion equilibration time in shocked 
silicon.20–22 These abnormal phenomena have been observed in 
shock experiments up to +6-Mbar pressures. What might occur 
for silicon pressures >10 Mbar remains to be seen. To the best 
of our knowledge, these anomalies observed in shocked silicon 
are not fully understood. To this end, a thorough understand-
ing of silicon properties under HED conditions is necessary. 

Theoretical investigations on shock compressions of silicon 
have been performed by classical molecular-dynamics meth-
ods,23–25 quantum molecular dynamics simulations based on 

First-Principles Equation-of-State Table of Silicon and Its Effects 
on High-Energy-Density Plasma Simulations

the density functional theory (DFT),26–29 and path-integral 
Monte Carlo (PIMC) modeling.27,29 Most of these studies have 
been devoted to the moderate-pressure regime of P < 2 Mbar, 
while the two most-recent first-principles calculations27,29 
extended the Hugoniot pressures from +1 Mbar to over 
+10 Gbar for the first time. These calculations combined the 
orbital-based–DFT Kohn–Sham molecular-dynamics (KSMD) 
method, the orbital-free–DFT molecular-dynamics (OFMD) 
method, and the PIMC simulation. All three first-principles 
calculations are in good agreement in predicting the principal 
Hugoniot of silicon, which was found to be +20% softer than 
both the extensively used SESAME-EOS model30 (Table 3810) 
and the quotidian equation-of-state (QEOS) model.31 The 
predicted softening of silicon should have important implica-
tions for HED simulations of silicon plasmas. However, those 
calculations are concerned with only the plasma conditions 
along the principal Hugoniot. To study how such a softening 
behavior of silicon affects HED plasma simulations, we must 
expand our first-principles calculations to cover a wide range 
of off-Hugoniot plasma conditions.

In this article, we calculated the EOS for a wide range of 
silicon plasma conditions by using DFT-based molecular-
dynamics simulations. To be specific, we have sampled silicon 
densities from t = 0.001 g/cm3 to t = 500 g/cm3 and tempera-
tures from T = 2000 K to T = 108 K. Based on these ab-initio 
calculations, we have built a first-principles equation-of-state 
(FPEOS) table of silicon for ICF and HED applications. For 
off-Hugoniot conditions, we have investigated the differences 
in pressure and internal energy between FPEOS and SESAME 
EOS. Implementing the FPEOS table of silicon into the one-
dimensional (1-D) hydrocode LILAC32 and two-dimensional 
(2-D) hydrocode DRACO, we have tested its effects on HED 
plasma simulations of ICF implosions using a Si ablator. Com-
parisons with traditional SESAME-EOS simulations illustrated 
the need for more-accurate EOS tables to precisely design ICF 
and HED experiments. 

The following sections: (1) describe the details of our first-
principles calculations; (2) compare the FPEOS and SESAME 
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EOS for different isochoric plasma conditions (for complete-
ness, the principal Hugoniot comparison is included, even 
though it has been reported elsewhere29); (3) present the effects 
of the FPEOS table on HED plasmas through LILAC simula-
tions of ICF implosions using a silicon layer as the ablator; and 
(4) present our conclusions. 

Molecular-Dynamics Simulations 
Based on the Density Functional Theory

First-principles methods, such as DFT-based quantum 
molecular dynamics (QMD),33–36 path-integral Monte Carlo,37 
and quantum Monte Carlo (QMC),38,39 have been developed 
over the past decades to understand the properties of materi-
als under extreme conditions. Two different versions of QMD 
have been implemented by the condensed-matter and HED 
physics communities. One uses the orbital-based Kohn–Sham 
formalism40 with the finite-temperature density functional 
theory, in conjunction with the molecular-dynamics method for 
ion motion. The other is the orbital-free molecular-dynamics 
method,41 which is based on the original DFT idea that the free 
energy of a many-electron system can be written  as a function 
solely depending on the electron density. For most cases, the 
KSMD method has been proven to be an accurate and efficient 
method for calculating material properties under high com-
pression at temperatures generally below the electron Fermi 
temperature TF. It becomes impractical for high-temperature 
(T > TF) simulations because thermal excitation of electrons 
requires a large number of orbitals for convergence. The OFMD 
method is a natural extension of the KSMD method for high-
T material simulations, even though it is not as accurate as 
KSMD. Nevertheless, the pressure difference between KSMD 
and OFMD calculations is still within +1% in the overlapping 
regime of T + TF (valid for both methods), which is acceptable 
for general ICF/HED applications.

We have used the Vienna ab initio Simulation Package 
(VASP)42–44 for KSMD simulations, in which electrons are 
treated quantum mechanically with a plane-wave finite-temper-
ature DFT description. The electrons and ions of the material 
are in thermodynamic equilibrium with equal temperature 
(Te = Ti). The electron–ion Coulomb interaction is represented 
by a projector augmented-wave (PAW) pseudopotential with 
“frozen” 1s-core electrons. The electron exchange-correlation 
potential is described by the generalized-gradient approxi-
mation (GGA) with the Perdew–Burke–Ernzerhof (PBE) 
functional.45 Under the Born–Oppenheimer approximation, 
the self-consistent electron density is first determined for an 
ion configuration. Then, the classical ions are moved by the 
combined electronic and ionic forces, using Newton’s equation. 

This molecular-dynamics procedure is repeated for thousands 
of time steps from which the thermodynamic EOS quantities 
such as pressure and internal energy can be directly calculated. 

In our KSMD simulations, we have employed the C point 
(k = 0) sampling of the Brillouin zone. We used either 32 or 
64 Si atoms (depending on density) in a cubic cell with a peri-
odic boundary condition. The cubic cell size is determined 
from the mass density. The PAW potential of Si included 
12 active electrons; the plane-wave cutoff energy was set to 
2000 eV. In all KSMD simulations, a sufficient number of 
bands (varying from 500 to 4100) were included such that the 
occupation of the highest band was less than 10–5. The time 
step varied from dt = 1.5 fs to dt = 0.085 fs, respectively, for 
the lowest and highest densities (tmin = 0.1 g/cm3 and tmax = 
50 g/cm3). Good convergence was obtained for these parameter 
sets. The sampled temperature points varied from T = 2000 K 
to a maximum temperature of T = 500,000 K. Outside these 
density and temperature ranges, we switched to the OFMD 
calculations since the 1s-core electrons must be included in 
the EOS calculations.

The OFMD method41 originated from the true spirit of the 
Hohenberg–Kohn theorem,46 i.e., the free energy of an elec-
tron–ion system at any ion configuration can be written as a 
function of the electron density. The kinetic energy of the elec-
trons is currently represented by the Thomas–Fermi functional 
plus the von Weizsäcker correction that takes into account the 
gradient of electron density. These terms were obtained from 
the semiclassical expansion of the partition function up to the 
first order. In OFMD simulations, all electrons, both bound and 
free, are treated equally. The divergence of the electron-nucleus 
potential is regularized for each thermodynamic condition 
through a similar procedure of generating the norm-conserving 
pseudopotential as the PAW treatment. The cutoff radius is 
chosen to be less than 10% of the Wigner–Seitz radius to avoid 
an overlap of regularized ion spheres. The exchange-correlation 
function is expressed in the local density approximation of 
Perdew and Zunger.47

At each time step of an OFMD simulation, the electron 
free energy for an ionic configuration is first minimized in 
terms of the local electron density. Then, the classical ions are 
moved by the combined electronic and ionic forces, the same 
as in the KSMD procedure. In our OFMD simulations of sili-
con plasmas, we used 128 atoms in a cubic cell with periodic 
boundary conditions. The time step varied from dt = 0.144 fs 
to dt = 6 # 10–5 fs, respectively, for the lowest-density/lowest-
temperature (t = 0.001 g/cm3 and T = 125,000 K) point and 
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the highest-density/highest-temperature (t = 500 g/cm3 and 
T = 108 K) point. Finally, the thermodynamic EOS quantities 
were statistically evaluated from the molecular-dynamics (MD) 
propagation of the system (5000 to 100,000 steps, depending 
on the density). 

For each isochoric curve, we examined the EOS quantities 
for the overlapping temperature points between the KSMD and 
OFMD calculations. We made the transition from KSMD to 
OFMD at the temperature point where their differences were 
the smallest (within +1%). Carrying out these calculations for 
a wide range of silicon plasma conditions, we obtained both 
pressure and internal energies for all the sampled density and 
temperature points (t = 0.001 to 500 g/cm3 and T = 2000 to 
108 K). As an example, in Fig. 149.14 we plot the total pressures 
as a function of the silicon plasma temperature for each of the 
sampled isochoric curves.
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Figure 149.14
Silicon pressure as a function of temperature for all densities (t = 0.001 to 
500 g/cm3) scanned by our first-principles (KSMD + OFMD) calculations.

Comparison Between FPEOS and SESAME EOS
From the FPEOS table, we can derive the principal Hugo-

niot curve for silicon shocks by using the Rankine–Hugoniot 
equation. The initial state is chosen to be solid silicon (t0 = 
2.329 g/cm3) in its diamond phase at ambient pressure (P0 = 
1 bar). We compare the FPEOS Hugoniot with the one derived 
from the extensively used SESAME-EOS model (SESAME 
3810 table) in Fig. 149.15(a), in which the Hugoniot pressure 
spanning more than five orders of magnitude is plotted as a 
function of the shock density. The SESAME-EOS model was 
based on the chemical picture of matter, meaning that the total 
free energy can be decomposed into the cold curve, the ionic 
excitation, and the electron thermal excitation. It was typically 
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Figure 149.15
(a) The shock Hugoniot of silicon predicted by FPEOS (solid blue line) is 
compared to the EOS-model SESAME 3810 (dashed red line), a recent KSMD 
study (dashed green line),28 and available experiments (various symbols) by 
Pavlovskii et al.,16 Gust and Royce,17 and Goto et al.18 (b) A comparison of 
heat capacity calculated from FPEOS and SESAME 3810 along the principal 
Hugoniot. Diamond-phase silicon (t0 = 2.329 g/cm3) is chosen as the initial 
state for the Hugoniot calculations.

constructed (constrained) by the best-available experimental 
data (typically limited). Specifically, for SESAME 3810 (Si) 
constructed in 1997, the EOS below the solid–liquid phase 
transition was based on experimental Hugoniot data.16–18 
For conditions above the liquid phase transition, the EOS was 
constructed such that the shock Hugoniot was “similar” to 
germanium (SESAME 3950) up to 4.4 Mbar. The ion thermal 
contribution is based on a Debye model with a correction for 
the liquid’s specific heat beyond the melt temperature.48 The 
correction also ensures that in the high-temperature limit, the 
proper model (ideal gas) that is recovered will give a shock 
Hugoniot compression ratio t/t0 = 4. The Hugoniot compari-
son in Fig. 149.15(a) indicates that under shock compression, 
silicon is much softer than predicts by the traditional chemical 
picture of materials.29 For example, at a constant pressure of 
+20 Mbar, the SESAME 3810 table predicts a shock density 
of t - 6.3 g/cm3, while the FPEOS table gives a much-higher 
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shock density of t - 7.7 g/cm3. Namely, the FPEOS table 
predicts that silicon under 10- to 1000-Mbar pressures is 
+20% softer than SESAME 3810. For the same shock density 
at t = 8 g/cm3, the SESAME 3810 model predicts a shock pres-
sure of P - 73.4 Mbar, which is more than 3# higher than the 
FPEOS case (P - 24 Mbar). Figure 149.15(a) indicates that 
the maximum compression (t/t0) changes from the SESAME-
predicted value of +4.6 to 5.0 in FPEOS. Finally, in the same 
figure, we have plotted the existing experimental data,16–18 
which are represented by the different symbols. These Hugoniot 
data were obtained from explosively driven shock experiments. 
To the best of our knowledge, no published data exist for laser-
shock Hugoniot measurements in pressures above 10 Mbar. The 
opacity of Si for most velocity interferometer system for any 
reflector (VISAR) laser wavelengths49 is one of the hurdles 
for accurate shock measurements in silicon. Nevertheless, it 
is shown in Fig. 149.15 that the explosively driven shock data 
up to +2 Mbar agree well with our calculations, which seems 
also to indicate the softening of silicon under compression. 
It is noted that at the measured highest shock density of t = 
4.6 g/cm3, the SESAME-EOS–predicted pressure is at least 2# 
higher than the experimental value of P - 2 Mbar. 

To further examine the properties of shocked silicon, we 
have calculated the heat capacity Cv along its principal Hugo-
niot. Because Cv is a measure of the energy change with respect 
to temperature at a fixed volume, it can give some indication of 
how rapidly the entropy is increasing with temperature in a sili-
con shock. The obtained Cv results are plotted in Fig. 149.15(b) 
as a function of the Hugoniot density for both SESAME 3810 
(dashed red line) and FPEOS (solid blue line). In Fig. 149.15(b), 
we also plot three horizontal lines to indicate the expected heat 
capacities for ideal-gas plasmas of three different ionization 
stages of Si4+, Si12+, and Si14+, respectively. For instance, the 
lowest dashed black line represents the ideal-gas plasma that 
includes only Si4+ and free electrons without any interactions. 
Since the electron ionization process acts like a “heat sink” for 
the system, one expects the heat capacity to increase during 
the ionization of bound electrons. This is especially true for 
the innermost shell electrons because of the large energy gaps 
between the L-shell and K-shell electrons. This is exactly what 
can be seen in Fig. 149.15(b), where the FPEOS calculation 
(solid blue line) gives a peak of Cv near the peak compression 
at t - 11.5 g/cm3 [see Fig. 149.15(a)]. After the 1s-electron ion-
ization is completed, the heat capacity approaches the ideal-gas 
limit (horizontal dashed pink line) as a fully ionized Si plasma 
is formed. The SESAME 3810–predicted Cv has a similar trend, 
but the same value of Cv is reached at a smaller density. In other 
words, at the same density the FPEOS-predicted Cv is +50% 

lower than the SESAME 3810 case, meaning that less entropy 
increase is expected in FPEOS. By referring to the ideal-gas Cv, 
one can argue that the same ionization stage is first reached at 
much-lower densities in SESAME 3810 than in FPEOS. Again, 
all of these features are consistent with the higher compress-
ibility of silicon predicted by FPEOS.

Next, we compare the pressure and internal energy of 
silicon plasmas for off-Hugoniot conditions between FPEOS 
(solid blue line) and SESAME 3810 (dashed red line) in 
Figs. 149.16–149.18. Figures 149.16(a) and 149.17(a) show 
the pressure as a function of plasma temperature, respectively, 
for silicon densities of t = 5 g/cm3 and t = 10 g/cm3, while the 
internal energy comparisons are made in Figs. 149.16(b) and 
149.17(b). One sees in Fig. 149.16(a) that the SESAME pressure 
is +10% lower than FPEOS for temperatures T < 104 K, but it 
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Figure 149.16
The off-Hugoniot equation-of-state comparisons between FPEOS and 
SESAME 3810. The (a) pressures and (b) internal energies are plotted as 
functions of temperature for a silicon density of t = 5 g/cm3.
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Figure 149.17
Same as Fig. 149.16 except for a silicon 
density of t = 10 g/cm3.
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Figure 149.18
Pressure comparisons between FPEOS 
and SESAME 3810 for higher densities of 
silicon plasmas: (a) t = 50 g/cm3 and (b) t = 
500 g/cm3.

reverses for 104 < T < 106 K with a “crossover” temperature at 
T + 104 K (+1 eV). The pressure difference between FPEOS 
and SESAME 3810 reaches a maximum of +50% in the warm 
dense regime (T + 105 K) at this density (t = 5 g/cm3). This 
is the regime in which both electron degeneracy and strong 
ion–ion coupling play significant roles in determining the 
EOS. The internal energy comparison in Fig. 149.16(b) shows 
a similar trend, although the difference is only +20%. For high 
temperatures of T > 106 K, both FPEOS and SESAME 3810 
are in good agreement with each other as the two EOS tables 
correctly approach the ideal gas limit. Figure 149.17 shows 
similar EOS comparisons for t = 10 g/cm3. At this higher 
density note that the crossover temperature now moves to near 

+105 K (+10 eV), and the maximum difference in pressure 
between FPEOS and SESAME 3810 reduces to +20%. The 
difference in internal energy in Fig. 149.17(b) is also reduced 
when compared to Fig. 149.16(b).

Finally, we explore two other isochores at high densities of 
t = 50 g/cm3 and t = 500 g/cm3, respectively, in Figs. 149.18(a) 
and 149.18(b). Again, the two panels compare the pressures 
of FPEOS with SESAME 3810 at various temperatures. Fig-
ure 149.18(b) indicates that both FPEOS and SESAME 3810 are 
very close to each other at this high density of t = 500 g/cm3, 
even though SESAME 3810 gives a slightly higher pressure over 
the entire temperature range (no more crossover is seen between 
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the two EOS’s). Both EOS tables are in better agreement with 
each other in this electron-degeneracy–dominated regime. For 
the intermediate density of t = 50 g/cm3, Fig. 149.18(a) still 
shows a trend similar to the one seen in Figs. 149.16 and 149.17. 
Namely, the SESAME 3810 model still underestimates the pres-
sure for the low-T regime (T < 106 K). With these large EOS 
differences identified in both on-Hugoniot and off-Hugoniot 
warm-dense-plasma conditions, we expect to see significant 
effects on HED plasma simulations between using the newly 
established FPEOS and using the SESAME 3810 for silicon.

EOS Effects on HED Plasma Simulations Involving Silicon
To examine the EOS effects on HED plasma simulations, 

we have implemented our FPEOS table of silicon into our 
radiation–hydrodynamics codes LILAC and DRACO. We 
have extrapolated our EOS results for temperatures outside 
our calculation range (2000 K to 108 K). With the implemen-
tation of the FPEOS table, we can investigate its effects on 
HED simulations involving silicon plasmas. Since in an ICF 
implosion the capsule generally undergoes a path sweeping 
through many different density and temperature conditions, 
integrated ICF implosion simulations would be more suitable 
for examining EOS effects. As an example, we consider a 
NIF (National Ignition Facility)-type direct-drive implosion 
with the target and pulse shape shown in Fig. 149.19. The z = 
2.4-mm capsule is made of a 40-nm Si layer filled with 3 atm 
of deuterium–tritium (DT) gas. The step laser pulse has a total 
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The laser pulse shape and target dimensions for implosion simulations to 
test the silicon EOS effects. The capsule consists of a 40-nm-thick silicon 
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Figure 149.20
Comparisons of density and electron temperature profiles predicted by the 
two LILAC simulations using FPEOS (solid blue lines) and SESAME 3810 
(dashed red lines) EOS models. The snapshot was taken at t = 0.9 ns, when 
the first shock was still propagating in the silicon layer. 

energy of 800 kJ, with a duration of 8 ns. Figures 149.20–149.23 
show the LILAC simulation results using either FPEOS (solid 
blue line) or SESAME 3810 (dashed red line) for silicon. Both 
simulations used the same nonlocal thermal-transport model50 
and inverse-bremsstrahlung absorption with cross-beam energy 
transfer modeling.51 For DT gas, the two simulations used the 
same FPEOS table52,53 and the same first-principles opacity 
table54 of DT, so that the EOS tests solely focused on the silicon 
ablator layer. In Fig. 149.20, we plot the density and temperature 
profile snapshot at t = 0.9 ns as a function of target radius for 
the two simulations. At this time, the shock is still propagating 
inside the Si layer (the shock front is located at R + 1180 nm). 
Figure 149.20 indicates that (1) the shock density in FPEOS is 
+20% higher than the SESAME simulation and (2) the shock 
in the SESAME simulation is ahead of the FPEOS case, giv-
ing a shock-speed difference of +10%. These features can be 
understood by considering the softening of silicon shock in 
FPEOS (see Fig. 149.15). Namely, the identical laser drive 
gives the same ablation pressure in the two simulations; for 
the same shock pressure (Ps), the FPEOS simulation will give 
+20%-higher shock density (ts) as the Hugoniot curve seen 
in Fig. 149.15(a). Since the shock speed depends on the shock 
density through ,V P 10 0s s s-t t t=  one can see that 
for the same Ps, the +20%-higher shock density in FPEOS 
will give an +10%-smaller shock speed than the SESAME 
case. Figure 149.20 also indicates that the shock temperature 
is +20% higher in FPEOS.
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Figure 149.21
Same as Fig. 149.20 but for different implosion 
times: (a) t = 5.4 ns (in flight of the imploding shell) 
and (b) t = 7.9 ns (the end of shell acceleration).
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Figure 149.22
Comparisons of density and ion temperature profiles predicted by the two 
LILAC simulations using FPEOS (solid blue lines) and SESAME 3810 (dashed 
red line) EOS models. Peak neutron production is at t + 9.0 ns.

As the implosion proceeds, Fig. 149.21 shows the density 
and temperature profiles during the in-flight stage of t = 5.4 ns 
[Fig. 149.21(a)] and at the end of acceleration of t = 7.9 ns 
[Fig. 149.21(b)]. One sees from Fig. 149.21 that the peak density 
of the shell from the FPEOS simulation is always +20% higher 
than the SESAME 3810 case. This can be attributed to the 
greater compressibility of silicon predicted by FPEOS. Except 
for the difference in peak density, the two simulations give very 
similar density and temperature profiles for the imploding shell. 
Some difference in the back surface of the shell appears only at 
the end of the acceleration phase, as indicated by Fig. 149.21(b). 
Note that the coronal plasma conditions are also very similar 

Figure 149.23
Comparisons of (a) the areal density tR and (b) the total neutron yield as 
functions of time for the two LILAC simulations using FPEOS (solid blue 
lines) and SESAME 3810 (dashed red line) EOS models.
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in the two cases, as the EOS difference becomes very small at 
high temperatures of T > 106 K. Figure 149.21 also shows an 
interesting double-ablation-front feature, which can develop 
in such mid-Z–ablator implosions55 because of the significant 
radiation preheat from coronal emissions. The +20% difference 
in peak density in the two simulations can have significant con-
sequences when the imploding shell stagnates. Figure 149.22 
displays the situation at the time of peak neutron production 
(near peak compression). Again, the figure shows the density 
and ion temperature as functions of the target radius. The 
maximum density reached in the FPEOS simulation is tp = 
271.9 g/cm3, in contrast to the SESAME 3810–predicted tp = 
185.5 g/cm3. The Si shell is converged slightly more in FPEOS 
than SESAME, resulting in a somewhat different hot-spot 
radius (Rhs = 30.5 nm versus Rhs = 33.6 nm). Consequently, 
the maximum ion temperature is increased from Ti - 3.07 keV 
(SESAME) to Ti - 3.45 keV (FPEOS). 

Finally, we plot the history of the compression areal density 
(tR) and neutron yield, respectively, in Figs. 149.23(a) and 
149.23(b) for the two implosion simulations. One sees from 
Fig. 149.23(a) that the peak areal density reaches a value of 
tR = 1.38 g/cm2 in FPEOS, which is +30% higher than the 
SESAME simulation. The total neutron yield predicted by 
FPEOS, shown by Fig. 149.23(b), is increased by more than 
+70% with respect to the SESAME case [Y = 5.0 # 1014 (FPEOS) 
versus Y = 2.9 # 1014 (SESAME)]. As a result, the EOS differ-
ence can have significant consequences on predicting the 1-D 
target performance. This illustrates the importance of having 
a more-accurate EOS table to the 1-D hydrodynamic designs 
of ICF/HED experiments. 

Conclusion
We have applied DFT-based molecular-dynamics simula-

tion methods to investigate the EOS of silicon, spanning a 
wide range of plasma conditions from t = 0.001 to 500 g/cm3 
and T = 2000 to 108 K. The resulting pressures and internal 
energies have been assembled into a first-principles equation-
of-state table, which is studied in detail by comparing it with 
the extensively used SESAME 3810 table of silicon. We found 
that the shock Hugoniot of silicon is +20% softer in FPEOS 
than SESAME 3810. For off-Hugoniot warm-dense-plasma 
conditions, the pressure difference can reach +50% between 
FPEOS and SESAME 3810, while the internal energy differ-
ence is within +20%. After implementing the FPEOS table of 
silicon into our 1-D radiation–hydrodynamics code LILAC, we 
tested its effects on HED plasma simulation by carrying out 
hydro-simulations of an ICF implosion with a Si shell using 

either FPEOS or SESAME 3810. The simulation results showed 
(a) the FPEOS-predicted shock density is +20% higher than 
the SESAME 3810 case (accordingly, the shock speed is +10% 
lower in the former case); (b) the peak density of the implod-
ing Si shell is +20% larger in FPEOS than in SESAME; (c) the 
maximum density at peak compression is higher by +40%; 
and (d) the final areal density and yield predicted by FPEOS 
are respectively higher by +30% and +70%, with respect to 
the SESAME simulation. The observed differences in target 
performance can be attributed to the different compressibility 
of silicon predicted by FPEOS. These studies illustrate the 
importance of having a more-accurate EOS table in order 
to precisely design ICF/HED experiments. Hopefully these 
results will facilitate shock-wave experiments in the untested 
high-pressure (>10-Mbar) regime.
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In direct-drive inertial confinement fusion (ICF) ignition 
designs, a cryogenic deuterium–tritium (DT) shell surrounding 
a vapor and encased in a thin ablator (<10 nm) is symmetrically 
heated with nominally identical laser beams. In most designs, 
laser ablation launches single or multiple shocks through the 
converging shell and into the vapor region. The shock-transit 
stage of the implosion is followed by a deceleration phase, 
where the kinetic energy of the converging shell is converted 
to the internal energy of the hot spot. Thermonuclear fusion 
reactions are initiated in both the shock phase and the compres-
sion phase once sufficiently high temperatures and densities are 
reached. To achieve conditions relevant for ignition implosion 
designs, the hot-spot size must exceed the mean free path of 
fusing ions and the mean free path of the alpha particles.

Previous experiments on OMEGA have reported anomalous 
Y YDT DD values (different by as much as a factor of 4) with 
the measured pre-shot fuel composition and experimentally 
inferred ion temperatures in room-temperature implosions.1 
Several studies suggest that species separation of the hydrogen 
isotope resulting from multifluid effects2,3 is likely responsible 
for the observed discrepancies in the yield ratios. These classes 
of implosions—for example, exploding pushers that use thin 
glass (+3-nm SiO2) or thin CH (<16-nm) shells—are, however, 
characterized by fusion reactions that occur predominantly 
during the shock phase at very high temperatures ($10 keV) 

and relatively low densities (#10 mg/cm3). The mean free path 
for 90° deflection is given by T Z Z2 2 2

ii i i+m t (Ref. 4) for ions 
of charge Zi, average ion temperature Ti, ion charge Z, and 
density t. Conditions during the shock phase result in large 
mean-free-path lengths of the ions relative to the size of the 
fusing-plasma region (see Table 149.II). These conditions are 
also typical of ignition-relevant direct-drive cryogenic implo-
sions5 during the shock phase; however, cryogenic targets differ 
from exploding-pusher targets in two respects: First, most of 
the neutron yield in a cryogenic implosion occurs later in the 
implosion, during the compression phase, when the kinetic 
energy is converted to the internal energy of the hot spot. 
Simulations using the spherically symmetric hydrodynamics 
code LILAC6 indicate that nearly 99% of the yield occurs in 
this compression phase. Second, compression yields occur at 
significantly higher densities ($20 g/cm3) and lower tempera-
tures (+3 keV), leading to mean free paths of thermal ions that 
are much shorter than the hot-spot size. Nonlocal transport of 
energetic ions is therefore not expected to significantly influ-
ence yields during compression. Evidence of fuel species sepa-
ration that persists into the compression phase would suggest a 
reduction in the number of alpha particles produced from the 
dominant D–T fusion reactions. In ignition-scalable cryogenic 
implosions described in this article, however, measurements 
give the first evidence that species separation does not persist 
from the shock phase and has an insignificant influence on 

First Measurements of Deuterium–Tritium and Deuterium–
Deuterium Fusion-Reaction Yields in Ignition-Scalable 

Direct-Drive Implosions

Table 149.II: Calculated implosion parameters for various plasma conditions ranging from a highly kinetic 
exploding pusher (in the shock phase in the vapor) to a strongly hydrodynamic-like plasma regime 
(cold-fuel layer in the shock or compression phase).

Implosion Type t (g/cm3) Ti (keV) mii (nm) Rshell (nm)

Exploding pusher:

Shock phase 0.03 10 400 100

Cryogenic implosions:

Shock phase: vapor 0.1 8 80 100

Shock phase: cold-fuel layer 6.0 0.02 0.0002 DRshell + 10

Compression phase 20.0 3 0.08 25
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the yield ratio into the compression phase in direct-drive D–T 
cryogenic implosions consisting of a near-equimolar mixture 
of deuterium and tritium.7

Direct-drive ICF targets consisting of a deuterated plastic 
(ablator) shell with a 460-nm outer radius are imploded at an 
ignition-scalable, on-target laser intensity with a laser energy 
of +25 kJ (Ref. 8). The implosion velocity (Vimp, defined as 
the velocity of the compressing shell when the kinetic energy 
of the shell is at a maximum) ranged from 3.5 # 107 cm/s to 
4 # 107 cm/s and the adiabat (a, defined as the ratio of the 
pressure to the Thomas–Fermi pressure at maximum shell 
density) ranged from 2.4 to 5. The average ion temperature Ti 
in this class of implosions is varied by adjusting the implosion 
velocity, ,T V .1 1

i imp+  which, in turn, is governed by the thick-
ness of the cryogenic DT layers or the CH (CD) ablator. The 
capsule is filled by a permeation technique at a temperature 
of 300 K, where increasing pressure is applied to the outside 
of the shell, allowing the gas to diffuse inside. Fill rates for a 
typical cryogenic target are carefully controlled by holding the 
pressure ramp rate at +1 atm/min to ensure the integrity of the 
shell is not compromised.9 At the final fill pressure (between 
400 and 800 atm) depending on the desired ice thickness, the 
capsule is cooled to a few mK below the triple point (+19.8 K), 
producing a DT ice layer ranging from 40 to 90 nm in thick-
ness. The primary nuclear-fusion reactions examined in this 
study are given by

 ( . ),3 27D D He n MeV3"+ + +  (1)

 ( . ) .17 6D T He n MeV4"+ + +  (2)

The neutron yields are measured using the time-of-flight (nTOF) 
diagnostics positioned around the OMEGA target chamber. The 
fusion yield is given by 
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where fT and fD are the atomic fractions of the reactants, 
t  is the fuel-mass density, GvvH is the Maxwellian-averaged 
reactivity for the D–T or D–D fusion reaction (which scales 
as T .3 7

i+  for the D–T reaction and T .3 3
i+  for the D–D reaction 

for the typical temperatures in OMEGA implosions), Ti is the 
average ion temperature, m is the average reactant mass, and 
dDD = 1 for DD and 0 for DT to account for double counting 
of the identical D–D reaction.

The primary D–T yields observed in cryogenic experiments 
are always lower relative to radiation–hydrodynamics codes 
that assume spherical symmetry and include the deposition of 
the laser energy through collisional absorption and account for 
laser–plasma interactions such as cross-beam energy transfer 
(CBET).10 These codes include nonlocal heat conduction10 
and multigroup diffusive radiative transport.11 Several multi-
dimensional effects that reduce the overall yield relative to these 
state-of-the-art spherically symmetric fluid codes have been 
proposed, including nonuniformity growth caused by beam-
to-beam energy imbalance,12 on-target beam misalignment,13 
single-laser-beam nonuniformity,13 and isolated defects on 
the target14 that potentially reduce Ti and/or fuel density. All 
these mechanisms include only hydrodynamic effects and do 
not exhibit yield ratio anomalies. More recently, an extension 
to fluid codes has been proposed. Calculations that include 
plasma barotropic diffusion,15,16 where hydrogen isotope 
species separation occurs during the shock phase into the hot 
spot because gradients in pressure and temperature, have been 
shown to influence the D–T and D–D fusion yields differently. 
Two phases of an ICF implosion have been analyzed using this 
model: the shock phase (when the shock is moving through the 
vapor toward the center of the capsule) followed by the rebound 
phase (outward-going shock). It was reported that during the 
shock phase, up to 5% of the deuterium can leave the fuel volume 
for an equimolar mixture of deuterium and tritium. During the 
subsequent shock-rebound phase, the barotropic diffusion rate 
decreases to zero and the ability for fuel to leave the volume is 
significantly reduced if not eliminated. Since the D–D fusion 
and D–T fusion reactivity are well-known17 and the composi-
tion of the fuel is measured prior to the implosion, the ratio of 
the neutron yields Y YDT DD` j from these reactions should fol-
low a calculable trend with the measured ion temperature with 
the exclusion of diffusive effects. Table 149.II summarizes the 
mass-fuel density (t) and the key implosion parameters to cal-
culate the ion–ion mean free path (mii) for the plasma conditions 
across the class of implosions discussed earlier in this article. 
The radius of the shell (Rshell) is calculated from simulations 
for the different phases of the implosion.

As shown in Table 149.II, the mean free path during the 
shock phase for the ions at the relevant average ion temperature 
approaches the radius of the shell. At this time, however, the 
vapor region is surrounded by a relatively cold (+20-eV) and 
highly dense DT-fuel layer. The energetic and thermal ions that 
escape the vapor phase do not leave the target and instead are 
stopped in the cold dense DT shell. At peak neutron produc-
tion, the mean free path is several orders of magnitude smaller 
(+10–2) than the boundary of the cold-fuel shell.
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Cryogenic implosions are additionally different from shock-
driven implosions that have been studied previously since the 
shell material is also made of DT fuel. When the shell deceler-
ates in the compression stage of any ICF implosion, the cold 
fuel ablates into the hot spot. Simulations using the code LILAC 
indicate that, in the case of cryogenic layered DT implosions, 
nearly 5# the mass of the original vapor6 is injected into the hot 
spot through the ablation process, which is the primary source 
of the fusion neutrons during compression. Therefore, it would 
be expected that the ions that are stopped in the cold-fuel shell 
would be restored into the hot core during the compression 
phase, compensating for any loss of particles that may have 
occurred earlier in the implosion.

For this analysis, the yields (YDT and YDD) for the different 
reactions are measured along the same diagnostic line of sight 
using the 13.4-m high-resolution nTOF spectrometer.18 This 
diagnostic uses several microchannel-plate–based phototubes 
to increase the dynamic range required to measure the primary 
DT and DD signal in a single line of sight. The yield is inferred 
by fitting the recorded signal with a forward-fit approach using 
a relativistic model of the neutron distribution.19 Cross-calibra-
tion of the neutron diagnostics with standard measurements on 
OMEGA give an uncertainty in the D–T and D–D yields of 
5% and 9%, respectively.20,21 In ignition-scalable implosions, 
the neutron yield is attenuated by the compressed fuel at peak 
neutron production (see Table 149.II). To recover the fusion 
birth yield, a correction to the measured yields must be included 
as a function of the areal density from the compressed fuel. 
The elastic scattering is proportional to the areal density of the 
implosion, which is inferred from separate measurements.22 
The transmission factors (hDT and hDD) for the neutrons from 
the two fusion reactions are calculated using the well-known 
total scattering cross sections and the measured areal density. 
Typical values of these transmission factors for an areal density 
of 220 mg/cm2 are 4% and 10% for the DT and DD neutrons, 
respectively. With the areal densities achieved on OMEGA, 
multiple scattering can be neglected, thereby providing an 
ideal platform to study the effects of fuel-species separation 
in ignition-scalable implosions. By adding the uncertainty of 
the D–T and D–D yields, the attenuation of the yield from the 
compressed fuel and the reaction rate for both of the primary 
reactions in quadrature, an error of 10% for the Y YDT DD ratio 
can be inferred. 

As indicated earlier, it is important to know the ion tem-
perature in the implosion and the fuel composition. The energy 
spread of the primary neutron distribution provides a good 
measure of the ion temperature characteristics of peak neutron 

production. If mass flow within the reaction region is present, 
this effect can lead to a broadening of peak distribution and 
an incorrect interpretation of ion temperature.23 On OMEGA, 
several nTOF detectors measure the width of the DT neutron 
spectrum temperature from various lines of sight around the 
target chamber.24 The ion temperature inferred from the width 
of the neutron spectrum in ignition-scalable implosions can 
vary up to +1 keV across the three different detectors. Simula-
tions indicate that this variation in the temperature is caused 
by bulk fluid motion of the fusing plasma.25 The uncertainty in 
the inferred ion temperature, excluding effects caused by bulk 
fluid motion, is !0.2 keV for implosions between 2 keV and 
5 keV. To minimize the effect of bulk motion, the minimum ion 
temperature will be used in this analysis as an approximation of 
the thermal temperature. It should be noted that the implosions 
that can vary up to 1 keV are only 3% of the data points. The 
remaining 2v that vary up to 0.8 keV account for 90% of the 
implosion analyzed. Using this variation in the ion temperature, 
the calculated fuel fraction has an uncertainty of less than 7%.

The observed reaction yield ratio is plotted as a function of 
the minimum ion temperature in Fig. 149.24 for each cryogenic 
shot on OMEGA (35 experimental campaigns with 120 implo-
sions taken over a period of three years). The composition of 
the DT inventory in the assay volume is periodically measured 
on OMEGA to within an accuracy of 1.5%. In this case, the 
gas used to fill the targets was taken at various stages during 
the pressurization of the fuel so that the deuterium-to-tritium 
(D:T) concentration could be calculated. Over time, the tri-
tium supply in the system gradually changes as a result of 
beta decay of the hydrogen isotope. Figure 149.24 also shows 
the calculated ratios using the measured fuel fraction and the 
minimum ion temperature. The measured ratios show good 
agreement with the calculated ratios expected from the DT 
inventory and experimentally inferred ion temperatures. It 
should be noted that while the accuracy of the fuel composi-
tion in the both the assay volume and the pressurized system 
are well understood, an extrapolation of the fuel fraction is 
required of the gas composition during the fill process in 
the permeation cell that is used to fill cryogenic capsules. A 
project is underway to better characterize the fuel composi-
tion of the gas as it is sent into the permeation cell used to 
fill the capsules. Presently, this effect is known to change the 
composition between 3% and 5%. The calculated reaction 
yield ratios follow the form Y Y T2 .0 4

DT DD i+  f fT D` j using 
the assumption that hydrodynamic models of an ICF implo-
sion predict that the reactant density ratio f fT D` j is spatially 
and temporally constant during all phases. This indicates that 
additional effects that change this ratio or the volume over 
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which each of the D–T and D–D reactions are produced do 
not significantly influence yields from the hot-spot stagnation. 
Pre-shot fuel fractions are measured during each fill process 
for every campaign. Variations in the yield ratio measurements 
resulting from the fuel composition are reflected in Fig. 149.24 
with the solid and dashed lines representing the initial and final 

measurement, respectively, before the inventory underwent a 
scheduled refinement.

The measured D–T and D–D yield ratios and the ion temper-
ature are used to instead infer a fuel fraction ( fD and fT) for each 
of these shots. The measured fuel fraction is compared against 
values inferred from nuclear measurements in Fig. 149.25. The 
average of the ratio of the inferred fuel fraction from the nuclear 
measurement over the composition obtained from the perme-
ation cell is 1.07 with a standard deviation of 0.09. Although 
error on the mean is small with 1% for 120 implosions used 
for this study, given the 10% systematic error on the Y YDT DD 
ratio, both measurements of the fuel fractions are consistent 
within the experimental uncertainties.
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Figure 149.25
The measured fuel fraction determined at the fill station (assay measurement) 
is compared with the values inferred from the nuclear measurements over a 
three-year period. The changes in the fuel fraction used to fill the targets is 
clearly visible between .f f 0 58D D+  and .f f 1D D+  A single campaign 
with four implosions had a fill fraction of . .f f 1 28T D+

In summary, nuclear measurements of the D–T to D–D yield 
ratio from OMEGA cryogenic implosions scale predictably 
with the known composition of the fuel and experimentally 
inferred ion temperatures with a calculated 7% systematic 
offset. These observations indicate that multifluid effects 
that may take place during the shock phase of the implosion 
(and potentially influence species profiles in the compressing 
target) do not persist into the subsequent compression phase 
of the implosion. A plausible explanation for this rests on the 
composition of the target; the shell is also DT fuel. During 
the deceleration phase of cryogenic DT implosions, the fuel 
from the inner DT wall is ablated into the hot spot. Simula-
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With each cryogenic implosion, the Y YDT DD yield ratio is plotted with the 
minimum DT neutron averaged ion temperature. The T:D fuel fraction used to 
fill the cryogenic targets varied between (a) .f f 0 58T D+  and (b)  f f 1T D+  
for the majority of the cryogenic targets. (c) A single campaign had a fill 
fraction of . .f f 1 28T D+  The solid lines represent the initial measurement 
of fuel inventory and the dashed lines show how much the fuel has changed 
over time resulting from tritium decay. The hydrogen concentration does not 
contribute to the fusion yield and is not included in this analysis. 
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tions indicate that nearly 5# the mass of the neutron-emitting 
region is from the ablation of the cold DT shell. Therefore, 
the energetic ions that may be lost because of their long mean 
free paths earlier in the implosion return to the hot spot during 
peak neutron production, leading to an unchanged fusion yield 
ratio. These observations indicate that multifluid effects have 
an insignificant influence on the yield ratio in ignition-scalable 
cryogenic implosions.

The largest contribution to the uncertainty in the yield ratio 
measurement is caused by the D–D yield. Upcoming experiments 
are designed to increase the accuracy of this measurement to 5%. 
These experiments will reduce the uncertainty in the Y YDT DD 
ratio to 7%, which, in turn, will also increase the accuracy of the 
inferred fuel fractions obtained from this measurement.

Presently, there is no measurement available of the true 
temperature of the plasma, which is very important for this 
measurement. Several projects are being considered that will 
provide a true thermal temperature that is not influenced by 
the bulk motion of the plasma.
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Generating strong shocks of up to several hundred megabars 
makes it possible (1) to explore plasma and material properties 
at the most-extreme conditions of energy density and (2) to 
develop two-step inertial confinement fusion (ICF) schemes, 
where ignition is separated from the main compression of the 
thermonuclear fuel. A promising two-step ignition scheme is 
shock ignition (SI),1–4 where ignition is triggered by a strong 
shock launched at the end of the implosion and driven by a 
pressure above +300 Mbar. Detailed reviews of the current 
status and physics issues for SI are found in Refs. 5–7. One of 
the most-critical issues is that the ignitor spike pulse requires a 
laser intensity of 5 # 1015 to 1 # 1016 W/cm2, which will excite 
parametric laser–plasma instabilities (LPI’s) in the hot plasma 
corona surrounding the imploding capsule, thereby transferring 
a significant amount of the laser energy to the hot electrons. 
Recent work8–10 demonstrated that hot electrons can enhance 
the shock pressure. It is still an open question whether they 
might preheat a SI target11 or if the benefits will prevail because 
the areal density is large enough to stop them in the shell and 
augment the shock.12,13 Another concern pertains to the energy 
coupling. The spike pulse must couple sufficient energy into 
the target in order to generate a strong-enough shock. LPI’s 
may reduce the coupling efficiency and prevent the seed shock 
pressure from reaching the required magnitude.

Measuring the pressure at these high intensities directly 
is nearly impossible, so it must be instead inferred indirectly. 
Experiments in planar geometry at the Laboratoire pour 
l’Utilisation des Lasers Intenses (LULI),14 Omega,15 and 
Prague Asterix Laser System (PALS)16 laser facilities have 
inferred ablation pressures in the range of +40 to 90 Mbar, 
which were limited by lateral heat flow from the laser spots in 
the planar geometries. The lateral transport was suppressed 
with the development of a new platform17,18 that applies spheri-
cal targets and x-ray diagnostics. It allows one to evaluate the 
pressure at shock-ignition–relevant laser intensities. The laser 
launches an inwardly propagating shock wave that converges 
at the center, heating a small volume and generating a short 
x-ray flash that is measured with a time-resolved diagnostic. 
The shock-launching conditions are inferred by constraining 

radiation–hydrodynamic simulations to the experimental 
observables. Several experiments established this scheme as a 
reliable platform using a variety of laser energies, pulse shapes, 
and target diameters.

There is a continuing interest in exploring new ablator mate-
rials in direct-drive ICF research to improve the hydrodynamic 
efficiency,19 mitigate the hot-electron production,20,21 and sup-
press the Rayleigh–Taylor instability.22–24 Recent theoretical 
work demonstrated an overall better performance with mid-Z 
ablators than plastic (CH) ablators by suppressing the thresh-
old of detrimental LPI while preserving the hydrodynamic 
stability properties.25 All of this work has been performed, 
however, at laser intensities of up to +1 # 1015 W/cm2, which 
is relevant for the standard hot-spot–ignition concept but not 
for the spike interaction in shock ignition. No work has been 
performed so far to study how the ablator material affects the 
spike interaction.

This article describes for the first time the important role 
that the ablator material plays in the interaction physics at 
shock-ignition–relevant laser intensities. We discovered that CH 
ablators produce significantly more hot electrons than the other 
materials and show that differences in the hot-electron produc-
tion influence the shock formation. Instantaneous conversion 
efficiencies (CE’s) of laser energy into hot-electron energy 
reach +13% in CH and +4% in C. According to simulations, hot 
electrons increase the effective maximum ablation pressure by 
+77% in CH and by +45% in C. This important finding sheds 
light on the LPI physics in an intensity and plasma regime that 
is insufficiently explored and might provide a path to higher-
energy-density states in direct-drive geometry.

The experiment used 60 UV (m = 351 nm) beams from 
the OMEGA laser26 with a total energy of 22 to 26 kJ that 
were focused to an overlapping beam intensity of up to +5 # 
1015 W/cm2 on the surface of a spherical solid target. The beams 
were equipped with small-spot phase plates,27 polarization 
smoothing,28 and smoothing by spectral dispersion (SSD).29 
Details on the phase-plate configuration can be found in Ref. 18. 

Observation of Enhanced Hot-Electron Production 
and Strong Shock Generation in Hydrogen-Rich Ablators
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The targets with an outer diameter of 412 to 496 nm consist 
of an inner CH core that is doped with Ti with an atomic con-
centration of 5% and an outer ablator layer with a thickness of 
20 to 46 nm of a different material [Fig. 149.26(a)]. The outer 
layer is irradiated with the laser pulse shown in Fig. 149.26(b). 
A low-power prepulse of +1-ns duration produces a plasma 
corona with which the high-power part of the pulse interacts to 
generate the shock and the hot electrons.

Four different ablator materials (CH, Be, C, and SiO2) with 
different atomic numbers (Z) were used. Table 149.III summa-
rizes the parameters of the ablators. The shock wave converges 
in the center, which results in a short burst of x-ray radiation 
that is detected spatially and temporally resolved with multiple 
x-ray framing cameras. Each framing camera was absolutely 
timed through dedicated timing shots19,30 with an accuracy of 
30 ps. Time-resolved and time-integrated hard x-ray measure-
ments provide a characterization of the hot-electron population 
(hot-electron temperature and total energy). Optical backscatter 
diagnostics measure the amount of absorbed laser energy and 
the back-reflected laser light.

Figure 149.27(a) shows the measured flash time, which 
is defined as the occurrence of the x-ray flash relative to the 
start of the laser pulse, for the different ablators with SSD on 
(squares) and SSD off (circles) in sequence of increasing Z. 
The measured flash times were adjusted to account for differ-
ences in target size, laser energy, and ablator thickness. One-
dimensional (1-D) radiation–hydrodynamic simulations were 
performed with the code LILAC31 to analyze the dependence 
of the flash time on these variables for each material using the 
actual measured mass densities. The flash times were then 
adjusted for an ablator thickness that results in a constant abla-
tor mass, a laser energy of 24 kJ, and a target outer diameter of 
430 nm in order to obtain a valid comparison for the different 
targets. The data show the general trend of an earlier flash 
with increasing Z except for CH, which produced the earliest 
flash. Turning SSD off advances the flash in CH by +70 ps, 
while no significant effect is observed in the other materials. 
Figure 149.27(b) shows the measured time-integrated CE. 
Plastic stands out by producing by far the most hot electrons 
with up to +2 kJ of total hot-electron energy (time-integrated 
CE +8%) deposited in the target when SSD was turned off. 
Nine and seven shots were performed for CH with SSD on 
and off, respectively, to prove that the observed difference is 

Table 149.III: Ablator materials along with the ratio of average mass number and average ionization degree (assum-
ing full ionization), average outer target diameter (OD), average ablator layer thickness, and measured 
mass density.

Ablator A Zi GODH (nm) GThicknessH (nm) Density (g/cm3)

CH 1.86 454 40 1.04!0.01

Be 2.25 430 20 1.84!0.01

C 2.00 444 28 1.4!0.4

SiO2 2.00 433 20 1.75!0.2
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Figure 149.26
(a) Target design consisting of an outer ablator layer of various materials and 
an inner Ti-doped plastic core; (b) laser pulse shape.
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not an artifact. If CH is treated as an exception, there is the 
general trend of a slight increase in hot-electron production with 
higher Z. The inferred hot-electron temperatures lie between 
60 and 80 keV and are independent of the ablator and SSD. A 
high hot-electron fraction corresponds to an earlier flash time, 
which indicates that hot electrons play a role in the shock forma-
tion and augment its strength. The experimental data provide 
information about the dominant mechanism of hot-electron 
generation. A clear correlation between hot-electron production 
and the stimulated Raman scattering (SRS) backscatter signal 
is observed [Fig. 149.27(c)]. Switching SSD on significantly 
decreases the SRS signal in all ablators, potentially caused by 
the suppression of beam filamentation. In contrast, the two-
plasmon–decay (TPD) instability, which is the other important 
hot-electron–generation mechanism, is unaffected by SSD 
and seems to be far less important than SRS in producing hot 
electrons. The optical emission generated by electron plasma 
waves (EPW’s) with half the laser frequency (~/2) is much 
weaker than the SRS emission and monotonically increases 
[Fig. 149.27(d)] with Z.

An effective maximum ablation pressure has been inferred 
(see Fig. 149.28) from simulations. The effect of hot electrons 
was taken into account by increasing the flux limiter32 so 
that the flash time was recovered in the simulations for each 
ablator material. Although it has been shown in Ref. 17 that 
the pressure increase from hot electrons may be described by 
an increased flux limiter, this simplified description does not 
capture important details such as slowing down, preheat, and 

local energy deposition. Additional simulations were performed 
for the CH target that included a detailed hot-electron transport 
model, which confirmed the pressures shown in Fig. 149.28.

Figure 149.29 shows the inferred time-resolved CE (red) 
for two shots with CH (solid) and C (dashed). The blue curves 
represent the corresponding laser pulse shapes. The onset of 
hot-electron production lags by +0.2 ns with respect to the 

Figure 149.27
(a) X-ray flash time for different ablators with 
smoothing by spectral dispersion (SSD) on 
(squares) and SSD off (circles); (b) measured time-
integrated conversion efficiency (CE) of laser 
energy into hot electron energy; (c) stimulated 
Raman scattering (SRS) backscatter signal; and 
(d) ~/2 signal.
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Figure 149.28
Inferred effective maximum ablation pressures for the various materials for 
an incident laser intensity of 5 # 1015 W/cm2.
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rising edge of the laser pulse. This is explained by a strong 
stimulated Brillouin scattering (SBS) backscatter spike upon 
the arrival of the main pulse, which reduces temporarily the 
laser intensity around quarter-critical density n 4c` j below 
the threshold of the SRS and TPD instabilities. In addition, the 
change in temperature and density scale length in this region 
also directly affects the LPI thresholds. The development of 
a plateau in the velocity profile in the region between n 10c  
and n 4c  promotes a high SBS gain during this time. After the 
emission spike with a width of +0.2 ns, SBS remains about con-
stant on a lower level until the end of the laser pulse. Averaged 
over the laser pulse shape, SBS scatters back +2% to 3% of the 
laser energy with no significant difference between ablators. 
Time-resolved measurements of the SRS backscattering appear 
to be closely correlated with the hot-electron production. The 
time-resolved conversion efficiency is based on the measured 
time-resolved hard x-ray emission33 in the photon energy range 
between 50 and 100 keV. It is assumed that the instantaneous 
amount of hot electrons is proportional to the instantaneous 
hard x-ray emission. The conversion efficiencies reached 
13!2% and 4!1% in CH and C, respectively, during the second 
half of the high-intensity pulse, while the time-integrated CE 
over the whole pulse, including the laser energy when no hot 
electrons were generated, yielded 9!1% and 3!1% for these 
shots, respectively.

The amount of hot-electron energy coupled into the target 
core can be estimated with the technique described in Ref. 34 
by using two target types that provide the same corona condi-
tion and therefore the same hot-electron source but different 

core conditions. The differences in hard x-ray emission from a 
target containing a pure CH core and ablator and the Ti-doped 
core with CH ablator were compared. About 25% of the hot-
electron energy was deposited beyond the ablator layer into 
the unablated dense target, emphasizing the importance of the 
energy transport by hot electrons.

The experiments demonstrated significant differences 
between CH and C ablators, indicating that the H species plays 
an important role in the LPI. To elucidate the SRS physics, 2-D 
particle-in-cell (PIC) simulations were performed with the code 
OSIRIS35 by comparing simulations with and without H in the 
vicinity of .n 4c  A simulation with CH was compared to one 
where H was removed in the vicinity of . .n n n4 0 2>c e c_ i  
These simulations were designed to identify differences in 
the fundamental physics of SRS caused by the presence of H 
between CH and C. A boundary with matched density between 
CH in the underdense portion and pure C in the higher-density 
portion ensured that equal conditions were created for the 
laser pulse propagating through the underdense plasma. The 
input parameters were obtained from a radiation–hydrody-
namic simulation for a CH shot evaluated at 1.5 ns when peak 
hot-electron production was observed. The PIC simulations 
assumed the same initial plasma parameters. The input ther-
mal electron and ion temperatures were Te = 4 keV and Ti = 
0.8 keV, respectively, and the plasma density ramped linearly 
from 0.12 nc to 0.30 nc, slightly above ,n 4c  with a scale length 
of 123 nm. A plane-wave, 351-nm-wavelength laser pulse 
propagated along the x axis with a nominal intensity of 2.6 # 
1015 W/cm2 (the same intensity as at n 4c  in the implosion), 
assuming flattop profiles in both time and space. The effect of 
SSD was not taken into account in the simulation.

Figures 149.30(a) and 149.30(b) show the calculated longi-
tudinal electric field strength from EPW as a function of time 
and distance along the direction of laser propagation. Distinct 
differences in the fields are observed. The electromagnetic 
wave excites strong EPW over a large region in CH compared 
to C. The wave modes survive longer in CH and couple bet-
ter with thermal electrons because of a larger k vector. As a 
result, more hot electrons are generated. Figures 149.30(c) and 
149.30(d) compare the calculated signal level of ion-acoustic 
waves (IAW’s), showing a stronger damping in CH compared 
to C because of the presence of light H ions. The calculated 
CE’s into electrons with kinetic energy exceeding 50 keV from 
the PIC simulations were 12% and 2% for CH and C, respec-
tively. A possible explanation is that the SRS saturation level 
is controlled by the secondary parametric decay or collapse of 
the driven plasma wave. The secondary parametric decay has 
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Figure 149.29
Inferred time-resolved conversion efficiency (red) and laser pulse shapes (blue) 
for two shots with CH (solid curves) and C (dashed curves). Both shots were 
taken with SSD off. The time resolution of the conversion efficiency is +100 ps.
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been discussed in many papers; the experimental demonstra-
tion was reported in Ref. 36. The threshold of the parametric 
decay is proportional to the IAW damping rate. In the case of 
high IAW damping (with H), the threshold is higher and the 
plasma-wave amplitude can grow to a higher level, producing 
a stronger SRS signal and a larger number of hot electrons. 
Conversely, for a small IAW damping, the SRS is saturated 
by the EPW collapse at a lower level, producing large-scale 
density modulations and fewer hot electrons. It has been shown 
theoretically for a fixed Te and density scale length that a high 
IAW damping rate promotes higher hot-electron generation;20 
also, theoretical work that studied the nonlinear saturation of 
SRS in laser hot spots linked an increased SRS reflectivity with 
a higher IAW damping rate.37 The observed close correlation 
between SRS and hot-electron production indicates that IAW 
damping plays a major role in the CH plasma.

It is expected that the ablator material affects the ablation 
pressure in various ways. In general, thermal electron-heat 
conduction is lower in higher-Z materials, and we would 
expect a reduced mass ablation rate and lower ablation pres-
sure. Based on a simple stationary laser ablation model38 that 
neglects radiation and hot electrons, the ablation pressure from 

thermal transport is given by ,p I/ /1 3 2 3
a c abst=  where tc is the 

critical mass density and Iabs is the absorbed laser intensity. 
Therefore, the ablation pressure p A Z /1 3

a i+` j  depends only 
weakly on the ratio of mass number and ionization degree for 
fixed laser wavelength and fixed Iabs. The expected increase 
in pa from CH to Be is only +7% and even less with respect 
to the other materials.19 This experiment demonstrates higher 
ablation pressures for CH and SiO2, however, indicating that 
other factors such as hot electrons and potentially radiation 
transport are more important. Higher-Z materials result in 
increased collisional absorption and a higher production of 
x-ray radiation. The radiation impinges deeper into the abla-
tor layer than the thermal electrons, creating a double-ablation 
front for medium- and high-Z materials.22,39

In conclusion, the experiments demonstrate peculiar differ-
ences in hot-electron production in the various ablator materi-
als—especially for CH, which generates the most electrons. 
PIC simulations using input parameters from radiation–hydro-
dynamic simulations reproduce the higher hot-electron pro-
duction in CH. This is likely caused by a stronger damping of 
IAW’s in the CH plasma because of the presence of light H ions. 

Figure 149.30
Calculated longitudinal electric field strength versus 
time and space (laser propagates from left to right) 
for (a) C and (b) CH and calculated ion-acoustic 
wave level for (c) C and (d) CH. The quantities were 
averaged over the transversal space coordinate and 
rendered on a logarithmic scale. The C simulation 
used a CH layer in the underdense portion, and the 
pure C layer starts at x = 30 nm.
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Introduction
Layered cryogenic DT targets are the baseline approach to 
achieving ignition in direct-drive inertial confinement fusion 
(ICF) experiments.1,2 Steady progress has been made in 
experiments with hydrodynamically equivalent,3 energy-scaled 
implosions4–9 on OMEGA.10

These implosions are designed to achieve similar peak shell 
velocities (vimp), hot-spot convergence ratios (CR, the ratio of 
initial ice radius to hot-spot radius), and in-flight aspect ratios 
(IFAR’s) as ignition designs. The IFAR is defined as the ratio 
of shell radius to shell thickness, given by the full width at 
1/e density of the shell, when the shell has reached 2/3 of its 
initial radius. Recent direct-drive experiments on OMEGA9 
achieved record performance parameters that when scaled 
to the laser energy available at the National Ignition Facility 
(NIF), would achieve a Lawson parameter Px + 60% of the 
value required for ignition,11 where P is the hot-spot pressure 
and x is the confinement time. This scaled Px is similar to the 
values achieved in indirect-drive implosions on the NIF.12,13

In these experiments the inferred hot-spot pressure P is 
+40% lower than one-dimensional (1-D) simulations,9 indi-
cating that the experimental performance is significantly 
degraded. The current hypothesis to explain this performance 
degradation for implosions with an adiabat (a) > 3.5 (ratio of 
shell pressure to the Fermi pressure) is based on low-mode 
hydrodynamic instabilities.8,9,14 These hydro-instabilities can 
be seeded by long-wavelength nonuniformites in the initial 
conditions, like ice-thickness variations,5 target offset,5,15 and 
laser-drive nonunformity in space and time (target placement, 
beam pointing, power balance, and beam timing). Isolated 
defects like the target stalk,16 debris on the target surface, or 
short-wavelength structures like target-surface roughness17 or 
laser imprint,15,18 especially for low-adiabat implosions (a < 
3.5), can also seed these instabilities.

The performance of experiments with layered cryogenic 
DT targets has been measured using nuclear and x-ray self-
emission diagnostics.8,9 Recent three-dimensional (3-D) hydro 

simulations14 have indicated that the x-ray self-emission images 
show the influence of long-wavelength nonuniformities on the 
hot core and do not observe the assembly of the cold shell. Fig-
ure 149.31 shows an equatorial density map from 3-D ASTER 
simulations14 (a) at peak neutron production compared to (b) a 
simulated self-emission image from an orthogonal polar view 
in the 4- to 8-keV x-ray band at the same time. The comparison 
between the density map and a simulated x-ray image demon-
strates that the shape of the x-ray image does not follow the 
density distribution in the shell.

X-ray backlighting can be used to observe the flow of 
the dense and relatively cold shell material in these cryo DT 
implosions. This technique has been used successfully in both 
direct-drive room-temperature experiments with gas-filled 
plastic (CH) targets19 and in surrogate indirect-drive20 ICF 
implosion experiments to measure the velocity and unifor-
mity of the imploding shell. Figure 149.31(c) shows a simu-
lated backlit image 50 ps before peak neutron production at 
CR + 12. The image is oriented so that the vertical is along the 
target offset direction. The image shows the absorption of the 
dense shell as a white ring and the self-emission of the core, 
which is seen as a darker central feature. The dominant effect 
from the offset, which will grow into a 5:1 density perturba-
tion at peak compression, is clearly visible in the image and 
measurable in the lineout [Fig. 149.31(d)], even at this relatively 
modest convergence.

Direct-drive cryogenic DT implosions on OMEGA are dif-
ficult to radiograph because of the low opacity of the DT shell, 
the high shell velocity, the small size of the stagnating shell, and 
the very bright self-emission of the hot core. A shaped crystal 
imaging system with a Si backlighter driven by short (10- to 
20-ps) laser pulses from OMEGA EP21 was used to radiograph 
the OMEGA cryogenic implosions. It has the benefits of a nar-
row spectral width, high photon throughput, and a backlighter 
with a short emission time and high brightness. Processes with 
features below the spatial resolution of the imaging system, 
like mix, can be detected through the opacity effects from the 
carbon of the ablator material, which will significantly increase 

Monochromatic Backlighting of Direct-Drive 
Cryogenic DT Implosions on OMEGA
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the absorption of the DT shell if mixing between the ablator 
and DT shell occurs. 

The following sections (1) present the setup of the experi-
ments, including a description of the narrowband crystal 
imaging system; (2) describe the experimental results in three 
subsections: (a) low-order modes, (b) stalk effects, and (c) mix; 
and (3) present our conclusions.

Experimental Setup
The cryogenic targets used in these experiments had an outer 

radius of +430 to 480 nm. An +8- to 12-nm-thick ablator shell 
of either plastic (CH), deuterated plastic (CD), or CD doped 
with 0.7% germanium encased a 50- to 75-nm-thick cryogenic 
DT ice layer [see Fig. 149.32(a)]. All targets were characterized 
using optical shadowgraphy and showed ice thickness varia-
tions of typically <1-nm root mean square (rms).9 Triple-picket 
pulses of +22- to 25-kJ laser energy were used to irradiate the 

targets, with smoothing by distributed phase plates (DPP’s);22 
polarization smoothing (PS) with birefringent wedges;23 two-
dimensional (2-D), three-color-cycle, 0.33-THz smoothing by 
spectral dispersion (SSD);24,25 optimized energy balance (<4% 
beam-to-beam);26 and optimized beam-to-beam timing of 
+10-ps rms (Ref. 14). The targets were placed within +10 nm 
of target chamber center.14 The shape of the laser pulse was 
designed to put the shell on a specific adiabat that ranged from 
+2 to 4 in these experiments. Figure 149.32(b) shows examples 
of both a lower- and a higher-adiabat pulse at comparable total 
laser energies. The high-adiabat pulses are shorter and have 
larger picket energies than the low-adiabat pulses. The total 
laser energy and the total shell mass determine the peak implo-
sion velocity, which ranged from vimp = 2.4 to 3.7 # 107 cm/s. 
The IFAR ranged from 10 to 20 in these experiments. The 
IFAR is predominantly controlled by the shell thickness and 
shell adiabat. 
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Figure 149.31
(a) Equatorial distributions of the density from a 3-D radiation–hydrodynamic simulation at peak neutron production taken from Ref. 14. (b) Simulated self-
emission image from a polar view in the 4- to 8-keV x-ray band at the same time. The direction of the 20-nm target offset is indicated by an arrow. The thin 
black line in (b) shows the 17% contour of the maximum x-ray fluence. (c) A simulated backlit image 50 ps before peak neutron production at a convergence 
ratio (CR) + 12. The image is oriented so that the vertical is along the target offset direction. (d) Vertical lineout through the backlit image.
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A shaped Bragg crystal-imaging system was used to obtain 
radiographs of the imploding targets at various convergence 
ratios. The OMEGA crystal-imaging radiography system21 (see 
Fig. 149.33) uses a Si backlighter driven by the OMEGA EP 
laser to backlight implosion targets driven by the 60 beams 
of the OMEGA laser (not shown for clarity). A quartz crys-
tal, cut along the 1011 planes for a 2d spacing of 0.6687 nm, 
was used for the Si Hea line at +1.865 keV (0.664 nm). The 
Bragg angle for this configuration was 83.9°. The crystal was 
mounted by direct optical contact on an aspheric glass substrate 
by INRAD.27 The crystal has a major radius of curvature of 
500 mm and is placed 267 mm from the implosion target. The 

image is recorded on a detector located +3.65 m from the target, 
for a magnification of +15#. The quartz crystal is rectangular 
with a size of 25 # 10 mm, resulting in f numbers of f = 10 in 
the horizontal and f = 25 in the vertical direction. The spectral 
bandwidth of the imager is of the order of 10 eV, which matches 
the typical broadened linewidth of the resonance line from the 
backlighter driven by a short-pulse laser. 

The available solid angle for the backlighter foil is quite 
limited since the backlighter target must not intercept any 
of the 60 beams pointed at the implosion target. Because the 
backlighter laser intensity must be kept as high as possible, the 
500-nm-sq backlighter was placed 5 mm from the implosion 
target. A fast target insertion system (FASTPOS) inserts the 
backlighter target 100 ms after the shroud that protects the 
layered cryogenic target from ambient thermal radiation has 
been removed. FASTPOS also acts as the direct line-of-sight 
(LOS) block. Two additional collimators are placed on the 
mounting structure for the FASTPOS to suppress background 
from Compton scattering and fluorescence from structures in 
the target chamber. To reduce the impact of the self-emission of 
the hot core of the cryo DT implosion, an x-ray framing-camera 
(XRFC) head28 is used as a detector. The XRFC head is run 
with either a single-strip microchannel-plate (MCP) detector, 
with a 300- to 500-ps-long exposure, or a four-strip MCP with 
an exposure time of +40 ps, where the backlit image is placed 
in the center of one of the four strips. The spatial resolution 
of the XRFC recording system is typically +50 nm (Ref. 29). 
Experiments with resolution grids show an +15-nm, 10% to 
90% edge response for the crystal-imaging system. This spatial 
resolution is adequate for these initial experiments. Work is 
underway to improve the resolution to <10 nm. The XRFC is 
triggered by an ultrastable electro-optical trigger system with 

Figure 149.32
(a) The cryogenic DT capsules consist of a thin, 8- to 12-nm-thick CH, CD, 
or doped-CD ablator filled with several hundred atm of DT gas to create a 
60- to 75-nm-thick ice layer at cryogenic temperatures below the triple point 
of DT (+19 K). (b) The laser drive pulse consists of a series of three pickets to 
establish the shell adiabat and control shock coalescence and a high-intensity 
main drive with a total energy of 22 to 25 kJ.
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a jitter of +1.5-ps rms. Experiments using only the backlighter 
foil showed that the XRFC system has a jitter of <10-ps rms 
with respect to the arrival of the OMEGA EP laser on the 
backlighter target. The timing of the OMEGA EP pulse to the 
OMEGA laser was measured to +10-ps rms using the neutron 
temporal diagnostic (P11NTD),30 which is also sensitive to 
the high-energy x rays produced during the interaction of the 
OMEGA EP laser with the backlighter target.

Figure 149.34(a) shows the temporal evolution of the implo-
sion from 1-D LILAC31 simulations close to peak compression 
compared to the laser pulse shape (blue line) for a typical 
backlit cryogenic implosion. All LILAC simulations shown in 
this article include the effects of cross-beam energy transfer 
(CBET)32 and use a nonlocal thermal-conduction model.6 
The trajectory of the shell radius (peak density: green; 1/e of 
peak density: black) starts at the +430-nm outer radius of the 
target and shows the shell moving toward the center until peak 
compression at +3.5 ns. The neutron-production rate (orange) 
peaks +40 ps before the calculated areal density (magenta). 
The exposure time of the XRFC is indicated by the gray-
shaded area and the arrival time of the OMEGA EP short-pulse 
laser by the red vertical line. A time-gated image of a backlit 
DT cryogenic implosion with an exposure time of +40 ps is 
shown in Fig. 149.34(b). The dashed white line indicates the 
original shell diameter, and the white line at the bottom of the 
image shows the location of the target stalk. The backlighter 
emission is shown in the center of the image. It is clipped at 

the top of the XRFC slit because of a misalignment caused by 
repeatability issues in the crystal insertion mechanism. The 
absorption from the compressed shell is seen in the image as 
a ring-like feature around an emission feature from the central 
bright core of the implosion. 

To measure the absorption in the compressed shell and 
to quantitatively compare the signal recorded by the crystal 
imager with simulations, the data must be corrected for the 
backlighter shape. A simple first-order physical model was con-
structed21 to describe the shape of the backlighter by assuming 
a constant brightness source. This source was convolved with a 
Gaussian point-spread function (PSF), representing the spatial 
resolution of the imaging system at a 5-mm defocus. The bright-
ness and extent of the source and the width of the PSF were 
varied to obtain a best fit to the shape of the measured signal 
outside the area affected by the absorption of the target. These 
uncertainties associated with correction are taken into account 
in the errors reported on the measured absorption.

Experimental Results
1.  Low-Order Modes 

Long-wavelength nonuniformity can be seeded in an implo-
sion by a number of processes including nonuniformities in the 
laser illumination, target placement, and thickness variations 
in both the ablator and the DT ice layer. To study the impact of 
these long-wavelength nonuniformities on the assembly of the 
compressed high-density shell close to stagnation, a series of 
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experiments were performed with preimposed initial-thickness 
perturbations in the CH shell.

Figure 149.35 illustrates a shaped target with preimposed 
initial-thickness perturbations in the CH shell. The amplitude 
of the variation in shell thickness was 2 to 4 nm peak to 
peak. This variation caused an +2-nm–rms inner ice radius 
nonuniformity in the layering process. A fiducial glue spot of 
+30-nm diameter was used to orient the target horizontally, 
i.e., perpendicular to the stalk that is mounted vertically in 
the target chamber. Standard-quality targets with an ablator-
thickness nonuniformity of <0.1-nm rms in all modes and a DT 
ice layer nonuniformity of <1.0-nm rms were used in separate 
experiments to establish a reference.

E25616JR

Fiducial glue spot of
~30-nm diameter

Figure 149.35
Illustration of a shaped target with a horizontal variation in CH shell thickness. 
The amplitude of this variation was 2 to 4 nm peak to peak. This variation 
caused an +2-nm–rms nonuniformity in ice thickness. A fiducial glue spot 
of +30-nm diameter was used to orient the targets with respect to the stalk. 

The radiograph from the reference experiment with a stan-
dard-quality target (shot 81590) from Fig. 149.34(b) is shown 
on an expanded scale in Fig. 149.36(a). The image was recorded 
at +100 ps before peak neutron production at a CR of 7, with an 
exposure time of +40 ps. The absorption of the backlighter by 
the compressed shell is seen in the image as a ringlike feature 
around a central emission feature from the bright core of the 
implosion. The initial CH ablator thickness of the target was 
+12 nm, with an outer diameter of +890 nm. The measured 
nonuniformity of the outer surface was 0.24-nm rms. The 
thickness of the DT ice layer was measured at +61 nm with 
a 0.5-nm–rms thickness variation. The target was imploded 

with a triple-picket pulse of 24-kJ energy at a calculated adiabat 
of +2.5, which led to a calculated IFAR = 10. The measured 
offset from target chamber center at shot time was <10 nm. 
The recorded yield was 20% of the 1-D calculations [yield 
over clean (YOC)] and the measured areal density was +80% 
of the predictions.

Figure 149.36(b) shows the backlighter shape–corrected 
horizontal lineout of the radiograph in Fig. 149.36(a) compared 
to Spect3D33 post-processed, 1-D LILAC simulations. The 
backlighter intensity was adjusted to match the observed ratio 
of the backlighter relative to the level of self-emission of the 
core. The measured spatial resolution of the imager of +15 nm 
was taken into account in the Spect3D postprocessing. The 
simulated lineout matches the experiment quite closely in both 
size and magnitude of the absorption. The most-noticeable dif-
ference between experiment and simulation is that the slopes 
of the signal at the interface between shell and core and at the 
outside of the shell are significantly steeper in the simulation. 

Figure 149.36
(a) Backlit image of cryogenic implosion (shot 81590). (b) Backlighter 
shape–corrected horizontal lineout compared to Spect3D post-processed, 
1-D LILAC simulations.
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To further analyze the radiographs and to obtain quantita-
tive data on the shape of the compressed shell, radial lineouts 
were taken from the center of the self-emission peak and the 
radius of peak absorption and its magnitude were evaluated as 
a function of azimuthal angle (see Fig. 149.37). The contour 
at 1/e of the peak of the core emission is also determined and 
plotted in Fig. 149.37(a) for comparison. The errors shown in 
the graph are estimates of the uncertainty determining the 
peak absorption location or the 1/e of the emission given the 
signal/noise on the experimental signal. The radius of peak 
absorption shows predominantly an  = 1 feature of +10-nm 
amplitude, with a small extra feature at 180° azimuthal angle, 
which is associated with the stalk (see Stalk Effects, p. 42). 
Within the errors of the evaluation, the 1/e contour of the core 
self-emission is observed to be circular. The magnitude of peak 
absorption shows a small +!5% peak-to-peak variation as a 
function of angle.

A radiograph obtained in an experiment using a shaped 
target with a 4-nm peak-to-peak variation in the CH ablator 
wall thickness (shot 82717) is shown in Fig. 149.38(a). The 
image was recorded at a CR = 10, +50 ps before peak neutron 
production. The gate time of the XRFC was +40 ps. Because 
of drifts in the OMEGA EP beam pointing, the registration 
between the backlighter emission and the implosion is not as 
good as it was for shot 81590. Nevertheless, the absorption 
feature from the compressed shell is clearly visible. Since the 
image was recorded +50 ps closer to peak neutron production 
and at peak x-ray emission, the emission of the central core is 
brighter than in the shot shown in Fig. 149.36. The target had 
an outer diameter of +960 nm with an initial CH ablator thick-
ness of +11 nm. The measured total variation in the radius of 
the inner DT ice layer was +2-nm rms and its thickness was 
+63 nm. The nonuniformity of the outer surface radius was 
0.21-nm rms. The target was irradiated with a triple-picket 
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pulse of 25-kJ energy at a calculated adiabat of +2.0. The cal-
culated IFAR was 14. The measured offset from target chamber 
center at shot time was <10 nm. The observed YOC was 8% and 
the measured areal density was +40% of the calculated value. 

Figure 149.38(b) shows the backlighter shape–corrected 
horizontal lineout of the radiograph in Fig. 149.38(a) compared 
to Spect3D post-processed, 1-D LILAC simulations, where the 
backlighter intensity was adjusted to match the observed self-
emission of the core. The simulated lineout does not match the 
experiment quite as well as it did for the comparison shot 81590. 
While the shape of the self-emission peak is reproduced quite 
well, the absorption feature from the compressed shell is sig-
nificantly underestimated. The experimental lineout shows a 
significant left–right asymmetry, which is consistent with the 
initial placement of the target, where the thicker side of the 
CH ablator is placed on the left side of the image shown in 
Fig. 149.34(a). 

The radius of peak absorption and its magnitude are evalu-
ated again as a function of azimuthal angle, together with the 
contour at 1/e of the peak of the core emission (see Fig. 149.39). 
The radius of peak absorption shows a feature of +20-nm 
amplitude. Clipping on the XRFC strip caused by the pointing 
instability of the crystal-insertion mechanism made it impos-
sible to extract data in the stalk region around the 180° azi-
muthal angle. The 1/e contour of the core self-emission shows 
a measurable  = 2 variation with an amplitude of +7 nm. A 
much larger perturbation in the magnitude of peak absorption 
as a function of an angle of +!20% is observed with the shaped 
shell compared to the reference shell.

The backlit images show that even for the reference implo-
sion without any preimposed nonuniformity, deviations from 
a spherical shell assembly can be seen. Additionally, the fact 
that the interfaces between shell and core and at the outside 
of the shell are significantly steeper in the simulation indi-
cates that there is probably small-scale mixing occurring in 
the deceleration phase that cannot be spatially resolved with 
the imager and therefore is visible only in the change of the 
gradients compared to the 1-D simulations. The radiograph for 
the reference implosion also shows that the shape of the dense 
shell where a significant  = 1 perturbation is visible, does not 
necessarily correspond to the shape of the hot spot, which is 
seen to be round.

The images from the experiments using targets with preim-
posed CH ablator thickness variations show much larger per-
turbations than the reference implosion, both in the radius and 
magnitude of peak absorptions. The lineouts show significantly 
more absorption over a larger radius than the post-processed 
1-D simulation, indicating more mixing between the ablator CH 
and the DT ice layer. Even though the targets and laser pulses 
are quite similar, the small differences in both the adiabat and 
the IFAR lead to significant differences in the shape of the 
absorption features as compared to simulations.

2.  Stalk Effects
The impact of the target stalk and the glue spot, with which 

the stalk is attached to the shell, on the implosion symmetry 
has been observed previously using the crystal-imaging system 
in an implosion experiment with a mass-equivalent CH target 
fielded from the cryo target insertion system.21 At a conver-

Figure 149.39
(a) Radius of peak absorption as a function of angle obtained by evaluating lineouts taken from the center of the self-emission peak. The 1/e radius contour 
from the self-emission is shown for comparison. (b) Peak absorption as a function of angle. 
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gence of 2.5, the image revealed a cusp-like feature in the 
shell radius at the location of the stalk. Figure 149.40(a) shows 
the shell radius as a function of azimuthal angle, evaluated at 
the 50% point on the absorption feature seen in the backlit 
image of the mass-equivalent CH target (shot 69789). The 
target had a shell thickness of 24 nm and was irradiated with 
23 kJ of laser energy. The evaluation shows a narrow feature 
of +25-nm amplitude at the stalk location at 180° azimuthal 
angle. At the stalk feature, the shell radius is larger than the 
average shell radius.
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(a) Shell radius as a function of angle, inferred from the 50% point on the 
absorption feature seen in the backlit image of a CH target mass equivalent to 
a cryo target as shown in Ref. 20 (shot 69789). (b) Radius of peak absorption as 
a function of angle, obtained by taking lineouts from the center of the image 
from the cryo implosion shown in Fig. 149.35 (shot 81590). An  = 1 mode of 
10-nm amplitude was removed to show the effect of the stalk more clearly. 

Figure 149.40(b) shows the radius of peak absorption as 
a function of angle at a convergence of 7, obtained by taking 
lineouts from the center of the image from the cryo implosion 
shown in Fig. 149.35 (shot 81590). An  = 1 mode of 10-nm 
amplitude was removed to show the effect of the stalk more 

clearly. The radius of peak absorption shows a relatively wide 
feature of +45° extent in azimuthal angle and an amplitude 
of +10 nm. In this case the shell radius is smaller at the stalk 
feature than the average shell radius.

The change in direction of the stalk perturbation from being 
larger than the average radius at CR = 2.5 during the accelera-
tion phase to being smaller than the average radius at CR = 7 
during the deceleration phase is expected based on an analysis 
of multidimensional hydro simulations. During acceleration, 
the stalk area lags behind the rest of the shell because the extra 
mass of the glue and the shadowing of the laser drive by the 
stalk reduce the shell velocity. During deceleration, the extra 
mass at the stalk location causes it to decelerate more slowly 
against the growing pressure of the core, allowing it to push 
farther in compared to the rest of the shell.

3. Imprint and Mix
The images from most cryogenic DT target experiments 

show significantly more contrast than expected from Spect3D 
post-processed LILAC simulations, which indicates that carbon 
from the ablator mixes into the DT ice layer. 

Figure 149.41 shows a lineout through the image of 
shot 70535 corrected for the backlighter shape. A 300-ps gate 
was used in these experiments and was timed to start +500 ps 
before the calculated time of peak core emission, according to 
1-D LILAC hydrocode simulations. The OMEGA EP short-
pulse laser was fired +100 ps before the end of the gate at a 
time when the shell assembly was compressed to an inner radius 
of +90 nm, which translates to a convergence of +4, given an 
inner ice shell radius of +380 nm. The calculated areal density 
of the DT at this convergence was +14 mg/cm2 with an adiabat 
of 2.5. The simulations show an IFAR = 12 for this implosion. 

The result from a 1-D LILAC simulation, post-processed 
with the radiation-transport code Spect3D, is plotted for 
comparison on the left side of the experimental lineout (green 
line). The backlighter timing had to be shifted +50 ps earlier 
to match the measured size of the absorption feature, indicat-
ing that the implosion was slightly delayed compared to the 
simulations. The timing of the OMEGA EP laser during these 
experiments was not as well controlled as it was for the shots 
with the 40-ps-exposure-time framing camera and had a jitter 
of the order of 20-ps rms. The measured absorption was much 
higher than the absorption calculated from the simulations. One 
possible explanation for this discrepancy is Rayleigh–Taylor 
mixing of carbon from the outer CD shell into the DT ice dur-
ing the shell acceleration. Adding a small amount of carbon 
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uniformly into the shell in the Spect3D postprocessor [0.1% C 
(blue line), 0.2% C (red line)] significantly increases the absorp-
tion in the model and brings the simulation much closer to the 
experimental data, especially in the areas of highest absorption 
corresponding to the dense shell. In the center of the image, 
the calculated absorption with carbon mixing is higher than 
observed. This is probably caused by a small amount of self-
emission, which is not fully suppressed by the gating. 

To estimate the depth of the mixing of the carbon into the 
DT, the DT shell was split into five regions of equal thickness 
in the 1-D LILAC simulations. An equivalent mass of 0.2% C 
(atomic) was mixed either into the full DT shell or in the outer 
one, two, or four layers in the Spect3D postprocessor. The 
results from Spect3D are shown on the right side of Fig. 149.41. 
The one-layer simulations (magenta) show almost the same 
absorption as the unmixed simulations, indicating that the outer- 
most 20% of the DT ice has already ablated at the time the 
radiograph was recorded, consistent with the predictions from 

the 1-D LILAC simulations. The two-layer simulation (cyan) 
shows significantly more absorption but still does not match the 
experiment. Even the four-layer absorption does not compare 
as well to the experiment as the fully mixed data, indicating 
that the carbon is most probably fully mixed throughout the 
DT shell.

Figure 149.42 shows backlighter shape–corrected lineouts 
through the radiographs from two additional cryogenic target 
experiments compared to Spect3D post-processed LILAC 
simulations. The lineouts show only one side of the implosion 
because they could not be corrected for the backlighter shape 
resulting from a significant misalignment of the backlighter. 

Figure 149.41
Backlighter shape–corrected lineout through the radiograph of a cryogenic 
target shown in Ref. 21 (black line) compared to a Spect3D post-processed 
LILAC simulation (colored lines). In the simulation the DT ice was split into 
five layers and C was uniformly mixed into these layers. The left side of the 
image shows that simulations with a uniform mix of 0.2% C into the DT 
match the experimental data (green, blue, and red lines). The right side of 
the image shows results from simulations where the same mass of C is added 
to the DT, penetrating into more and more layers (magenta, cyan, orange), 
showing that at least four layers must be mixed for and adequately matched 
to the experimental data. 
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The target in shot 80543 had an 8-nm CD shell doped with 0.7% 
Ge (atomic) and a 50-nm-thick DT ice layer. It was imploded 
with 25 kJ of laser energy using a pulse that set the calculated 
adiabat of the shell to 2.5. Preheat from the Ge dopant caused 
the adiabat to rise to 3.5 at the end of the laser pulse. The IFAR 
of the shell was calculated to be 20. The radiograph was taken 
with a 40-ps-wide gate, +150 ps before peak neutron production 
at a CR = 5 and a predicted areal density of +40mg/cm2. Shot 
75372 used a target with a 7-nm pure CD shell without any 
dopant and a 75-nm-thick DT ice layer. It was imploded with 
23 kJ of laser energy with a calculated shell adiabat of 4. The 
calculated IFAR was 20. The radiograph was recorded with a 
200-ps XRFC gate, 150 ps before bang time at a CR = 7 and 
a predicted areal density of +40 mg/cm2.

Mixing of ablator material at a level of +0.2% is required 
to match the experimental data for the low-adiabat, Ge-doped 
shot (80543), similar to the mix observed in the low-adiabat, 
pure-CD shot (70535). No indication of mixing is observed 
in the higher-adiabat implosion (75372). In both radiographs, 
strong self-emission from the core is observed.

The radiography data show that the most important param-
eter controlling the mix from the CH/CD outer shell into the ice 
seems to be the adiabat since even a stable, very low IFAR = 
10 implosion (70535) shows significant mix throughout the 
DT quite early in the implosion at the end of the acceleration 
phase, well before the onset of deceleration of the shell. Two 
similar IFAR = 20 implosions show a mix threshold in adiabat 
at around a = 4. The magnitude of the mixing appears to be 
quite small (~0.2%), which is most likely due to the fact that 
the DT is starting to be ablated quite early in the implosion. 
The analysis using five layers for shot 70535 shows that at least 
the outer 20% of the DT shell gets ablated before the end of 
the acceleration phase. This ablated DT could serve as a buffer 
between the CD and the dense DT shell that limits the mix.

Conclusions
X-ray backlighting has been used to radiograph the com-

pressed shell in implosion experiments with layered cryogenic 
DT targets on OMEGA at convergence ratios from 4 to 10. A 
shaped-crystal-imaging system with a Si backlighter driven by 
short laser pulses from OMEGA EP has been set up for this 
challenging radiography configuration. 

The effects of long-wavelength nonuniformities on the shell 
assembly close to stagnation have been studied in an experi-
ment with preimposed initial thickness perturbations in the CH 
shell. The radiograph from the reference implosion without any 

preimposed modulations shows a significant  = 1 perturbation 
in the shape of the dense shell, which does not match the shape 
of the hot spot. Additionally, indications of small-scale mix-
ing are observed at the interfaces between ablator, DT shell, 
and the hot core. The images from targets with preimposed 
thickness variations show much larger perturbations than the 
reference implosion, in both the radius and magnitude of peak 
absorptions and significantly more mixing between the ablator 
CH and the DT ice layer. 

The impact of the target stalk and the glue spot—with which 
the shell is attached to the stalk—on the implosion symmetry 
has been observed in both mass-equivalent CH targets and lay-
ered DT cryo targets. As expected from simulations, the stalk 
area lags behind the rest of the shell in the acceleration phase 
because the extra mass of the glue and the shadow from the stalk 
reduce the shell velocity and push in farther during the decel-
eration phase because of the extra mass at the stalk location.

The experimental data show that the most important param-
eter controlling the mix from the CH/CD outer shell into the 
ice is the adiabat. A threshold in adiabat at around a = 4 has 
been observed, where mix is below the detection threshold of 
0.02%. The magnitude of the mixing appears to be quite small 
at +0.2%, which is most likely caused by the fact that the DT 
is starting to be ablated quite early in the implosion, thereby 
serving as a buffer between the CD and the dense DT shell, 
which could limit the amount of mix.

Future experiments will use this radiography technique to 
separate the performance degradation from different sources 
of nonuniformity, such as target offset and laser energy imbal-
ance, and the experimental data will be compared with detailed 
multidimensional hydrocode calculations. A project has been 
started that will improve the spatial resolution of the shaped 
crystal imager and increase the brightness of the backlighter 
in order to radiograph the implosions at a higher convergence 
closer to peak neutron production. To illustrate the benefit 
from higher spatial resolution, radial lineouts from Spect3D 
post-processed LILAC simulations of cryogenic implosions 
at a convergence ratio of CR = 16 are shown in Fig. 149.43 
using either (a) a measured spatial resolution of +15 nm or 
(b) an improved resolution of 8 nm. The green lines show 
the absorption of the DT and CH shell, the red lines show the 
self-emission from the core, and the black lines show the com-
bination of both effects. With the lower resolution of +15 nm, 
the location of the minimum absorption feature from the DT 
shell with self-emission, indicated by the black arrows in (a) 
and (b), is seen at a significantly different radius than the mini-
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mum absorption without self-emission, indicated by the green 
arrows. This discrepancy is reduced at the higher resolution 
of 8 nm, which will allow one to more-accurately determine 
the location of the dense DT in the presence of self-emission.
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Introduction
The measurement of plasma density profiles is important 
to many areas of high-energy-density (HED) laser–plasma 
interactions.1 Quantitative analysis of large HED plasmas has 
historically been challenging in the range of electron densities 
near 1020 to 1021 cm–3. This density range is too low for x-ray 
probing techniques2 and too high for most optical techniques. 
The large integrated phase obtained with optical probes 
makes it difficult to quantitatively measure the density profile 
when using typical interferometric techniques.3,4 A variety of 
techniques do exist by which one can attempt to measure this 
region, but each technique has limiting drawbacks.5

A novel diagnostic called angular filter refractometry6 
(AFR) can enable one to characterize plasma density profiles 
up to densities of 1021 cm–3 by measuring the refraction angle 
of a probe beam passing through the plasma. The refractive 
information can be analyzed to characterize the density pro-
file of the plasma. Previously used methods of reducing this 
experimental data to produce a plasma density profile were 
cumbersome and at times oversimplified the density profile,6,7 
both resulting in higher uncertainties.

A new method of analysis has been developed that involves 
simulating the AFR diagnostic response. A density profile 
described by seven parameters is used to generate synthetic 
AFR data, and a quantitative method for defining the degree of 
similarity between synthetic and observed AFR data provides 
feedback for subsequent iterations. The synthetic density profile 
is altered using an intelligent annealing algorithm to iteratively 
converge upon a solution whose resulting synthetic AFR data 
closely matches observed AFR data.

This approach has multiple advantages over other methods 
of analysis: It requires minimal user interface, which elimi-
nates human error that exists from direct manipulation of the 
observed data. It lends itself to a statistical uncertainty calcu-
lation based on |2 statistics, allowing one to assess quantita-
tive uncertainties. The resultant density profile, by nature of 

An Improved Method for Characterizing Plasma Density Profiles 
Using Angular Filter Refractometry

it being analytic, provides smooth gradients free of noise for 
scale-length calculations.

In this article, the process by which the synthetic density 
can be matched to observed AFR data is explained in detail. 
The different causes of uncertainty specific to this approach 
and to the diagnostic in general will be described.

Angular Filter Refractometry
The AFR diagnostic is part of the fourth-harmonic (4~) 

probe system8 on LLE’s OMEGA EP laser.9 The 4~ probe 
is created from the conversion of a Nd:glass laser pulse to its 
fourth harmonic (mp = 263 nm) and has a pulse width of 10 ps 
with 20 mJ of energy. Figure 149.44 shows a conceptual sche-
matic for the AFR diagnostic. The red lines represent the path 
of the undisturbed probe beam. The beam has a diameter of 
3.5 mm and passes through the target chamber center (TCC), 
where the plasma will be created. The probe is collected at 
f/4 and transported more than 4 m to the diagnostic table. 
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Figure 149.44
A simplified schematic of the angular filter refractometry (AFR) diagnostic. 
Unrefracted probe rays (red lines) are blocked by the opaque center of the 
angular filter. Refracted probe rays (dashed blue lines) hit or miss the filter 
based on their refraction angles through the plasma. The filter casts shadows 
corresponding to specific refraction angles that are observed on the image 
plane. TCC: target chamber center



LLE Review, Volume 149 49

An Improved method for ChArACterIzIng plAsmA densIty profIles UsIng AngUlAr fIlter refrACtometry

The TCC plane is image relayed to a charge-coupled–device 
camera with a resolution of 5 nm over a 5-mm field of view 
in the object plane.8

An angular filter is placed at the focus of the unrefracted 
probe beam, or the Fourier plane.10 The filter consists of a cen-
tral opaque dot and oscillating transmissive and opaque rings 
(Fig. 149.44). The unrefracted probe is stopped by the central 
dot. In the presence of a plasma, refracted rays (dashed blue 
lines) will fill a larger area of the angular filter. The opaque 
regions of the filter block bands of refraction angles, thereby 
casting shadows in the image plane. Because the angle of 
refraction of a probe ray is directly proportional to its radial 
location in the Fourier plane, the shadows on the image plane 
have contours of constant refraction. To calibrate the specific 
angular cutoffs, a plano-concave lens was placed at TCC, 
allowing one to deduce the refraction angle (i) as a function 
of displacement (r) from the optical axis in the Fourier plane. 
For a more-detailed description of the diagnostic, see Ref. 6.

Figure 149.45 shows an example of an AFR image measured 
from a 250-nm-thick CH target that was ablated by four UV 
(m = 351 nm) laser beams with a total of 9 kJ of energy in a 

2.5-ns square pulse focused to an 800-nm-diam spot that con-
tained 95% of the energy. The target surface was set to y = 0, 
and the plasma expanded in the positive y direction away from 
the target. The refraction bands produced by the AFR diagnos-
tic show the shape of the expanding plasma plume.

Analysis
1. Creating a Synthetic AFR Image

The AFR images are analyzed by comparing them to a 
synthetic image generated with a model 3-D plasma density 
ne (x,y,z). (Note: All following references to ne assume a 
dependence on x,y,z.) A typical HED laser-plasma plume from 
a planar target can be modeled by a super-Gaussian parallel 
to the target and exponential normal to the target.11 The 3-D 
density profile was assumed to be axisymmetric along the target 
normal. The behavior along the target normal at the plasma’s 
center is modeled as
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where n0 is the peak density and A assigns relative strength to 
two exponential profiles with scale lengths Ly1 and Ly2. This 
allows the profile to adapt to a decreasing scale length as typi-
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where Lxz is the scale length in both x and z and the parameters 
c1, c2, and c3 (representing two independent parameters) are 
used to define the order term for the super-Gaussian profile. The 
order term was empirically found so one could accurately match 
experimentally observed AFR contours. Equations (1) and (2) 
together form the seven-parameter function that constitutes 
the synthetic 3-D density. Figure 149.46(a) shows the density 
solution to the experimental AFR map shown in Fig. 149.45, 
where the deduced density spans two orders of magnitude (1019 
to 1021 cm–3).

With the probe propagating in the z direction, the accu-
mulated phase of the probe ray passing through the plasma is 
related to the 3-D plasma density according to

Figure 149.45
A laser irradiates a CH target and creates an axisymmetric plasma plume. The 
angular filter blocks certain refractive angles, resulting in the banded image.
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where mp is the probe-laser wavelength (263 nm) and ne % nc, 
where . .n 1 1 10 1 6 10 cm,
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n  is the critical 
plasma density for the probe laser. Figure 149.46(b) shows the 
integrated phase of the density profile in Fig. 149.46(a), where 
changes in x and y along the ray path are ignored. The angle of 
refraction of a probe ray exiting the plasma is calculated from 
the transverse gradient of the accrued phase:
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From the calculated 2-D refraction map, a filter function based 
on the calibration is applied that creates a synthetic AFR image 
comparable to that measured in the experiment [Fig. 149.46(c)].

2. Simulated Annealing
An iterative solver alters the parameters of the synthetic 

density function to optimize the match between the synthetic 
and experimental AFR images. The quality of the match is 
based on the location of the edges of the bands. This was 

accomplished by taking many radial lineouts of the synthetic 
and experimental AFR images and finding the position of the 
edges of the bands at each angle [Fig. 149.47(a)]. The edge loca-
tions in the experimental images were found by applying a 20% 
intensity threshold to the normalized data, which eliminated 
most noise without notable alterations to the bands’ behavior 
and size. Figure 149.47(b) compares the thresholded experimen-
tal edges to the synthetic AFR edges. The squared differences 
of the locations between the synthetic and experimental AFR 
band edges were averaged over the entire image:

 ,m E S, ,n r n r
rn

2

1

100

1

14
-=

==
_ i//  (5)

Figure 149.46
(a) A 2-D slice of a 3-D axisymmetric synthetic density profile generated 
from the density function described by Eq. (2). (b) The integrated phase 
accrued by the probe passing through the synthetic plasma. (c) The synthetic 
AFR image made by extracting refraction information from the phase map 
following Eq. (4) and eliminating angles blocked by the filter. (d) A visual 
overlay of the synthetic (orange) image and experimental (red) image. Blue 
indicates where the profiles overlap.
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where En,r and Sn,r are the edge locations of the experimental 
and synthetic bands, respectively, at an edge n and an angle r. 
All 14 edges were examined at a large number of angles so 
that slight fluctuations at some points in the experimental AFR 
image do not dominate the match (Fig. 149.47).

The solver incorporates the simulated annealing12 (SA) 
algorithm to systematically alter the variables of the density 
function until a global minimum for m in the parameter space 
is found. An SA algorithm was chosen because of its ability 
to find a global minimum in a large parameter space [seven 
parameters; see Eq. (1)], where many local minima exist. Fig-
ure 149.48 displays the logical flowchart that the SA algorithm 
follows. The SA algorithm takes an initial user-defined density 
guess ni, generates the synthetic AFR image, and calculates 
mi. The density is then perturbed by Dn and a new match 
parameter mi+Dn is calculated. If mi+Dn−mi < 0, the new profile 
is accepted and ni + Dn becomes the new ni. If mi+Dn−mi > 0, 
the new profile is considered for rejection, although there is a 
chance that it may be accepted.

Accepting a poorer match over a superior one allows the pro-
file to escape from local minima enroute to the final solution. 
The range over which parameters’ values are generated and the 
likelihood of accepting a poorer match decrease at later itera-
tions13 so that the algorithm focuses around a nearby solution. 
After a set number of runs, the SA algorithm resets the range 
of parameters in the search and the likelihood of accepting a 

poor match. Repeating this process numerous times makes it 
unlikely for the algorithm to get stuck in a local minimum. 
The simulated annealing algorithm terminates when a chosen 
number of iterations pass without a new best match being dis-
covered (stop criterion). At this point the profile corresponding 
to the lowest calculated match is returned by the algorithm. 
Figure 149.49(a) shows how a single simulating annealing algo-
rithm closes in on its results. Occasionally it escapes its local 
minimum and finds a new one, trending toward the optimal 
value. The process of escaping a local minimum can be seen 
more clearly in Fig. 149.49(b).
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(a) The normalized match value m is plotted over a single simulating anneal-
ing run while modifying the parameters simultaneously. The long stretches 
of constant value represent local minima, which are typically escaped after 
first passing through inferior values. (b) A closer look at a certain portion of 
the run shows that the normalized value decreases sharply over 50 iterations 
that accept multiple poorer matches. After a long stretch in a local minimum, 
the algorithm begins accepting poorer matches again and then quickly finds 
a new lowest match value.

Figure 149.48
A flowchart describing simulated annealing.
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This solver utilizes a series of SA algorithms that focus on 
particular groupings of parameters rather than one SA algo-
rithm that modifies all parameters simultaneously. One group 
contains parameters that primarily affect the heights of the 
bands (n0, A, Ly1, and Ly2); the other group contains param-
eters that primarily affect the behavior of the bands near the 
target surface (Lxz, c1, c2, and c3). The SA algorithms are run 
in an alternating cycle on each parameter group, increasing 
the demand for accuracy the longer each group goes unaltered. 
The solver reaches the stop criterion when a certain number 
of iterations on both parameter groups pass without improving 
the match. This approach converges on a good match nearly 
twice as quickly as using one SA algorithm on all parameters. 
After the run is complete, a simple local neighborhood search 
is executed to fine-tune the answer.

Uncertainty Analysis
Three primary sources of uncertainty exist in the analysis. 

The first source is the statistical uncertainty in the match, which 
was accounted for by testing the |2 statistic.14 A second source 
resides in the unknown integration constant in calculating 
phase from the angle of refraction [Eq. (4)]. The final source 
of uncertainty comes from a systemic left–right asymmetry in 
the AFR diagnostic presumed to be related to an optical aber-
ration in the system. All three uncertainties are quantitatively 
accounted for and added in quadrature.

1. Statistical Uncertainty
The uncertainty related to the sensitivity to fit is calcu- 

lated as
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where n pd de  is the derivative of the density function with 
respect to parameter p and vp is the uncertainty in p. The 
uncertainty in each parameter is determined using |2 statistical 
testing, which describes the similarity between theoretical and 
observed data. For this data, the |2 value is

 .
E S, ,n r n r

rn

2
2

1

100

1

14 -
|

a
=

==

_ i//  (7)

This equation is the match value m divided by a2, which 
represents the experimental noise, or the observed data that 
cannot be fit by the theoretical model. This means that mmin 

represents the degree of noise for a given experimental AFR 
image, so a2 = mmin.

The uncertainty in each parameter is related to the way it 
alters the behavior of |2 around .min

2|  Altering the param-
eters around their best-fit values increases |2, indicating a 
lower probability that these parameter values are correct.14 A 
confidence interval15 DS is defined to describe the increase to 

min
2|  that would result in an N-percent certainty that the solu-

tion lies within DS (Ref. 5). Each parameter is individually 
altered until ;Smin

2 2| | D= +  the boundaries of this window 
represent the uncertainty in the parameter, v. This was factored 
back into Eq. (6) to find the uncertainty in density. Because 
|2 is inversely proportional to mmin, Dnstat will be larger for 
profiles whose best matches are not as strong. The calculated 
uncertainty map from |2 statistics for the case in Fig. 149.46 
is shown in Fig. 149.50(a).
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(a) The statistical uncertainty map corresponding to the density function. 
(b) The degenerative uncertainty. Note that the color bars cut off at 30% but 
at one point are as high as 100%. (c) The left–right uncertainty. Note that the 
color bars cut off at 30%, but uncertainties at the outer regions get higher. 
(d) The combined uncertainty.

2. Degenerative Uncertainty
The next source of uncertainty is related to the fact that the 

AFR diagnostic measures refraction, which is proportional 
to the gradient of the plasma density, or phase. The phase is 
proportional to the integration of refraction plus an integration 
constant (c) allowing for degenerate solutions. The value of c 
is a source of uncertainty in the density since changing c does 
not change the AFR image; therefore, boundary conditions 
must be established.
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The main physical boundary condition on the density 
function is that density must fall to zero away from the target 
surface. The lowest density that contributes to the AFR image 
lies somewhere along the outer band’s edge. This value must be 
non-negative, which gives a lower bound for c (negative value). 
Positive values for c violate the boundary condition of density 
going to zero without the introduction of additional gradients 
that exist outside the outermost band that are smaller than 
measurable by the AFR diagnostic.

There is no way to define the upper bound for c, so for testing 
purposes, the maximum shift to the density in either direction 
was taken to be the largest downward shift possible. A density 
function with over 20 parameters was used to create test AFR 
images. Those AFR images were treated as experimental ones 
and run through the iterative solver. The statistical uncertainty 
and degenerative uncertainty combined were always able to 
encompass the percent difference between the test cases and 
the corresponding optimized synthetic densities, proving the 
validity of these uncertainty calculations.

The corresponding uncertainty can be described by 
[Fig. 149.50(b)]
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3. Asymmetry Uncertainty
There is a consistent left–right asymmetry in all AFR 

images. In theory the plasmas should be approximately axi-
symmetric due to nearly axisymmetric illumination, so it is 
believed that this asymmetry is symptomatic of an aberration 
in the probe beam. Efforts to model the presumed aberration 
were unsuccessful; therefore, it is accounted for as a source 
of uncertainty. Optimizations are run separately on the left 
and right sides of each shot and the solution is taken to exist 
somewhere within the percent difference between the resulting 
densities. This percent difference contributes to the uncertainty 
[Fig. 149.50(c)]:
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Discussion
The total uncertainty is generated by adding the three sepa-

rate uncertainty sources in quadrature.16 The uncertainty cal-
culations for the far left and right edges exceed 100% because 

of the asymmetry. Over a large region of interest, the central 
two-thirds of the profile has an uncertainty of under 20%. The 
uncertainty along the target normal is under 10%.

The use of an analytic density function is an additional ben-
efit to this analysis method. It facilitates an accurate calculation 
of the density scale lengths caused by the smoothness of the 
density derivative. This results in a low uncertainty for scale 
length. The scale length can be calculated as
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Figure 149.51 shows the density and scale length of the plasma 
analyzed throughout this article along the target normal. Note 
that the uncertainty increases as the plasma is farther from the 
target surface but does not exceed 10%.
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Figure 149.51
The blue line is the plasma density profile along the target normal at the 
center of the plasma profile (x = 0) measured from the AFR data shown in 
Fig. 149.45. The original target surface is located at y = 0. The green curve 
is the corresponding scale length. The uncertainty in scale length increases 
with y but is under 10% at all points.

Conclusion
A new method of analyzing data from the AFR diagnostic 

has been developed. A seven-parameter density profile was 
used to produce synthetic AFR images, and an iterative solver 
was developed that could successfully match synthetic data to 
experimental AFR images. A 2-D uncertainty map for the 3-D 
density was presented that has an uncertainty of less than 10% 
in the region of interest. 
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Several future improvements could increase the accuracy 
of this analysis. By adding more variables to the density func-
tion, it will have more flexibility to match the experimental 
AFR images, therefore improving the model fit. This would, 
however, be gained at the cost of computer run time. The 
degeneracy uncertainty could be erased completely if a bound-
ary condition was known. This could be accomplished, for 
example, by measuring phase in the low-density regions using 
simultaneous interferometry. If the asymmetry was caused 
by an aberration, it could be largely reduced or eliminated 
by successful modeling the aberration on the probe beam, or 
experimentally fixing the aberration.
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