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In Brief

This volume of the LLE Review, covering April–June 2016, features “Measurements of the Effect of Adiabat on Shell Decompression in Direct-Drive Implosions on OMEGA,” by D. T. Michel, S. X. Hu, A. K. Davis, V. Yu. Glebov, V. N. Goncharov, I. V. Igumenshchev, P. B. Radha, C. Stoeckl, and D. H. Froula. This article (p. 109) reports on measurements of the maximum in-flight shell thickness, which decreased from 75±2 μm to 60±2 μm in direct-drive implosions on OMEGA when the shell adiabat was reduced from 6 to 4.5. When the adiabat was decreased further (to \( \alpha = 1.8 \)), the shell thickness increased to 75±2 μm. Two-dimensional simulations that included laser imprint, nonlocal thermal transport, cross-beam energy transfer, and first-principles equation-of-state models reproduced the measured shell thickness, shell trajectories, minimum core radius, and neutron yield and showed that the increased shell thickness for \( \alpha \leq 3 \) was caused by laser imprint.

Additional research highlights presented in this issue include:

- M. Hohenberger, A. Shvydky, J. A. Marozas, G. Fiksel, M. J. Bonino, D. Canning, T. J. B. Collins, C. Dorrer, T. J. Kessler, B. E. Kruschwitz, P. W. McKenty, D. D. Meyerhofer, S. P. Regan, T. C. Sangster, and J. D. Zuengel demonstrate optical smoothing of laser imprinting in planar-target experiments on OMEGA EP using one-dimensional (1-D) multi-FM smoothing by spectral dispersion (SSD) (p. 115). Direct-drive ignition at the National Ignition Facility (NIF) requires single-beam smoothing to minimize imprinting of laser nonuniformities that can negatively affect implosion performance. One-dimensional, multi-FM SSD has been proposed to provide the required smoothing. A prototype multi-FM SSD system has been integrated into the NIF-like beamline of the OMEGA EP Laser System. Experiments have been performed to verify the smoothing performance by measuring Rayleigh–Taylor growth rates in planar targets of laser-imprinted and preimposed surface modulations. One-dimensional, multi-FM SSD has been observed to reduce imprint levels by ~50% compared to the nominal OMEGA EP SSD system. The experimental results are in agreement with 2-D DRACO simulations using realistic, time-dependent far-field spot-intensity calculations that emulate the effect of SSD.

- R. K. Follett, J. A. Delettrez, D. H. Edgell, R. J. Henchen, J. Katz, J. F. Myatt, and D. H. Froula discuss plasma characterization using ultraviolet Thomson scattering from ion-acoustic and electron plasma waves (p. 125). Collective Thomson scattering is a technique for measuring the plasma conditions in laser-plasma experiments. Simultaneous measurements of ion-acoustic and electron plasma wave spectra were obtained using a 263.25-nm Thomson-scattering probe beam. A fully reflective collection system was used to record light scattered from electron plasma waves at electron densities greater than 10^{21} \text{ cm}^{-3}, which produced scattering peaks near 200 nm. An accurate analysis of the experimental Thomson-scattering spectra required accounting for plasma gradients, instrument sensitivity, optical effects, and background radiation. Practical techniques for including these effects when fitting Thomson-scattering spectra are presented and applied to the measured spectra to show the improvement in plasma characterization.

- A. A. Solodov, B. Yaakobi, D. H. Edgell, R. K. Follett, J. F. Myatt, C. Sorce, and D. H. Froula describe measurements of hot-electron temperature in laser-irradiated plasmas (p. 134). In recently published work they reported on measuring the total energy of hot electrons produced by the interaction of a nanosecond laser with planar CH-coated molybdenum targets, using Mo K_{\alpha} emission. The temperature of the hot electrons in that work was determined by the high-energy bremsstrahlung spectrum measured by a three-channel fluorescence–photomultiplier hard x-ray detector (HXRD). In the present work, which extends that temperature measurement, the HXRD was replaced with a nine-channel image-plate–based detector.
For the same conditions (irradiance of the order of $10^{14}$ W/cm$^2$; 2-ns pulses) the measured temperatures were consistently lower than those measured by the HXRD (by a factor $\sim 1.5$ to 1.7). This measurement was supplemented with three experiments that measure the hot-electron temperature using $K_z$ emission from high-Z target layers, independent of the hard x-ray emission. These experiments yielded temperatures that were consistent with those measured by the bremsstrahlung. For a given x-ray emission in inertial confinement fusion compression experiments, this result would lead to a higher total energy in hot electrons, but to a lower preheat of the compressed fuel, because of the reduced hot-electron range.

- J. Katz, R. Boni, R. Rivlis, and D. H. Froula (LLE); and C. Muir (Department of Mechanical Engineering, University of Rochester) report on a pulse-front-tilt–compensated streaked optical spectrometer with high throughput and picosecond time resolution (p. 143). A high-throughput, broadband optical spectrometer coupled to the Rochester Optical Streak System equipped with a Photonis P820 streak tube was designed to record time-resolved spectra with 1-ps time resolution. Spectral resolution of 0.8 nm is achieved over a wavelength coverage range of 480 to 580 nm, using a 300-groove/mm diffraction grating in conjunction with a pair of 225-mm-focal-length doublets operating at an f/2.9 aperture. Overall pulse-front tilt across the beam diameter generated by the diffraction grating is reduced by preferentially delaying discrete segments of the collimated input beam using a 34-element reflective echelon optic. The introduced delay temporally aligns the beam segments and the net pulse-front tilt is limited to the accumulation across an individual subelement. The resulting spectrometer design balances resolving power and pulse-front tilt while maintaining high throughput.

- S. T. Ivancic, C. R. Stillman, D. Nelson, I. A. Begishev, C. Mileham, P. M. Nilson, and D. H. Froula present a design of an extreme ultraviolet spectrometer suite to characterize rapidly heated solid matter (p. 146). An ultrafast, streaked, extreme-ultraviolet (XUV) spectrometer (5 to 20 nm) has been developed to measure the temperature dynamics in rapidly heated samples. Rapid heating makes it possible to create exotic states of matter that can be probed during their inertial confinement time—tens of picoseconds in the case of micron-sized targets. In contrast to other forms of pyrometry, where the temperature is inferred from bulk x-ray emission, XUV emission is restricted to the sample surface, allowing for a temperature measurement at the material–vacuum interface. The surface-temperature measurement constrains models for the release of high-energy-density material. Coupling the XUV spectrometer to an ultrafast (<2-ps) streak camera provided an evolution in the picosecond time scale of the surface-layer emission. Two high-throughput XUV spectrometers were designed to simultaneously measure the time-resolved and absolute XUV emission.

- M. Sharpe, C. Fagan, and W. T. Shmayda (LLE); and W. U. Schröder (Department of Chemistry, University of Rochester) discuss the influence of surface modifications on the adsorption and absorption of tritium into stainless-steel 316 (p. 150). Tritium dissolution within the adsorbed water layers on stainless-steel surfaces can contribute a significant fraction to the total quantity of tritium absorbed during an exposure to tritium-containing gas. Additionally, these water layers govern the migration of tritium from the stainless-steel lattice to the metal surface after the surface is cleaned. The adsorbed water layers are sensitive to the conditions of the metal surface; different pretreatments can lead to different surface concentrations of water. In the present study, the effect of altering the metal surface by mechanical polishing, electropolishing, Fe or Cr oxidation, gold plating, and nitric-acid treatments was studied using linear thermal desorption and plasma-induced ion sputtering. The results demonstrate that altering the metal surface can reduce tritium absorption by ≥35%. Finally, a quantitative migration model accurately describes the migration of tritium out of the stainless-steel lattice after the surface is cleaned.

Wolfgang Theobald
Editor
Measurements of the Effect of Adiabat on Shell Decompression in Direct-Drive Implosions on OMEGA

In inertial confinement fusion (ICF), laser beams are used to implode a spherical shell of deuterium and tritium. To reach maximum compression and achieve fusion conditions, the fuel entropy must be minimized (close to the Fermi-degenerated limit). This requires accurate control of the shocks and compression waves launched during the implosion. The entropy in ICF is commonly characterized by the shell’s adiabat (α) defined as the mass-averaged ratio of the shell’s pressure to the Fermi-degenerated pressure. One-dimensional (1-D) simulations suggest that reducing the adiabat increases the shell density and reduces shell thickness. At a low adiabat, however, short-scale nonuniformities amplified by the Rayleigh–Taylor (RT) instability lead to shell decompression, which increases its effective adiabat. Therefore, optimizing the implosion performance requires a balance between minimizing the adiabat and reducing the RT growth to maintain a compressible shell.

The effect of the adiabat on shell compression has typically been studied by measuring its effect on integrated performance parameters (e.g., neutron yield and areal density). Recently, several studies have shown that increasing the adiabat of the shell improved the neutron yield in both direct- and indirect-drive configurations. For low-adiabat implosions, the nonuniformities were shown to result in the ablator mixing into the hot spot, which cooled the hot spot and reduced the fusion performance. A threshold was observed in the calculated adiabat where, above the threshold, the measured areal density was recovered by 1-D simulations. Previous research aimed at studying integrated implosions has used flux-limiter models, but these models did not reproduce the mass ablation rate and the conduction-zone length correctly, which led to errors in the calculation of the laser imprint and the RT growth.

This article presents the first measurements of the effect of adiabat on the shell decompression and the first hydrodynamic simulations that reproduce the detailed experimental observables by including laser imprint and cross-beam energy transfer (CBET) models. The maximum in-flight shell thickness was obtained using a novel technique where the outer and inner surfaces of the shell were simultaneously measured using self-emission images of the imploding target. When the calculated adiabat of the shell was decreased from α = 6 to α = 4.5, the shell thickness was measured to decrease from 75±2 μm to 60±2 μm, but when the adiabat was decreased further to α = 1.8, the shell thickness was measured to increase to 75±2 μm. Over this adiabat range, the measured minimum core size continued to decrease, demonstrating that the decompression of the shell measured for low adiabats was not caused by errors in the adiabat calculations, but a result of the increase in the RT growth. The optimum performance (minimum shell thickness and maximum neutron yield) was obtained for α = 3. In simulations that did not include laser imprint, the simulated thicknesses were close to measurements for α > 3, but they significantly underestimated the shell thickness for α ≤ 3, which confirmed that the decompression measured for low adiabats was a result of laser imprint. The simulations that included state-of-the-art models reproduce the measured outer-shell trajectory, maximum in-flight shell thicknesses, inner-shell deceleration, minimum core size, and neutron yields and show that the increased shell thickness for α ≤ 3 is caused by laser imprint.

The experiments employed 60 ultraviolet (λ0 = 351 nm) laser beams on the OMEGA laser. The laser beams uniformly illuminated the target and were smoothed by polarization smoothing, smoothing by spectral dispersion (SSD), and distributed phase plates (fourth-order super-Gaussian with 95% of the energy contained within the initial target diameter). On some shots, the laser imprint was increased by turning off SSD. A 100-ps-long picket and a 1.7±0.2 × 1014 W/cm² foot on the rise of the drive pulse were used to set the adiabat of the shell. They were followed by a 2-ns-long drive pulse that accelerated the target to its final velocity of ~200 km/s. The picket intensity was varied between 0.85 × 10¹⁴ W/cm² and 5.5 × 10¹⁴ W/cm² to vary the adiabat of the shell between 1.8 and 6. The total laser energy was 21±0.3 kJ, which resulted in a maximum on-target overlapped intensity of 4.7±0.06 × 10¹⁴ W/cm². The shells were made of 26.5±0.2-μm-thick glow-discharge polymer (CH with a density of 1.03 g/cm³) with an outer radius of 433±4 μm and filled with 11±0.5 atm of deuterium.
The recently developed self-emission x-ray imaging technique\textsuperscript{27} was adapted to simultaneously measure the outer- and inner-shell trajectories (Fig. 147.1). The soft x rays emitted by the imploding target were imaged with an array of 10-\textmu m-diam pinholes onto a four-strip, fast x-ray framing camera\textsuperscript{28} using a magnification of 6. With this setup, the point-spread function (PSF) of the diagnostic had a diameter at full width at half maximum of \(d_{\text{PSF}} = 12 \text{ \mu m}\). The images were integrated over 40 ps. A 25.4-\textmu m-thick Be filter was used to select the soft x rays above \(\sim 1 \text{ keV}\). The absolute timing between the laser pulse and the images was known to an accuracy of 20 ps and the interstrip timing was determined within 5 ps (Refs. 29 and 30).

Figure 147.1(c) shows the x-ray self-emission profile at the beginning of the deceleration of the shell calculated by post-processing the hydrodynamic simulations [Fig. 147.1(b)] with Spect3D.\textsuperscript{31} The inner edge of the outer peak generated by the coronal plasma was used to determine the position of the outer surface of the shell, while the outer edge of the central emission (hot spot) was used to determine the position of the inner surface of the shell. The emission of the coronal plasma is maximum near the outer surface of the shell because the plasma has a larger density and the integration distance to the detector is maximum. Just inside the outer surface of the shell, the emission drops by a factor of 2 over a few microns as the emission from the back of the target is absorbed into the cold shell. When the shell begins to decelerate, the pressure of the hot spot rapidly increases (\(P_{\text{hs}} \propto 1/R^2\)), resulting in an increase in the electron temperature and a rapid start of the emission of x rays from the hot spot with energies above 1 keV. The maximum emission occurs close to the inner edge of the shell, where the shell is ablated and the plasma has a high density. To account for the PSF of the diagnostic, the edge position is measured using the 10\% intensity point [\(I_{\text{max}} - I_{\text{min}}\)], where \(I_{\text{max}}\) and \(I_{\text{min}}\) are the maximum and minimum emissions inside the coronal emission]. During the deceleration phase, this outer edge corresponds to the inner side of the cold shell where the temperature drops below 400 eV.

Figure 147.2 shows the self-emission images measured at the end of the laser pulse and at maximum compression. Accurate measurements of the positions of the outer- and inner-shell radii were obtained by averaging the positions of the inner edge of the outer peak and the outer edge of the hot-spot emission determined at each angle. To reduce the noise, self-emission images were angularly averaged over the spatial resolution of the diagnostic (\(\theta_{\text{avg}} = d_{\text{PSF}}/R = 20^\circ\), where \(R\) is either the outer- or inner-shell radius). With this method, the standard deviation in the variation (as a function of the angle) of the position of the outer edge (inner edge) of the shell was \(\sigma_{\text{outer}} = \pm 2 \text{ \mu m} (\sigma_{\text{inner}} = \pm 3 \text{ \mu m})\), resulting in an error in the 360\(^\circ\) averaged radius of \(\delta R_{\text{outer}} = \sigma_{\text{outer}}/\sqrt{N_p} \approx 0.2 \text{ \mu m}\) (Ref. 30) (\(\delta R_{\text{inner}} \approx \pm 0.5 \text{ \mu m}\), where \(N_p = 2\pi R d_{\text{PSF}}\) is the number of independent measurements and \(R\) is the averaged radius. To measure the inner-shell radius, an additional error was introduced by the difference between the 10\% intensity point and the inner radius. A maximum error of \(\sim 2 \text{ \mu m}\) was determined.
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Once the laser turned off, the position of the outer surface was determined by extrapolating the measured outer-shell trajectory along a free-fall line. During this time (up to 70 ps), the target was not accelerated by the laser and it imploded with a constant velocity (simulations show that at this time convergence effects are negligible). The 4% error in the measurement of the velocity of the outer shell resulted in a maximum error of $\pm 1 \mu m$ in the inferred outer-shell radius at the beginning of the core emission.

Figure 147.4(a) shows that when SSD was used, the maximum in-flight shell thickness was measured to decrease from 75 $\mu m$ to 60 $\mu m$ when the adiabat was decreased from $\alpha = 6$ to $\alpha = 4.5$, but when the adiabat was reduced to $\alpha = 1.8$, the thickness of the shell increased to 75 $\mu m$. This is not consistent with the reduction of the shell’s adiabat. For each experiment, the measured outer-shell trajectory was nearly identical, indicating that the ablation pressure was similar among these shots. This increase in shell thickness is not explained by an error in the adiabat calculation because the measured minimum core size continued to decrease as the adiabat was reduced [Fig. 147.4(b)] and the neutron yield was up to $5 \times$ larger for the lower-adiabat ($\alpha = 1.8$ to $\alpha = 3$) implosions compared with the higher-adiabat ($\alpha = 4.5$ to $\alpha = 6$) implosions [Fig. 147.4(c)]. This is consistent with previous observations that showed a mild reduction in the areal density measured at maximum neutron yield compared to 1-D simulations at low adiabat. The measured increase in

Figure 147.2
Comparisons of the [(a),(b)] measured and [(c),(d)] calculated self-emission images at the end of the laser pulse (2.6 ns) and at the maximum compression (3 ns), respectively. The positions of the [(a),(c)] outer and [(b),(d)] inner shell are shown as dashed black lines and dotted back lines, respectively.

by comparing those two quantities in hydrodynamic simulations performed with and without nonuniformities (Fig. 147.3).

Figure 147.3 shows the simultaneous measurement of the outer and inner surfaces of the shell, which determined the maximum in-flight shell thickness, the deceleration of the shell, and the minimum core size. Once the laser turned off, the position of the outer surface was determined by extrapolating the measured outer-shell trajectory along a free-fall line. During this time (up to 70 ps), the target was not accelerated by the laser and it imploded with a constant velocity (simulations show that at this time convergence effects are negligible). The 4% error in the measurement of the velocity of the outer shell resulted in a maximum error of $\pm 1 \mu m$ in the inferred outer-shell radius at the beginning of the core emission.

Figure 147.4(a) shows that when SSD was used, the maximum in-flight shell thickness was measured to decrease from 75 $\mu m$ to 60 $\mu m$ when the adiabat was decreased from $\alpha = 6$ to $\alpha = 4.5$, but when the adiabat was reduced to $\alpha = 1.8$, the thickness of the shell increased to 75 $\mu m$. This is not consistent with the reduction of the shell’s adiabat. For each experiment, the measured outer-shell trajectory was nearly identical, indicating that the ablation pressure was similar among these shots. This increase in shell thickness is not explained by an error in the adiabat calculation because the measured minimum core size continued to decrease as the adiabat was reduced [Fig. 147.4(b)] and the neutron yield was up to $5 \times$ larger for the lower-adiabat ($\alpha = 1.8$ to $\alpha = 3$) implosions compared with the higher-adiabat ($\alpha = 4.5$ to $\alpha = 6$) implosions [Fig. 147.4(c)]. This is consistent with previous observations that showed a mild reduction in the areal density measured at maximum neutron yield compared to 1-D simulations at low adiabat. The measured increase in

Figure 147.3
(a) The thickness of the shell was determined by the distance between the outer-shell radius (open squares) extrapolated with a constant velocity (short dashed red line) and the inner-shell radius (solid squares) at the time when the hot spot first emits x rays. Once the laser turned off (long black dashed line), the position of the outer surface was determined by extrapolating the measured outer-shell trajectory along a free-fall line. The inner surface trajectory at 1/e of the maximum density was calculated from a simulation without laser imprint (dashed blue curve) and with laser imprint (dashed green curve). For the two simulations, the outer-shell trajectories at 0.2 of the maximum are the same (black curve) and are in excellent agreement with measurements. (b) The measured inner-surface trajectories (red squares) are compared with a 2-D simulations with (green squares) and without (blue squares) laser imprint. The trajectories of the surface where the hot-spot electron temperature drops below 400 eV is plotted for both simulations (dashed curves). The laser beams were smoothed by smoothing by spectral dispersion (SSD) and drove the implosion with $\alpha = 3$, which is slightly larger than the adiabat in the simulation ($+2.5$) because of the experimental reproducibility.
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The shell thickness for low-adiabat implosions was consistent with an increase in the RT growth that resulted in larger shell nonuniformities, which decompressed the shell.

To understand the shell decompression measured for low-adiabat implosions, hydrodynamic simulations were performed with the 2-D hydrodynamic code DRACO\(^1\) using the current state-of-the-art models for nonlocal thermal transport,\(^2\)\(^3\)\(^4\) CBET, first-principles equation of state,\(^5\)\(^6\) laser imprint (including modes between 2 and 200). To resolve both CBET and laser imprint, each simulation required approximately three months of computational time on \(\sim 300\) cores. Only the shell nonuniformities caused by laser imprint were simulated because the RT growth is dominant for large modes (>100) and the perturbations caused by target roughness are smaller by about a factor of 10 than those imposed by imprint. For all simulations, the trajectory of the outer surface of the shell was well reproduced, indicating that the hydrodynamic efficiency was correctly modeled.\(^2\)\(^9\) Simulations were able to reproduce the maximum in-flight shell thickness, inner-shell deceleration, minimum core size, and neutron yield (Figs. 147.3 and 147.4). This excellent agreement for \(\alpha \leq 3\) suggests that the shell decompression measured for low-adiabat implosions was caused by laser imprint. For larger-adiabat implosions, the excellent agreement shows that the reduction in the RT growth with the shell adiabat was correctly modeled. For the lowest-adiabat \((\alpha \leq 2)\) implosions, the simulated shell was broken in-flight, which produced a nonphysical hole (i.e., ring) in the shell as a result of the 2-D symmetry. This resulted in a large increase in the final core size and a strong reduction in neutron yield.

The fact that the final core size was significantly smaller for lower-adiabat implosions, even when the maximum in-flight shell thickness was similar, is a result of the laser imprint primarily decompressing the outer surface of the shell. The inner-shell density, and therefore the inner-shell pressure, remained large, leading to a small final core radius.\(^10\) Furthermore, the core pressure was reduced slightly by the RT-induced mix of the CH into the D\(_2\) core, allowing the shell to converge further. For the larger-adiabat implosions, the shell thickness increased because of increased shock heating, resulting in a smaller convergence.

Figure 147.4 shows that hydrodynamic simulations performed without laser imprint (1-D–like) are in better agreement with measurements for high-adiabat shots, but they significantly underestimate the shell thickness for low-adiabat implosions. For \(\alpha \leq 3\), these simulations predict that the shell thickness continues to decrease contrary to the experiments. This confirms that the laser imprint causes the decompression of the shell. This increased decompression resulted in an increasing difference between the measured and calculated neutron yields [Fig. 147.4(c)].

When the laser imprint was increased by turning SSD off, the thickness of the shell was increased by \(\sim 25\%\), leading to a reduced neutron yield for each adiabat tested (Fig. 147.4). Compared to SSD-on shots, a weaker degradation of the implosion performances (smaller increase of the core size and smaller reduction in neutron yield) was obtained for a larger adiabat \((\alpha = 4.5)\) than for a lower adiabat \((\alpha = 2.5\) and \(\alpha = 2)\). This is a result of the larger laser imprint that required a stronger mitigation of the RT growth to keep the shell compressible.
In summary, the decompression of an imploding shell was studied by measuring the maximum in-flight shell thicknesses for adiabats ranging from 1.8 to 6 and comparing the results with the first 2-D hydrodynamic simulations, which included laser imprint, nonlocal thermal transport, CBET, and first-principles equation-of-state models. When the adiabat of the shell was decreased, the shell thickness was initially measured to decrease. Reducing the adiabat below 3 resulted in an increasing shell thickness. Over this adiabat scan, the measured minimum core size continued to decrease, showing that the decompression of the shell measured for low adiabats was not caused by errors in the adiabat calculations but by an increase in the RT growth. Hydrodynamic simulations reproduced the measured outer-shell trajectory, maximum in-flight shell thicknesses, inner-shell deceleration, minimum core size, and neutron yields. Simulations that did not include laser imprint were in good agreement with measurements for \( \alpha > 3 \), but they significantly underestimated the shell thickness for \( \alpha \leq 3 \), which confirmed that the decompression measured for low adiabats was a result of laser imprint.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of Inertial Confinement Fusion under Award Number DE-NA0001944, the University of Rochester, and the New York State Energy Research and Development Authority. The support of DOE does not constitute an endorsement by DOE of the views expressed in this article.

REFERENCES


Optical Smoothing of Laser Imprinting in Planar-Target Experiments on OMEGA EP Using One-Dimensional Multi-FM Smoothing by Spectral Dispersion

Introduction
One of the primary missions of the National Ignition Facility (NIF) is to experimentally demonstrate ignition with inertial confinement fusion (ICF), either by the indirect-drive (or x-ray–drive) approach, where laser beams heat the inside of a high-Z enclosure (“hohlraum”) in which an implosion capsule is placed, or by the direct-drive approach, where a capsule is illuminated directly by the laser beams to launch the capsule implosion. In ICF the stability of the shell that encases the fusion fuel during the implosion is a key determinant of achieving ignition. Achieving sufficient irradiation uniformity for a successful direct-drive ignition experiment necessitates the use of single-beam smoothing. Typical requirements for direct-drive illumination are in excess of what is required for indirect-drive illumination since direct drive lacks the inherent smoothing of the radiation field as it flows from the hohlraum wall to the capsule.

Shell stability is primarily degraded by the growth of hydrodynamic instabilities that cause both short- and long-wavelength modulations of the shell’s areal density. These modulations can result in shell breakup during the acceleration phase of the implosion or lead to a mixing of the cold shell material with the hot fuel, quenching the fusion reactions. Some instability mitigation is provided by the SSD system currently installed on the NIF, although the level of smoothing is less than that required for direct-drive–ignition experiments. There are two potential paths to implementing SSD beam smoothing for direct-drive ignition on the NIF: (1) Two-dimensional (2-D) SSD, as currently used on the OMEGA laser, has been shown to reduce single-beam irradiation nonuniformities to the few-percent level and to efficiently suppress instability seeds. Adding a comparable 2-D SSD system to the NIF would necessitate major modifications to the preamplifier modules (PAM’s) and require additional tripler crystals to convert the extra bandwidth. (2) One-dimensional smoothing by spectral dispersion with multiple phase-modulation frequencies (1-D multi-FM SSD) was developed at LLNL as a more cost-effective and labor-efficient solution to providing the smoothing level required for the current NIF polar-direct-drive–ignition point design. It is compatible with the existing NIF Laser System, and modifications that are necessary to implement 1-D multi-FM SSD on the NIF are limited to fiber-based systems in the Master Oscillator Room, in addition to a new diffraction grating in the PAM. Both 2-D SSD and 1-D multi-FM SSD are predicted to provide the smoothing required by the ignition design.
A prototype multi-FM seed source has been implemented in Beamline 4 of the OMEGA EP laser\textsuperscript{26} to validate the predicted multi-FM performance. Amplifying and angularly dispersing the phase-modulated beam in a NIF PAM before injection into Beamline 4 ensures the compatibility of the multi-FM system with the NIF’s front end.

The multi-FM performance qualification consists of two parts: (1) measurement of equivalent-target-plane modulations of the laser intensity and (2) validation of the numerical treatment of 1-D multi-FM SSD to predict imprint levels and instability growth with dedicated on-target shots. The remaining sections briefly describe the multi-FM SSD system and its implementation on OMEGA EP; discuss the equivalent-target-plane measurements to characterize modulations in the focal-spot intensity using different SSD methods; describe the experiments that characterize laser-imprint levels by measuring the RT instability growth, including 2-D hydrodynamic simulations of the data; and present our conclusions.

**One-Dimensional Multi-FM SSD on OMEGA EP**

The implementation of 1-D multi-FM SSD into the front end of Beamline 4 on OMEGA EP is shown schematically in Fig. 147.5. Two separate pulse-shaping systems provide different levels of SSD bandwidth to the laser pulse by transforming the incident electric field $E(t) \propto \exp(i\omega_0 t)$ to

$$E(t) \propto \exp\left[i\omega_0 t + i\sum_n \delta_n \cos(\omega_n t + \varphi_n)\right].$$

Here, $\omega_0$ is the incident laser frequency; $t$ is the time; and $\delta_n$, $\omega_n$, and $\varphi_n$ are the modulation depth, frequency, and phase of modulator $n$, respectively, with the sum being calculated over the number of modulators in the system. The OMEGA EP main-pulse front end introduces bandwidth to the fundamental laser frequency to suppress stimulated Brillouin scattering (SBSS SSD) in the laser system optics. It operates with a modulation frequency of 3 GHz and a modulation depth of 5.5 in the infrared (IR), resulting in a ultraviolet (UV) bandwidth of 0.1 THz. In parallel, a picket-pulse channel provides the bandwidth for the 1-D multi-FM SSD. It comprises three modulators with incommensurate frequencies of 21.2 GHz, 22.8 GHz, and 31.9 GHz and corresponding modulation depths of 0.45, 1.04, and 2.07, respectively. This results in a combined bandwidth in the UV of $\pm$0.5 THz. Multi-FM SSD is typically applied to the early part of the laser pulse during which laser imprint dominates, with SBSS SSD bandwidth applied to the main portion. The two parts are then optically combined to form the desired pulse shape and SSD bandwidth profile. This dynamic bandwidth reduction ensures that the increased bandwidth of multi-FM SSD is not applied during the high-intensity portion of the laser pulse, where it can potentially damage the laser optics.\textsuperscript{27} After optical combination, the beam is passed through a diffraction grating, resulting in

![Figure 147.5](TC9853JR)  
One-dimensional multi-FM setup of Beamline 4 on OMEGA EP. Two separate front ends provide bandwidth for either stimulated Brillouin scattering suppression (SBSS) or multi-FM smoothing by spectral dispersion (SSD). The two pulses are then combined optically to form the desired pulse shape and SSD profile. A grating introduces spectral dispersion, resulting in a spatiotemporal shear of 245 ps.
spectral dispersion of the phase-modulated beam and the spatial frequency modulation across the beam necessary for SSD. The grating imposes an uncompensated spatiotemporal shear of $\Delta t = 245$ ps to the pulse. Since the NIF laser’s front end, for which multi-FM has been designed, is a fiber-based system, it is not possible to place an additional grating in the laser chain before the phase modulators to compensate for this temporal skew. This imposes a minimum rise time of $\sim 250$ ps to the portion of the laser pulse to which the multi-FM bandwidth is applied.

For the experiments discussed below, the pulse shapes were generated fully in either the SBSS or the multi-FM SSD front end, without employing dynamic bandwidth reduction.

**Equivalent-Target-Plane Measurements**

High-resolution, equivalent-target-plane (ETP) measurements of the UV irradiation uniformity of SSD-smoothed laser pulses were performed using the setup shown in Fig. 147.6. The setup is very similar to the UV ETP system on OMEGA, which has been demonstrated to fully resolve individual speckles. After frequency conversion and before focusing into the target chamber, a portion of the Beamline 4 light is picked up using a 4% beam splitter and focused onto a camera with an off-axis parabola. This provides an image of the focal spot equivalent to the on-target conditions with a spatial resolution of $\sim 4$ $\mu$m. The speckle size $w$ is given by the relationship $w = \lambda f \approx 6.5$ $\mu$m, with $\lambda$ and $f$ being the laser wavelength and imaging $f$ number, respectively.

![3ω ETP image](image)

Figure 147.6
The equivalent-target-plane (ETP) diagnostic on OMEGA EP measures the focal-spot profile of a low-power, phase-plate–focused beam with and without SSD bandwidth. DPP: distributed phase plate.

Images of the far-field profile of a wEP-SG8-0800 DPP irradiated with a 2-ns pulse and using different levels of SSD are shown in Fig. 147.7. In addition to the time-integrated far-field data, each image shows central lineouts through the data in the horizontal and vertical directions, below and to the right of the far-field image, respectively. All far-field spots contain the same amount of signal.

(a) (b) (c)

![Equivalent-target-plane images](image)

Figure 147.7
Equivalent-target-plane images of the far field of a wEP-SG8-0800 phase plate and central lineouts in the horizontal and vertical directions. (a) With no applied SSD bandwidth, the speckle pattern of the phase-plate–focused far field is well resolved. (b) SBSS SSD and (c) multi-FM SSD applied smoothing in the horizontal direction. The data smoothed by multi-FM SSD are significantly smoother in both the vertical and horizontal directions because of the increased bandwidth.
amount of energy, and the color scales have been adjusted for each image to fully capture the recorded signal range.

The case where no SSD has been applied is shown in Fig. 147.7(a). There is no SSD bandwidth and the speckle pattern is unperturbed and stationary throughout the pulse duration. The speckle pattern is well resolved in the ETP data, and the central lineouts through the data exhibit severe intensity modulations in both the x and y directions. Figure 147.7(b) shows the effect of applying SBSS SSD to the laser pulse. The speckle pattern is displaced in the horizontal direction, smoothing the time-integrated intensity profile. Applying 1-D multi-FM SSD results in the far-field laser spot shown in Fig. 147.7(c)—the smoothest of the three cases shown here—where the intensity modulations in the central lineouts are reduced considerably. Both SBSS SSD and multi-FM SSD apply the angular dispersion in one dimension only, resulting in the smoothing applied predominantly in a single direction (horizontal in Fig. 147.7). As can be seen from the central lineouts, despite the 1-D nature of the applied SSD bandwidth, smoothing is observed in both the x and y directions.

The recorded ETP data agree well with numerical predictions of the smoothing performance. Figure 147.8 shows azimuthally averaged power spectral densities (PSD’s) of the far-field data in Fig. 147.7 (blue lines) and the equivalent theoretical predictions (red). The predicted PSD’s were calculated by propagating measured near-field phase fronts using the code Waasikwa which incorporates numerical models of the phase plate and SSD. The experimental data agree well with the predictions up to the ETP system resolution at a frequency of ~0.1 μm⁻¹. While SBSS SSD generates a notably smoother profile than in the case of no applied SSD, multi-FM SSD reduces the PSD amplitudes further by ~50% to 70% in the range of 0.01 to 0.1 μm⁻¹, corresponding to modes ~100 to 1000 of an ignition-scale target.

**Measurements and Simulations of Experimental RT Growth**

Experiments were performed to study the effect of multi-FM smoothing on laser imprinting in dedicated OMEGA EP target experiments. The experimental setup shown schematically in Fig. 147.9 is based on similar RT-growth experiments per-
formed on OMEGA.\textsuperscript{22,30} A planar, 20-\textmu{}m-thick CH foil was driven with \textasciitilde{}1.6 kJ by Beamline 4 using a 2-ns square pulse with an on-target irradiance of \textasciitilde{}10^{14} \text{ W/cm}^{2} and a rise time of \textasciitilde{}250 ps, dominated by the temporal skew imposed by the SSD dispersion grating. The imprint target featured a single-mode, sinusoidal surface corrugation with a wavelength of 30 \textmu{}m and amplitude of 0.1 \textmu{}m that acts as a reference for the imprint-seeded, broadband RT growth. For a typical ignition-scale direct-drive target, this corresponds to a Legendre mode of \textasciitilde{}350 (Ref. 7).

The corrugation was oriented approximately perpendicular to the active SSD direction. The experiments were carried out with either SBSS SSD or multi-FM SSD applied over the full duration of the drive laser. Operation without any SSD bandwidth was not supported because of the potential risk of optics damage in the laser system. The RT-amplified corrugation mode and broadband laser imprint were measured using face-on x-ray radiography of the driven target, providing an optical-depth map of the target at discrete times and highlighting areas of spike and bubble growth. The backlighter was a uranium foil driven with Beamlines 1, 2, and 3 of the OMEGA EP laser with a 2-ns pulse containing a total of \textasciitilde{}5 kJ of energy and an on-target irradiance of \textasciitilde{}3 \times 10^{14} \text{ W/cm}^{2}. An undriven, 3-\textmu{}m-thick Al foil was placed between the backlighter and the imprint foil. This foil acted as a shield, protecting the imprint target from plasma blowoff generated at the backlighter, as well as from soft x-ray emission that could preheat the imprint target. X rays transmitted through the Al heat shield and the imprint target were imaged with 10-\textmu{}m pinholes onto a fast x-ray framing camera.\textsuperscript{31} A combination of iridium-coated, grazing-incidence mirrors oriented at a 2° angle of incidence and 5-\textmu{}m-thick Si filtering limited the recorded x-ray energy to \textasciitilde{}1.5 keV. The x-ray framing camera recorded multiple snapshots of the target’s optical depth over an \textasciitilde{}1-ns window, with individual images integrated over the camera gate width of \textasciitilde{}100 ps. This radiography technique lacks the sensitivity to measure imprint levels or the preimposed corrugation feature directly and relies on RT growth of the target modulations to produce detectable levels of variation in optical depth.

Unlike previous planar-target imprint experiments performed on OMEGA (see, e.g., Ref. 22), in the experiments discussed here the imprint target was irradiated from the side facing the detector (compare Fig. 147.9). Driving the imprint target from the rear is the preferred option since the CH target itself acts as a filter for its own self-emission. The reverse geometry for the multi-FM measurements, however, is necessitated by the beam and diagnostics layout on OMEGA EP, where all beams originate from the same direction. At an x-ray energy of 1.5 keV, the energy used to probe the optical-depth evolution, a 20-\textmu{}m-thick plastic foil attenuates the x-ray flux to \textasciitilde{}25\%.

This drops the achievable signal-to-noise ratio in these experiments by approximately a factor of 4 compared to a rear-driven geometry since the backlighter emission competes with higher levels of self-emission.

To extract the evolution of modulation amplitudes, the optical-depth maps are converted into frequency space by Fourier transformation. Examples of experimental optical-depth maps are shown in Fig. 147.10, with Fig. 147.10(a) using SBSS SSD and Fig. 147.10(b) using 1-D multi-FM SSD; Figs. 147.10(c) and 147.10(d) are the equivalent frequency maps, respectively. The optical-depth maps, plotted on the same color scale, were obtained \textasciitilde{}1.75 ns after the onset of the laser drive. In these data, the initially imposed corrugation is oriented vertically; i.e., lines of equal amplitude are parallel to the \textit{y} direction, and the active SSD direction is approximately horizontal. While the corrugation mode is more dominant in the multi-FM–smoothed data, the corrugation is well resolved in both data sets, appear-
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**Figure 147.10**

\[(a),(b)]\textit{Optical-depth data with SBSS SSD and multi-FM SSD, respectively. The 30-\textmu{}m corrugation appears as vertical lines, with SSD acting mainly in the horizontal direction. In frequency space [(c),(d)] the corrugation appears as a single peak at \(f_y = 1/30 \ \text{\mu{}m}^{-1}\). Because of the 1-D nature of multi-FM SSD, broadband imprint is predominantly located along \(f_x\) for \(f_y \approx 0\). The semicircles denote the analysis region for the \(f \approx 1/30-\text{\mu{}m}\) broadband mode.\]**
ing as vertical lines in the optical depth, and as a single peak in frequency space for \( f_x = 1/30 \, \mu m^{-1} \) and \( f_y = 0 \). In both cases, broadband imprint and RT growth are predominantly visible in the direction perpendicular to the active SSD smoothing, appearing as irregular structures in the horizontal direction in the optical-depth data and elevated mode amplitudes in the \( f_y \) direction for \( f_x \approx 0 \) in the frequency maps. The data are oriented such that the corrugation feature falls at \( f_y = 0 \), while a slight target misalignment resulted in the direction of least smoothing (i.e., perpendicular to the active SSD direction) at \( \phi = 98° \). The broadband-imprint feature along this direction is noticeably broader in \( f_x \) for the SBSS data [Fig. 147.10(c)] than in the multi-FM case [Fig. 147.10(d)], as expected from the improved smoothing of 1-D multi-FM SSD.

To calculate areal density from the measured optical depth, the backlighter emission was characterized by radiographing an undriven sample target in a dedicated experiment. The sample target was made of the same CH material as the imprint target and comprised multiple steps of known CH thickness. This calibration experiment directly relates experimental optical depth and target areal densities and confirms a central backlighter energy of \( \sim 1.5 \, \text{keV} \).

The experimentally measured evolution of the 30-\( \mu \)m corrugation is shown in Fig. 147.11(a), plotting the areal-density amplitude as a function of time. The circles denote data recorded with 1-D multi-FM SSD applied to the drive laser, while the squares denote data taken with SBSS SSD. Since the corrugation mode is preimposed and not an imprint feature, its growth and absolute amplitude should be independent of the applied SSD bandwidth, as confirmed by the experimental data. The data points in Fig. 147.11(b) show the root-mean-square (rms) amplitude of the broadband 30-\( \mu \)m imprint, corresponding to the azimuthally integrated \( f \sim 1/30 \, \mu m^{-1} \) mode in frequency space, but excluding a region of \( \Delta f_x = \Delta f_y = 1/250 \, \mu m \) centered around the corrugation peak at \( f_x = 1/30 \, \mu m^{-1} \) and \( f_y = 0 \). The integration range is marked by the region inside the two semicircles overlaid onto the frequency space maps in Figs. 147.10(c) and 147.10(d). These data were recorded on the same shots as the data shown in Fig. 147.11(a). While there is considerable noise in the data, the SBSS-smoothed amplitudes consistently exceed the multi-FM case by a factor of \( \sim 2 \).

Simulation results for the growth of the corrugation mode and the rms amplitude of the \( f \sim 1/30 \, \mu m \) broadband imprint mode are shown as the solid lines in Figs. 147.11(a) and 147.11(b), respectively. The target evolution was simulated using the 2-D radiation–hydrodynamics code DRACO,\textsuperscript{32} which includes a 3-D ray-trace package to model the laser absorption. The effect of the SSD bandwidth is taken into account by calculating the far-field laser spots multiple times per picosecond using the code Waakisaw.\textsuperscript{29} The code uses the near-field laser intensity and phase, including the SSD bandwidth and its effect, and propagates it through the phase plate and the main lens to obtain an instantaneous far field. Figure 147.12(a) illustrates a laser beam’s near-field lineout along the SSD active direction as a function of time, with different colors illustrating the change in light frequency related to the SSD bandwidth. The temporal skew caused by the uncompensated diffraction grating in the SSD chain is also shown in Fig. 147.12(b). The effect of the SSD bandwidth is taken into account by calculating the far-field laser spots multiple times per picosecond using the code Waakisaw.\textsuperscript{29} The code uses the near-field laser intensity and phase, including the SSD bandwidth and its effect, and propagates it through the phase plate and the main lens to obtain an instantaneous far field. Figure 147.12(a) illustrates a laser beam’s near-field lineout along the SSD active direction as a function of time, with different colors illustrating the change in light frequency related to the SSD bandwidth. The temporal skew caused by the uncompensated diffraction grating in the SSD chain is also shown in Fig. 147.12(b). The action of 1-D SSD skew caused by the uncompensated diffraction grating in the SSD chain results in an initially sub-aperture beam incident onto the DPP, which gradually increases in area to full aperture by the end of the 245-ps skew interval. The action of 1-D SSD skew caused by the uncompensated diffraction grating in the SSD chain results in an initially sub-aperture beam incident onto the DPP, which gradually increases in area to full aperture by the end of the 245-ps skew interval. The action of 1-D SSD skew caused by the uncompensated diffraction grating in the SSD chain results in an initially sub-aperture beam incident onto the DPP, which gradually increases in area to full aperture by the end of the 245-ps skew interval.
metric and time-dependent far-field spot and speckle pattern, as illustrated in Figs. 147.12(b) and 147.12(c), which show calculated far-field profiles at 20 ps and 100 ps, respectively.

To fully simulate the interaction of the 1-D multi-FM and SBSS SSD-smoothed laser beams with the target requires a 3-D hydrocode and a 3-D ray trace. In such calculations, the instantaneous far fields would be used to assign the energy of rays launched at the outer boundary of the simulation region, which would then be traced through the plasma, depositing their energy in cells of the simulation mesh by the inverse bremsstrahlung process, capturing the asymmetry of the SSD action with respect to the target’s $x$ and $y$ coordinates. In 2-D cylindrical hydro simulations with a 3-D ray trace, however, such as used for the simulations presented here, the $x$ and $y$ coordinates are reduced to a single axis by averaging the laser deposition along the azimuthal angle $\phi$. This makes it impossible to capture the effect of SSD with a single 2-D calculation. It is possible to simplify the problem, however, by taking advantage of the fact that at early stages of the laser drive, the nonuniformities are small and the RT growth is in its linear stage. During the linear stage, individual modulation modes do not interact with each other and can be considered independently. This allows one to reproduce the 3-D nature of the experiment with a set of 2-D hydrocode simulations in which each simulation considers only a single frequency slice of the incident far-field spectrum.

As illustrated in Fig. 147.13, the full 3-D target response was calculated by dividing the instantaneous, incident far field [Fig. 147.13(a)] into 120 frequency slices at a 3° separation.
Combining the time-varying, low-spatial-frequency envelope at the center of the frequency map with the Fourier modes with the 29- to 31-μm wavelengths contained within each frequency slice gives a “reduced” far-field spot. This reduced far-field spot contains modulations in only a single direction, as determined by the selected frequency slice, and can be used as an input for a 2-D simulation. An example of such a reduced far field [Fig. 147.13(c)] shows the far-field spot for the $\psi = 36^\circ$ frequency slice. In these 2-D calculations, the initial target corrugation was included in only the frequency slice for $\psi = 0^\circ$; i.e., along the 1-D multi-FM SSD active direction and the direction of the most-efficient smoothing.

Individual frequency-slice calculations that emulate the effect of 1-D multi-FM SSD are presented in Fig. 147.14. These images show mass-density profiles of the accelerated foil at 1.75 ns. Figure 147.14(a) shows the case for the frequency slice at $\psi = 90^\circ$ (along the vertical axis and perpendicular to the multi-FM SSD active direction); Fig. 147.14(b) shows the case for the frequency slice at $\psi = 69^\circ$. The smoothing is least efficient perpendicular to the SSD active direction, and the density profile shown in Fig. 147.14(a) has noticeable RT growth, resulting from far-field-spot modulations and laser imprint. In contrast, the profile in Fig. 147.14(b) exhibits very little growth, emphasizing how 1-D multi-FM SSD efficiently suppresses imprint modes that have a non-negligible component along the active SSD direction.

As shown in Fig. 147.15, DRACO simulations reproduce imprint and corrugation features seen in the Fourier space of the experimental optical-depth maps, such as the directionality of the SSD observed in frequency space (compare to Fig. 147.10). The broadband imprint is dominated by Fourier modes perpendicular to the active SSD direction and close to $f_x \approx 0$, while the modes with $f_x \neq 0$ are effectively removed by the SSD (more so in the case of multi-FM than SBSS SSD).

The simulated corrugation amplitudes versus time are shown in Fig. 147.11(a) as the solid lines. While the growth rate observed in the experiment is reproduced correctly, the simulation exhibits a 40%-higher amplitude compared to the experimental data. The source of the disagreement between the experimental growth of the preimposed corrugation and its simulation is currently unknown, but it is likely caused by a combination of the background in the data or an uncharacterized level of surface roughness of the imprint foil. The simulated broadband imprint amplitudes of the nonuniformities at a frequency of 1/30 μm$^{-1}$ are shown in Fig. 147.11(b) for the SBSS (red line) and multi-FM SSD case (blue line). The numerical calculations reproduce the experimental data within the error bars once the data exceed the background level. The simulations predict an ~2× reduction of the imprint level for the multi-FM SSD case compared to the SBSS SSD case, consistent with the experimental data. The calculations further reproduce the broadband imprint amplitudes of the nonuniformities at a frequency of 1/30 μm$^{-1}$.
the directionality of SSD observed in frequency space [compare Fig. 147.15 and Figs. 147.10(c) and 147.10(d)]. The broadband imprint is dominated by Fourier modes perpendicular to the active SSD direction and close to \( f_x \sim 0 \), while the modes with \( f_x \neq 0 \) are effectively removed by SSD (more so in the case of multi-FM than SBSS SSD).

Conclusions

In summary, 1-D multi-FM SSD beam smoothing was developed at LLE to provide sufficient far-field uniformity for direct-drive inertial confinement fusion applications at the National Ignition Facility. A prototype of the multi-FM system has been implemented in the NIF-like Beamline 4 on the OMEGA EP laser to verify purposes. Multi-FM SSD beam-smoothing performance was verified with both equivalent-target-plane measurements of the laser’s far field and in dedicated planar-target experiments by comparing smoothing rates with SBSS SSD and multi-FM SSD. Numerical calculations using the code \textit{Waaskiwa}’ agree well with measurements of the multi-FM–smoothed, far-field spatial frequency spectrum. In the planar-target experiments, Rayleigh–Taylor growth rates of laser-imprinted and preimposed surface modulations at \( f \sim 1/30 \) \( \mu \text{m} \) were measured by face-on x-ray radiography. As expected, the growth of the preimposed surface corrugation is independent of the SSD bandwidth, while 1-D multi-FM SSD is observed to reduce imprint levels by \( \sim 50\% \) compared to SBSS SSD. The target experiment was simulated using the 2-D hydrodynamics code \textit{DRACO} and realistic, time-dependent, far-field spot intensity calculations that included the effect of SSD. The 3-D nature of the imprint experiment was captured in the 2-D calculations by 120 individual simulations of a reduced far-field spot, containing only broadband modes in a single 2-D frequency slice. Within the error bars, the simulations correctly reproduce the relative and absolute amplitude levels between multi-FM and SBSS–smoothed broadband data, but they fail to capture the absolute amplitudes of the preimposed corrugation mode. An experimental unknown, such as surface roughness or an unaccounted-for background level, may be the cause of this discrepancy. Despite this discrepancy, the experimental data show a clear enhancement in smoothing performance of multi-FM SSD compared to SBS-suppression SSD, in agreement with simulations.
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Plasma Characterization Using Ultraviolet Thomson Scattering from Ion-Acoustic and Electron Plasma Waves

Introduction
Optical Thomson scattering from collective plasma oscillations is a standard technique for diagnosing underdense plasma conditions in high-energy-density-physics experiments. Thomson scattering is used to make spatially and temporally resolved measurements of the electron temperature ($T_e$), ion temperature ($T_i$), electron density ($n_e$), fluid velocity ($u$), heat flux, ionization state ($Z$), and ion species fractions (for a multiple ion species plasma). Thomson scattering is used here to diagnose a number of plasma-wave instabilities including stimulated Brillouin scattering, stimulated Raman scattering, two-ion decay, and two-plasmon decay.

Thomson-scattering diagnostics take a local measurement of the plasma conditions averaged over a small volume (typically $\sim 50 \mu m^3$). The Thomson-scattering volume is created by overlapping the waist of the probe laser with an aperture stop within the collection system [typically a pinhole at the spectrometer’s entrance (see Fig. 147.16)]. Light scattered from the Thomson-scattering volume is collected by a telescope and transported to a spectrometer/streak-camera pair to obtain spectral and temporal resolution.

By conserving momentum ($k_0 = k_s + k$), Thomson-scattering probes the plasma waves with wavelengths $\lambda = 2\pi / |k| (k_0, k_s, k$ are the wave vectors of the probe beam, scattered light, and plasma wave, respectively). The normal modes of the plasma are observed in the Thomson-scattering spectra when probing the appropriate wavelengths, and the measured frequencies of these normal modes provide a powerful diagnostic of the plasma conditions. This collective Thomson-scattering regime is typically characterized by comparing the probed wavelength to the Debye length $\Lambda_{De} = \sqrt{T_e / m_e}$ where $u_{te} = \sqrt{T_e / m_e}$ is the electron thermal velocity, $\omega_{pe} = \sqrt{4\pi e^2 n_e / m_e}$ is the plasma frequency in centimeter–gram–second (cgs) units, and $m_e$ is the electron mass. When $k\Lambda_{De} < 1$, electron plasma wave (EPW) features are present in the spectrum; when $k\Lambda_{De} > \sqrt{T_e / T_i}$, ion-acoustic features are observed.

---

**Figure 147.16**
Thomson-scattering diagnostic configuration on OMEGA. Note that the schematic shows transmissive optics but the actual focusing/collection optics were reflective. IAW: ion-acoustic wave; EPW: electron plasma wave.
Plasma Characterization Using Ultraviolet Thomson Scattering from Ion-Acoustic and Electron Plasma Waves

In practice, the complete shape of the Thomson-scattering spectrum is used to determine the plasma conditions by integrating the differential Thomson-scattered power per unit frequency per unit solid angle per unit volume over the Thomson-scattering volume and the solid angle of the collection optic:

$$\frac{\partial^3 P_s}{\partial \omega \partial \Omega \partial V} = \frac{I_0 n_e e^2}{2 \pi} \left| \hat{k}_s \times (\hat{k}_s \times \hat{E}_0) \right| \left( 1 + \frac{2 \omega}{\omega_0} \right) S(k, \omega),$$

where $I_0$ is the incident probe-beam intensity, $r_0 = e^2/m_e c^2$ is the classical electron radius, $\hat{E}_0$ is the polarization direction of the probe beam, and $\omega(\omega_0)$ is the frequency of the plasma wave (probe beam). The frequency of the scattered light is given by the matching condition

$$\omega_s = \omega_0 - \omega,$$

where $\omega \in \mathbb{R}$ and waves with negative frequency propagate antiparallel to $\mathbf{k}$.

The dynamic form factor (neglecting collisions and in the absence of applied magnetic fields) is derived from the linearized Vlasov equation (and Poisson’s equation),

$$S(k, \omega) = \frac{(k \lambda_{De})^2}{\pi \omega} \left[ 1 - \frac{\chi_e}{\varepsilon} \right] \text{Im} \left\{ \chi_e \right\} + \sum_j \frac{n_{i,j}}{n_i T_e} \left[ \frac{\chi_i}{\varepsilon} \right] \text{Im} \left\{ \chi_{i,j} \right\}.$$

where the sum is over ion species, $n_{i,j}(T_{i,j})$ is the number density (temperature) of the $j$th ion species, $n_i = \sum_j Z_j n_{i,j}$, and $\varepsilon = 1 + \chi_e + \sum_j \chi_{i,j}$ is the plasma dielectric function. The electron ($\chi_e$) and ion ($\chi_i$) susceptibilities are

$$\chi_e(k, \omega) = \frac{4 \pi q_i^2 n_{i,0}}{m_e k^2} \int_{-\infty}^{\infty} \frac{d\nu}{\omega - k \cdot \nu - i\gamma},$$

where $n_{i,0}$ and $f_{i,0}$ are the unperturbed number density and velocity distribution, respectively.

The dominant modes observed in collective Thomson-scattering experiments are given by the real part of the roots of $\varepsilon(k, \omega) = 0$. The difference in frequency between the scattered light and probe beam in the lab frame is determined by substituting the lab frame probe ($\omega'_0 + \mathbf{k}_0 \cdot \mathbf{u}$) and scattered-light ($\omega'_s = \omega_0 + \mathbf{k}_s \cdot \mathbf{u}$) frequencies and the plasma-wave frequency into Eq. (2), which, for scattering from ion-acoustic waves, gives

$$\Delta \omega_\pm = (\omega'_s - \omega'_0) = \pm k c_s \mathbf{k} \cdot \mathbf{u},$$

and from EPW’s

$$\Delta \omega_z = (\omega'_z - \omega'_0) = \pm \sqrt{\omega_{pe}^2 + 3k^2 v_{ce}^2} - k \mathbf{k} \cdot \mathbf{u},$$

where $\Delta \omega_z$ corresponds to the frequency shift in the blue- and red-shifted light and $c_s = \sqrt{(ZT_e + 3T_i)/m_i}$ is the sound speed ($m_i$ is the ion mass).

Equation (5) shows that the frequencies of the two ion-acoustic wave (IAW) spectral peaks are given by the sound speed, fluid velocity, and plasma-wave vector. The frequency of the peaks in the EPW spectrum is dominated by the electron density because the contribution to the frequency shift related to the $\omega_{pe}^2$ term in Eq. (6) is typically much larger than the contribution from the other terms. To obtain further information from Thomson-scattering spectra, synthetic power spectra generated using the kinetic description [Eq. (1)] are directly compared to measured spectra. In theory, arbitrary moments of the unperturbed velocity distributions (or their projections along $\mathbf{k}$) can be inferred by fitting Eq. (1) to measured spectra, but experimental uncertainties and degeneracy between parameter variations limit practical measurements to the fourth moment (heat flux) and require the shape of the unperturbed velocity distribution ($f_{i,0}$) to be assumed (e.g., Maxwellian or Maxwellian with polynomial corrections).\textsuperscript{13,14}

A common challenge in determining accurate plasma conditions from Thomson-scattering spectra is that measured spectra have broader peaks than calculated spectra. This has been attributed to ion–ion collisions,\textsuperscript{13,15} plasma gradients, and probing a range of wave vectors.\textsuperscript{16} As a first-order approximation, these effects can be accounted for by convolving the calculated spectra with a Gaussian response function. A physically consistent model is required, however, to measure parameters that depend on the detailed shape and not just the frequency of the spectral peaks.

The impact of gradients on Thomson-scattering measurements can be approximated by comparing the derivatives of Eqs. (5) and (6) to the linear Landau-damping rates. Gradient effects can be neglected when the broadening of the spectral peaks related to gradients is much less than the broadening.
caused by damping. In the weak damping limit, the damping rate is given by the imaginary part of the dielectric function divided by the spectral derivative of its real part evaluated at the normal mode frequency \( \omega_n = -e_i / (\partial e_i / \partial \omega) \) (Ref. 17). Simplifying to 1-D, the dominant term in broadening of the spectral peaks caused by spatial gradients in Eq. (5) is typically the fluid velocity gradient \( \Delta \omega_\pm = \delta k \partial u / \partial x \), and variations in the probed wave vector give \( \Delta \omega_\pm = \delta k (\pm c_s - u) \). Wave-vector variations are typically negligible in Eq. (6) and the dominant spatial term is \( \Delta \omega_\pm = \delta x \omega_{pe} / L_n \), where \( L_n \) is the density scale length.

Some of the physical effects that should be included when fitting measured Thomson-scattering spectra to calculated spectra are presented in this article. The following sections (1) present experimentally measured Thomson-scattering spectra from IAW’s and EPW’s from a series of direct-drive inertial confinement fusion implosions\(^{18}\) on the OMEGA laser\(^{19}\) and discuss spectral calibration and background radiation; (2) describe the techniques used to analyze the measured spectra; (3) present the methods used to calculate the plasma gradients and compare the results of fitting Thomson-scattering data with and without accounting for gradient effects; (4) discuss error analysis and present the results of applying these techniques to the measured scattering spectra; and (5) summarize our findings.

### Thomson-Scattering Measurements

The Thomson-scattering diagnostic on OMEGA consists of a reflective \( f/10 \) collection system coupled to two spectrometer/streak-camera pairs.\(^{2}\) The \( f/6.7 \) probe beam (\( \lambda_{d0} = 263.25 \) nm) had a best-focus diameter of \(~70 \) \( \mu \)m (Ref. 20). The spectral resolutions of the IAW and EPW systems were 0.05 nm and 0.5 nm, respectively. The scattering volume was \(~50 \times 50 \times 70 \) \( \mu \)m\(^3\). The angle between the probe beam and collection optic was \( 120^\circ \).

Figure 147.17 shows IAW and EPW Thomson-scattering spectra taken during 60-beam (\( \lambda_{d0} = 351 \) -nm) implosions on the OMEGA laser with the Thomson-scattering diagnostic configured to probe wave vectors perpendicular to the target normal. The targets were \( 870-\) \( \mu \)m-diam, \( 23-\) \( \mu \)m-thick spherical CH shells filled with \( 10 \) atm of \( D_2 \) gas. The laser pulse was a 1.2-ns square pulse preceded by three 100-ps picket pulses with a total energy of 12 kJ. Distributed phase plates\(^{21}\) were used on each beam to define \( 860-\) \( \mu \)m full width at 95% flattop laser spots using \( f/6.7 \) lenses.

1. Spectral Sensitivity

The spectral sensitivity of the Thomson-scattering diagnostic was calculated using...
the system parameters of which are shown in Table 147.I ($h = 6.62 \times 10^{-27}$ erg $\cdot$ s). The number of charge-coupled–device (CCD) counts per pixel is given by the product of the sensitivity with the power scattered, $C(\lambda) = \frac{m \cdot k \cdot G \cdot px \cdot (\frac{\lambda}{hc}) Q(\lambda) T(\lambda)}{M} \cdot \frac{CCD \ e^{-} \cdot \text{nm}}{\text{pixel} \cdot \text{watt}}$, where $\frac{\partial P_{\nu}}{\partial \lambda} = (\frac{\partial \omega}{\partial \lambda}) \frac{\partial P_{\nu}}{\partial \omega}$ integrated over the scattering volume and the solid angle of the collection optics.

Figure 147.18 shows the ratio of measured-to-calculated signals for a variety of Thomson-scattering configurations (planar and spherical targets using $2\omega$ and $4\omega$ probe beams). The predictions are within a factor of 2 of the measured values, which is sufficient for determining appropriate probe energies and filtering when designing experiments. Although the fits shown in this article were normalized to minimize $\chi^2$, it was necessary to account for the spectral sensitivity of the detector when fitting the EPW spectra because the sensitivity varied significantly (factor of 2) over the range of wavelengths included in the fits.

2. Background Radiation

The two primary sources of background radiation are bremsstrahlung and Thomson scattering from beams other than the Thomson probe. The two types of background radiation can be distinguished by noting that self-Thomson scattering of the drive beams occurs only when the drive lasers are on, while bremsstrahlung radiation can persist beyond the end of the laser pulse. The background radiation from Thomson scattering of other beams can be calculated using Eq. (1). The differential bremsstrahlung power in watts per unit wavelength ($\lambda$) per unit volume ($V$) per unit solid angle ($\Omega$) is

$$\frac{\partial^3 P_{Br}}{\partial \lambda \partial \Omega \partial V} = \frac{6.61 \times 10^{-35}}{4\pi} \frac{gZ_{\text{eff}}^2 n_e^2}{\lambda^3 T_e^{1/2}} e^{-0.124/\lambda T_e}, \quad (7)$$

where $Z_{\text{eff}}^2 = \langle Z^2 \rangle / \langle Z \rangle$, $n_e$ is in cm$^{-3}$, $\lambda$ is in cm, $T_e$ is in keV, and the Gaunt factor $g \sim 1$.

Because the background radiation comes from the entire conical volume observed by the Thomson-scattering diagnostic, an accurate calculation of the background radiation requires spatially resolved knowledge of the plasma conditions along the entire line of sight of the Thomson-scattering collection system (Fig. 147.16). For all of the analysis in this article, the bremsstrahlung radiation was calculated by ray tracing simulations from the radiation–hydrodynamics code $LILAC^22$ from the collection optic back through the plasma while integrating Eq. (7) along the rays. The amount of background radiation observed by the diagnostic as a function of the distance from the image plane in the plasma is approximately constant because the coll-
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**Table 147.I: Calibration parameters for the OMEGA Thomson-scattering diagnostic.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical transmission</td>
<td>$T(\lambda)$</td>
<td>$\sim 0.01$</td>
<td>Photoelectron/photon</td>
</tr>
<tr>
<td>Photocathode quantum efficiency</td>
<td>$Q(\lambda)$</td>
<td>$\sim 0.1$</td>
<td>nm/µm at PC</td>
</tr>
<tr>
<td>Spectrometer dispersion</td>
<td>$m$</td>
<td>$0.002$ to $0.03$</td>
<td>nm/µm at PC</td>
</tr>
<tr>
<td>Sweep rate</td>
<td>$k$</td>
<td>$1.1 \times 10^{-12}$</td>
<td>$s/\mu m$ at CCD</td>
</tr>
<tr>
<td>Streak-tube gain</td>
<td>$G$</td>
<td>$150$</td>
<td>CCD electron/photoelectron</td>
</tr>
<tr>
<td>Pixel size</td>
<td>$px$</td>
<td>$170$</td>
<td>µm$^2$/pixel</td>
</tr>
<tr>
<td>Tube magnification</td>
<td>$M$</td>
<td>$1.3$</td>
<td></td>
</tr>
</tbody>
</table>

PC: photocathode; CCD: charge-coupled device.
lection efficiency of the diagnostic falls off at the same rate as the area of the observed conical cross section increases. For practical estimates, a cylinder with the diameter of the optical aperture stop at the plasma image plane and a length sufficient to include the entire plasma along the view of the collection system is a reasonable background-collection volume.

**Analysis**

The plasma parameters in the Thomson-scattering data shown in Fig. 147.17 were inferred by minimizing $\chi^2 = \int d\lambda [a_s P_s(\lambda) + a_B P_B(\lambda) - P_M(\lambda)]^2$ for a series of spectral lineouts at different times ($P_s$, $P_B$, and $P_M$ are the calculated Thomson-scattered power, the calculated background power, and the measured power, respectively; $a_s$ and $a_B$ are normalization coefficients). Distinct normalization coefficients were used for the Thomson-scattered and background radiation because their relative intensities are sensitive to optical alignment. The coefficients were determined by differentiating $\chi^2$ with respect to $a_s$ and $a_B$ and solving the resulting system of equations:

$$a_s = \frac{\left(\int d\lambda P_s P_s - \left(\int d\lambda P_s P_B\right)\left(\int d\lambda P_B P_B\right)\right)}{\left(\int d\lambda P_s P_B\right)^2},$$

$$a_B = \frac{\int d\lambda P_B^2 (P_M - a_s P_s)}{\int d\lambda P_B^2}.$$

Figure 147.19 shows spectra (averaged over 50 ps) from Figs. 147.17(a) and 147.17(d) taken at 2.8 ns. The spectra are compared to the best-fit spectra calculated with and without gradients. The IAW fit calculated without gradients is not even qualitatively similar to the measurement, while the EPW spectrum is reasonably well reproduced except in the wings of the spectral peak. The electron temperatures inferred independently from the EPW (1.15-keV) and IAW (0.77-keV) spectra were not self-consistent, and the ion temperature inferred from the IAW (1.62-keV) spectrum was unphysically high for the experimental configuration.

**Gradients**

1. Plasma Gradients

When gradients are present, the observed scattered light is a superposition of scattering from the various plasma conditions present within the scattering volume (spatially and temporally). The effects of gradients can be included in calculated spectra by taking a weighted sum of spectra calculated at the various plasma conditions.

The typical plasma parameters that are required to account for gradients within the Thomson-scattering volume are the spatial and temporal derivatives of the fluid velocity and electron density. Two methods of approximating the derivatives are ray-tracing hydrodynamic simulations or using mass and momentum conservation to calculate the gradients iteratively using measured spectra.

The fits shown in Fig. 147.19, where gradients were included, are significantly better than those without gradients (without introducing any additional degrees of freedom). Table 147.II compares plasma parameters inferred from the fits with and without gradients and the results of LILAC simulations. When
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The gradients in plasma parameters used to calculate the spectra in Fig. 147.19 were assumed to be independent and to have a Gaussian distribution of weights. While the gradients in various plasma parameters are not independent in reality, this assumption is valid when the gradient in a single plasma parameter is dominant. The choice of a Gaussian weight distribution was based on the results of ray-trace calculations and is primarily determined by the use of a Gaussian probe beam.

The plasma gradients were calculated by ray tracing density profiles from hydrodynamic simulations. Rays were traced from the probe to the detector and their overlap on a 3-D grid was used to calculate intensity-weighted histograms of the plasma conditions in the Thomson-scattering volume as a function of time. This technique provided a good approximation to the plasma gradients (both temporal and spatial) and implicitly accounts for the effects of refraction. It allowed for self-consistent comparisons between Thomson-scattering measurements and hydrodynamic simulations by comparing the inferred values from the measurement to the intensity-weighted average value in the calculated interaction volume.

An alternative approach to calculating plasma gradients that avoids relying on hydrodynamic predictions is to calculate the gradients iteratively using the measured spectra. This technique relies on the fact that the density and flow velocity can be determined relatively accurately without knowledge of the gradients. The temporal derivatives of the density and fluid velocity can be determined using time-resolved spectra, and the spatial derivatives can be calculated using conservation of mass and momentum. Assuming that the Thomson-scattering volume is small compared to the relevant scale lengths, the electron density and fluid velocity and their spatial and temporal derivatives can be treated as 1-D constants (spatially) over the scattering volume. The continuity and momentum equations for species \( \alpha \) are

\[
\frac{\partial n_\alpha}{\partial t} + \frac{\partial}{\partial x} n_\alpha u_\alpha = 0,
\]

\[
\frac{\partial u_\alpha}{\partial t} + u_\alpha \frac{\partial u_\alpha}{\partial x} = -\frac{1}{m_\alpha n_\alpha} \frac{\partial}{\partial x} n_\alpha T_\alpha.
\]

Defining the mass density \( \rho \equiv \Sigma_\alpha m_\alpha n_\alpha \) and center-of-mass velocity \( u \equiv \rho^{-1} \Sigma_\alpha m_\alpha n_\alpha u_\alpha \), assuming \( m_e < m_i \), and solving for the spatial derivatives give

\[
\frac{\partial \rho}{\partial x} = \frac{\rho}{u^2 - \eta} \left( \frac{\partial u}{\partial t} - \frac{\partial \rho}{\partial t} + \frac{\partial \eta}{\partial x} \right),
\]

\[
\frac{\partial u}{\partial x} = \frac{u}{u^2 - \eta} \left( \frac{\partial \rho}{\partial t} - \frac{\partial u}{\partial t} + \frac{\partial \eta}{\partial x} \right),
\]

where \( \eta \equiv (ZT_e + T_i) / m_i \) for a single ion species and \( \eta \equiv [(Z_1 R + Z_2) T_e + (1 + R) T_i] / (m_1 R + m_2) \) for two-ion species \( R \equiv n_1 / n_2 \). These equations are unchanged if the mass density is replaced by the electron density because the constant factor of \( \rho = n_e (m_1 R + m_2) / (Z_1 R + Z_2) \) cancels out. Equations (8) and (9) do not allow for an iterative calculation of the terms involving the spatial gradients in temperature, but these are usually negligible.

2. Instrument Effects

Variations in the probed wave vector (because of the finite \( f \) number of the probe and collection optics) can lead to asymmetry in both the amplitude and width of the two IAW peaks. A wave-vector gradient results in asymmetric IAW peaks when variations in the probed wave vector result in the two scattering peaks being shifted by different magnitudes. The source of this asymmetry is the fact that the term corresponding to the propagation of IAW’s in Eq. (5) (the first term on the right-
hand side) causes the red- and blue-shifted IAW peaks to shift in opposite directions when the magnitude of the probed wave vector is varied, but the Doppler-shifted term (last term on the right-hand side) shifts both peaks in the same direction. A sufficient condition for wave-vector gradients to cause asymmetry in an IAW spectrum is

$$\left| \frac{\partial \Delta \omega_+}{\partial k} \right| - \left| \frac{\partial \Delta \omega_-}{\partial k} \right| = \left| c_s - u \cos \theta_f \right| - \left| c_s + u \cos \theta_f \right| \neq 0, \quad (10)$$

where $\theta_f$ is the angle between the flow velocity and the probed wave vector ($k$). This inequality is satisfied whenever $c_s > 0$, $u > 0$, and $\cos \theta_f \neq 0$. This correction has a significant impact when using the IAW feature to infer the relative drift between the ions and electrons.\(^{23}\)

The range of probed wave vectors was determined by treating the focusing and collection optics as a superposition of point sources and calculating each pairwise interaction. The wave-vector gradients cannot be approximated by 1-D Gaussian distributions because variations in the probed wave vector affect the magnitude of the observed wave vector and its projection along the fluid velocity. Each pairwise interaction was sorted into a bivariate histogram of wave-vector magnitude and projection along the fluid velocity (100 bins were used).

Figure 147.20 shows spectra calculated with and without gradient/wave-vector effects. To show the amount of broadening introduced by the gradients, the “no-gradients” spectra in Fig. 147.20 correspond to the same plasma parameters as the spectra where gradients were included. The IAW spectra [Fig. 147.20(a)], including the effects of gradients results in a nearly constant amount of spectral broadening because probed wave-vector gradients (which do not vary in time), were the dominant source of broadening. Density gradients cause significant broadening of the EPW spectral peaks [Fig. 147.20(b)] only during the rise of the laser pulse and after the laser is turned off because the temporal gradients vanish and the density scale length is relatively long when the plasma is in steady state.

**Error**

Figure 147.21 shows the electron densities and temperatures inferred from the EPW spectra and the plasma temperatures inferred from the IAW spectra. The plasma parameters predicted by 1-D hydrodynamic simulations (LILAC) are shown
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**Figure 147.20**

Measured spectral lineouts (red) and the corresponding calculated spectra (blue) at several different times for the (a) IAW and (b) EPW collected at 400 μm from the initial target surface. The green dotted curves correspond to calculated spectra using the same plasma parameters as the best-fit curve (blue) but without including gradient/wave-vector effects.

**Figure 147.21**

(a) Measured (symbols) and simulated (curves) electron density at 400 μm (circles), 300 μm (squares), and 200 μm (triangles) from the initial target surface. (b) Electron temperature inferred from IAW (squares) and EPW (circles) spectra, and ion temperature (triangles) inferred from the IAW spectra at 400 μm. The error in absolute timing is ±100 ps.
as solid curves. Because the error in Thomson-scattering measurements is sensitive to a number of fixed parameters, a Monte Carlo approach was used for the analysis. The inferred plasma parameters and error bars shown in Fig. 147.21 correspond to the mean and standard deviation of 100 fits, where the fixed parameters shown in Table 147.III were varied on each iteration using normally distributed values with variances characteristic to each parameter. The uncertainties shown in Table 147.III are generous estimates because the actual uncertainties (particularly in the gradients, which were the dominant source of error) are not well characterized. The error introduced by noise was accounted for by adding random noise (on each iteration) with variance equal to the variance between the measured spectrum and the initial best fit.

Table 147.III: Uncertainties included in error analysis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point-spread function</td>
<td>20%</td>
</tr>
<tr>
<td>Spectrometer dispersion</td>
<td>2%</td>
</tr>
<tr>
<td>Spectrometer alignment</td>
<td>100 µm</td>
</tr>
<tr>
<td>Gradients</td>
<td>20%</td>
</tr>
</tbody>
</table>

Summary

Simultaneous measurements of IAW and EPW Thomson-scattering spectra were obtained using a 263.25-nm probe beam. A fully reflective collection system was used to record light scattered from EPW’s at electron densities up to $10^{21}$ cm$^{-3}$, which produced scattering peaks near 200 nm. An accurate analysis of the experimental Thomson-scattering spectra required accounting for plasma gradients, instrument sensitivity, optical effects, and background radiation. Two methods for calculating plasma gradients using hydrodynamic simulations or by fitting measured spectra iteratively were presented. Fits to measured Thomson-scattering spectra show the importance of including gradient effects. For example, the electron temperature inferred from the EPW feature was overestimated by $\sim$35% when density gradients were neglected. The ion temperature was overestimated by $\sim$50% when gradients in the flow and finite optical effects were neglected. The finite diameter of the probe focusing and collection optics was shown to introduce an asymmetry in the amplitude and width of the IAW features when a plasma flow was present.
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Measurements of Hot-Electron Temperature in Laser-Irradiated Plasmas

Introduction
Recently published work\textsuperscript{1–3} has studied the production of hot electrons related to the two-plasmon-decay (TPD) instability caused by laser pulse interaction with solid planar targets at an irradiation of $10^{14}$ W/cm\textsuperscript{2}. The hot electrons generated by TPD can preheat the cold compressed core in cryogenic implosions, thereby degrading the final compression and the target performance.\textsuperscript{4–6} The first step in evaluating preheat is to determine the hot-electron temperature ($T_{\text{hot}}$). It is required for (a) deducing the total energy in hot electrons from the measured target x-ray radiation ($K_{\alpha}$ or continuum), and (b) calculating the hot-electron energy deposition in the fuel, i.e., the preheat. In previous work\textsuperscript{1–3} we deduced $T_{\text{hot}}$ from the measured hard x-ray (HXR) spectrum using a three-channel fluorescence-photomultiplier hard x-ray detector (HXRD).\textsuperscript{7} The total energy in hot electrons ($E_{\text{hot}}$) was derived from the Mo $K_{\alpha}$ line intensity from an embedded Mo target. We extend those measurements here by

a. implementing a new nine-channel hard x-ray image-plate (HXIP) spectrometer to measure the hot-electron temperature more reliably and to derive the total energy in hot electrons. The spectrum is recorded on image plates (IP's) that are absolutely calibrated;\textsuperscript{8} this feature makes it possible to derive $E_{\text{hot}}$ (which was not the case with the uncalibrated HXRD, where $E_{\text{hot}}$ was derived from $K_{\alpha}$ measurements). $T_{\text{hot}}$ is found to be consistently lower (by a factor of 1.5 to 1.7) than the results reported in Ref. 1.

b. performing experiments to measure $T_{\text{hot}}$ independently of the x-ray continuum spectrum (using ratios of $K_{\alpha}$ lines). The results (see $K_{\alpha}$ Measurement of $T_{\text{hot}}$, p. 138) were consistent with those derived from the continuum spectrum measured by HXIP.

c. measuring the thermal (softer) x-ray spectrum from the heated plasma and including it in the derivation of the total energy in hot electrons from the high-energy continuum.

d. demonstrating that the total energy in hot electrons derived from the measurements of $K_{\alpha}$ and from the high-energy continuum are consistent.

Determining preheat of fusion targets by hot electrons consists of two stages: (1) determining $T_{\text{hot}}$ and then the total energy in hot electrons (or the total number of hot electrons) and (2) determining the energy deposited by the hot electrons in the compressed, cold target core. The second stage is target specific and is not discussed in this article. The first stage yields a quasi-universal curve of the fraction $f_{\text{hot}} = E_{\text{hot}} / E_L$ of laser energy ($E_L$) converted to hot electrons. As shown in Ref. 1, $f_{\text{hot}}$ for planar targets rises steeply from the TPD threshold at a laser intensity of $\sim 1.5 \times 10^{14}$ W/cm\textsuperscript{2} and then saturates at a value of a few percent above $\sim 7 \times 10^{14}$ W/cm\textsuperscript{2}. For spherical targets, the value of $f_{\text{hot}}$ at a given laser intensity is smaller than it is for planar targets (because the density scale length is smaller in spherical targets). However, when $f_{\text{hot}}$ is plotted as a function of the calculated TPD linear gain (or, alternatively, as a function of the measured $T_{\text{hot}}$), the measured $f_{\text{hot}}$ points fall on a quasi-universal curve, independent of the target geometry.\textsuperscript{2,3} Therefore, the planar-target measurements in this and previous articles\textsuperscript{1–3} are relevant to calculating preheat in spherically imploding fusion targets: the fraction $f_{\text{hot}}$ (and the concomitant $T_{\text{hot}}$) serves as a source to calculate the transport of hot electrons through the target at hand.

We used two methods to determine the total energy in hot electrons in our planar-target experiments: (1) the emission of $K_{\alpha}$ lines from an embedded high-Z target layer and (2) from the high-energy bremsstrahlung emission. The targets must be thick enough to capture most of the hot electrons. The targets in these experiments were either 30-$\mu$m-thick Mo or 125-$\mu$m-thick CH [the targets discussed in $K_{\alpha}$ Measurement of $T_{\text{hot}}$ (p. 138) were for measuring $T_{\text{hot}}$, not $E_{\text{hot}}$, and were thicker]. In each case the range of most electrons is smaller than the target thickness, so most of the hot-electron energy is included. The high-Z targets were coated with a 30-$\mu$m-thick CH layer;
therefore, in all cases the laser interacted with CH, and the production of hot electrons was the same for the same laser intensity and target geometry. In the cases of high-Z targets, it was evident that the laser did not burn through the outer CH layer because of the absence of high-Z lines, except for the inner-shell Kα transitions, i.e., lines excited by the hot electrons.

Measuring $E_{\text{hot}}$ in implosion experiments is difficult because (a) a high-Z layer cannot be incorporated into the target core without modifying the desired implosion characteristics and (b) the electrons (mostly those that miss the compressed core) lose a small fraction of their energy in making one pass through the target; this requires knowledge of the hot-electron divergence and refluxing back into the target. Cryogenic targets present an additional complication: even if $E_{\text{hot}}$ is known, the preheat of the compressed fuel is not simple to derive because most of the HXR radiation is emitted by the CH corona, not the compressed fuel. However, measuring the hot-electron source using thick planar targets makes it possible to calculate the transport of hot electrons through the fusion target at the same TPD gain or the same $T_{\text{hot}}$.

High-Z target layers in the previous work served a different purpose than in the present experiments: in the previous experiments, the high-Z Kα lines were used to determine $E_{\text{hot}}$ (while the required $T_{\text{hot}}$ came from HXRD, which, being uncalibrated, could not yield $E_{\text{hot}}$). Here, $T_{\text{hot}}$ comes from HXIP (i.e., from the continuum slope) as well as from Kα line ratios (in the targets discussed in Kα Measurement of $T_{\text{hot}}$, p. 138), whereas $E_{\text{hot}}$ also comes from the absolutely calibrated HXIP.

The laser configuration here was the same as in Ref. 1: four OMEGA EP beams intersected the target at an angle of $23^\circ$ with respect to the target normal. The laser pulse had a square temporal shape with a width of 2 ns. The irradiance was varied in the range of $\sim 1$ to $7 \times 10^{14}$ W/cm² by increasing the laser energy in the range of $\sim 2$ to 9 kJ.

The energy in hot electrons ($E_{\text{hot}}$) was derived from either the Kα emission from the high-Z layers or the HXR bremsstrahlung radiation (using the calibrated readings of the HXIP). The relation between the measurements and $E_{\text{hot}}$ was calculated using the EGSnrc Monte Carlo code. The code assumes, as input, a Maxwellian hot-electron spectrum that is transported through the planar target. Figure 147.22 shows the calculated ratios of hot-electron energy and radiation yield as well as hot-electron energy and Kα emission. The blue curve uses the photostimulated luminescence unit (PSL) for channel 5 of the HXIP (see the next section). Using the intermediate channel 5 avoids the effect of thermal (or plasma) radiation on the lower channels, as well as the noise effect on the higher channels. Because of the good agreement of simulated and measured channel signals (see Image-Plate-Based HXR Spectrometer, p. 136), the same result would have been obtained with any other intermediate channel. The curves fall with increasing electron temperature because the radiation yields increase with $T_{\text{hot}}$ (the curves rise at temperatures above $\sim 100$ keV (not shown in Fig. 147.22)). Figure 147.22 can be used to determine $E_{\text{hot}}$ (provided $T_{\text{hot}}$ is known) because the x-ray yields for both the crystal x-ray spectrometer (XRS), used to measure the Mo Kα line, and the image plates are absolutely calibrated. The sharper fall of the HXIP (blue) curve was shown to be mitigated when the thermal radiation was included in the analysis (see The Fraction of Laser Energy Converted to Hot Electrons, p. 140). The blue curve in Fig. 147.22 assumes a 125-μm-thick CH target; the red curve is for a 30-μm-thick CH coating over 30-μm-thick Mo. If the HXIP is used with a target containing a high-Z layer, the HXR is emitted primarily by the high-Z material and the blue curve will be lower by a factor $Z$ since the HXR yield from a
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For low hot-electron temperatures, the thermal plasma emission (which is not calculated by the Monte Carlo code) is not negligible with respect to the hot-electron bremsstrahlung. Therefore, the measured radiation must be corrected before applying the blue curve in Fig. 147.22 (discussed in The Fraction of Laser Energy Converted to Hot Electrons, p. 140).

Using planar targets has an advantage over spherical targets: the density scale length \( \left[ \frac{1}{n d n/dx} \right] \) in these experiments (for the highest intensity) was \( \sim 400 \mu \text{m} \) (from 2-D hydrodynamic simulations of the experiments). For a given laser irradiance, the laser energy required to generate a long-scale-length plasma is smaller for planar targets than for spherical targets.\(^{13,14}\)

Image-Plate–Based HXR Spectrometer

The hot-electron temperature was measured by a nine-channel instrument (HXIP) using an image plate as a detector. Image plates\(^8\) contain an x-ray–sensitive layer of phosphor \( \text{BaF(Br,I):Eu}^{2+} \). Recorded data are read in the photostimulated luminescence (PSL) process. The sensitivity of image plates was shown to be linear over five orders of magnitude in intensity.\(^{15}\) The HXIP is contained in a 3/4-in.-thick lead enclosure to reduce background radiation from other radiation sources in the vacuum tank, including scattered target radiation. Additionally, the inside faces of the lead were covered, sequentially, by copper, aluminum, and Mylar layers to attenuate fluorescence from the walls. The spectral decomposition of the target radiation is achieved by an array of nine filters (aluminum and copper of different thicknesses) placed halfway between the target and the image-plate detector, with a total distance between the target and the image plate of 49 cm. Figure 147.23 shows the x-ray transmission curves of the nine filters. Figure 147.24 shows a typical image obtained on the HXIP. A single image plate records the nine projections through the filters (the signals) as well as the background. The background measured outside the nine squares is a result of Compton scattering of target radiation from the components within the HXIP enclosure and fluorescence from these components (primarily the lead walls). An additional background is caused by smearing (or bleeding) from the IP laser scanning. One advantage of using an IP-based system is that the total background is recorded and can be subtracted from the signals. The background is significant for only the last few channels (i.e., highest photon energy). For the first few channels the relative background intensity is <1%, for the intermediate channels it is <5%, and for the last channels it is \( \sim 50\% \) of the signals. Therefore, knowing the background is essential to determining a reliable temperature. If the background is not fully subtracted, the inferred temperature will be too high. One indication that the 2-D background subtraction is valid is that the resulting net signals are uniform over the square area of even the last channels.

The wall layers behind and close to the IP are one source of background radiation that requires special attention. Radiation that traverses the IP is absorbed into the back wall and scattered; fluorescent radiation enters the IP from its back. Monte Carlo

![Figure 147.23](TC12828JR)

X-ray transmission of HXIP channels 1 to 9 (left to right) as a function of the photon energy. Higher-number channels are sensitive to progressively higher photon energies.

![Figure 147.24](TC12829JR)

A typical image (logarithmic intensity scale) obtained on an HXIP. The signals from nine channels are seen, as well as a background around and between the signals. The ability to subtract the background around each channel image makes it possible to correctly determine the emitted spectrum.
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Simulations show that the back-wall radiation is not uniform over the scale of the signal size (15 mm × 15 mm) because of the proximity; however, its intensity is about 20× lower than the total signal for any of the channels and is therefore unimportant.

Since the scattered radiation is removed from the net signals, they reflect only the transmission through the filters, which can be calculated without a Monte Carlo simulation. Figure 147.25 shows the calculated response curves for several hot-electron temperatures. The target HXR radiation spectrum is assumed to be a single exponential of the temperature $T_{\text{hot}}$. The measurements at each channel agree well with the best-fit curve, suggesting that the exponential assumption is valid. Therefore, in calculating the energy in hot electrons from Fig. 147.22, any channel (above the first) should give the same result. The signal curve relating to the HXIP in Fig. 147.22 corresponds to channel 5. This channel was chosen because lower channels are burdened by the plasma thermal radiation and by bound-free absorption in high-Z layers; also, higher channels may be too weak for reliable measurement. The filters for channel 5 absorb strongly below ~20 keV; this is the reason for the steep drop in the HXIP curve in Fig. 147.22. A special case is the first channel, which includes the radiation tail from the thermal plasma. This is why we normalized the curves and the data points to the second (rather than the first) channel.

To demonstrate the role of the thermal radiation, Fig. 147.26(a) shows the simultaneous HXR spectrum deduced from the HXIP and the tail of the thermal spectrum measured using XRS. The irradiance for this shot was $6 \times 10^{14}$ W/cm$^2$. The HXIP spectrum (which was assumed to be exponential) was obtained using the temperature from Fig. 147.25 and was normalized to the measured channel 5 signal. The target in Fig. 147.26 was CH; for a target with a higher-Z layer, the intensity of the induced component in Fig. 147.26(a) would be higher by about a factor.
tor of Z, while the thermal plasma radiation would not change since the laser interaction in all cases is in the CH coating. Figure 147.26 illustrates that using HXIP alone to deduce the hot-electron temperature is valid if the first channel is excluded from the fitting procedure. Figure 147.26(b) shows the result of replacing the assumed single HXR exponential with the sum of the two exponentials in Fig. 147.26(a). The inclusion of the thermal spectrum with the calculated HXIP data agrees with the measured points for all channels, including channel 1. Figure 147.26(a) also shows that for low $T_{\text{hot}}$ (<30 keV), the two spectra must be untangled (discussed in The Fraction of Laser Energy Converted to Hot Electrons, p. 140). For most fusion experiments, the relevant temperature is much higher and the low-temperature case is of interest only for exploring the TPD instability threshold. Figure 147.27 shows the compilation of temperature measurements from different shots as a function of the laser intensity. The temperatures inferred using HXIP measurements are represented by the orange squares. The other points in Fig. 147.27 are discussed in the next section.

![Figure 147.27](image.png)

**Figure 147.27**
Compilation of measured hot-electron temperatures. The curve serves to guide the eye.

**Kα Measurement of $T_{\text{hot}}$**

Because of the discrepancy in temperature obtained by the HXRD (see Fig. 8 of Ref. 1) and HXIP, we designed three experiments to measure $T_{\text{hot}}$ in a way that does not depend on the continuum radiation. Figure 147.28 shows the target configuration for the three experiments.

1. Thick Molybdenum Target

The target in this experiment consisted of 100-μm-thick molybdenum, coated with 30 μm of CH on both sides. The Mo thickness was larger than the range for most hot electrons, so the Mo Kα line was attenuated while traveling to the back of the target. For lower hot-electron temperatures, the Kα is emitted closer to the front surface, consequently being absorbed more when exiting from the back. Therefore, the ratio of the Mo Kα yields from the front and rear of the target decreases with increasing $T_{\text{hot}}$. The ratio as a function of $T_{\text{hot}}$ is calculated by the Monte Carlo code and shown in Fig. 147.29(a). The directions of the angles are with respect to the target normal. In the experiment, the laser intensity was varied and the calculated...
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The ratio was used to determine the hot-electron temperature. The resulting temperatures are shown by the solid red circles in Fig. 147.27.

2. Thick Silver Target

A 127-μm-thick silver layer replaced the molybdenum layer in the previous experiment. The Monte Carlo-calculated ratio of the Ag Kα yields from the front and back of the target is shown in Fig. 147.29(b). The higher K edge of Ag (25 keV) as compared with Mo (20 keV) reduces the fraction of coronal radiation available for Kα excitation and, therefore, supports ruling it out as a significant contributor to the observed Kα line (further discussed later in this section). The temperature results obtained are shown by the solid green circles in Fig. 147.27.

3. Five-Element Target

This target consists of five layers (Nb, Mo, Rh, Pd, and Ag), 5 μm thick each, coated with 30 μm CH [Fig. 147.28(b)]. The five corresponding Kα lines are measured using XRS behind the target. The five layers are of increasing Z in the direction of the incident laser (Z = 41, 42, 45, 46, 47). Each Kα line of a given Z can excite the Kα lines of the lower-Z layers but not of the higher-Z layers. The main effect is the decrease in the number of hot electrons as they move in the direction of the laser. Therefore, the XRS at the back of the target measures five Kα lines of decreasing intensity for increasing Z (see Fig. 147.30). This decrease is slower for a higher hot-electron temperature. The Monte Carlo code simulations of hot-electron transport through this target are used to derive $T_{\text{hot}}$ from the rate of Kα intensity drop as a function of Z (see Fig. 147.31). The resulting temperatures are shown by the solid blue squares in Fig. 147.27.

In addition to hot electrons, Kα lines can also be excited by radiation, both thermal radiation from the plasma and bremsstrahlung radiated by the hot electrons. Only the latter, however, is accounted for in the Monte Carlo simulations. Therefore, plasma radiation’s contribution to the Kα intensity must be shown to be negligible. A clear indication that the Kα lines in our experiments are excited primarily by hot electrons and their radiation and not by plasma radiation is seen in the laser-intensity dependence of the Kα lines. Figure 6 of Ref. 1 shows that for a rise in the laser intensity by a factor of $\sim 2$, the Mo Kα intensity rises by almost a factor of $10^4$ (see also the related Fig. 147.34 below). On the other hand, the plasma
continuum intensity increases about linearly with the laser intensity, indicating that its contribution to the K\alpha excitation is negligible. An additional indication of the ratio between the two radiations in a pure CH target is seen in Fig. 147.26(a). For T_{hot} higher than \sim 20 keV, the hot-electron curve rises sharply (because of increased hot-electron production at higher intensities) and the continuum above the K edge of, say, Ag (25 keV) will be dominated by the hot-electron bremsstrahlung.

The Fraction of Laser Energy Converted to Hot Electrons

As seen in Fig. 147.26(a), the total measured x-ray yield includes a contribution from the thermal-plasma radiation, which is not included in the Monte Carlo code calculations. Therefore, the measured radiation should be corrected (reduced) before using the blue curve in Fig. 147.22 to deduce the energy in hot electrons. This correction is especially important at low hot-electron temperatures, where the hot-electron bremsstrahlung drops very fast. Figure 147.32 shows the correction factor; i.e., the ratio \( R = \frac{PSL_{hot}}{PSL_{total}} \) of hot-electron–induced radiation and total radiation (including the thermal-plasma radiation), measured in channel 5, as a function of T_{hot}. The correction factor R is calculated using the measured composite x-ray spectra, like those of Fig. 147.26(a): the spectrum (with and without the plasma component) is multiplied by channel 5, filters transmission and the IP sensitivity, and then integrated over photon energies. This ratio can be approximated as \( R = \frac{-0.521 + 4.81 \times 10^{-2} \times T_{hot} - 3.59 \times 10^{-4} \times T_{hot}^2}{100} \), where T_{hot} is in keV. The results are shown in Fig. 147.32.

Using the correction factor R, the HXIP curve in Fig. 147.22 can now be modified to allow for the contribution of the plasma radiation with the results shown in Fig. 147.33. The red curve is the corresponding blue curve from Fig. 147.22, shown as reference. To use this curve, the experimental radiation must be corrected for the plasma radiation. The blue curve in Fig. 147.33 was obtained by multiplying the red curve by the correction factor (Fig. 147.32). When using the blue curve in Fig. 147.33, the total measured channel 5 readings must be used (without subtracting the thermal contribution). The corrected curve indicates that the dependence of the hot-electron yield on hot-electron temperature is weak. Therefore, the discrepancy between the HXRD and HXIP temperature results (see the Introduction, p. 134) is not very important when calculating the energy in hot electrons; however, the penetration depth of hot electrons, relevant to preheat calculation, remains important.

To verify the validity of the present derivation of hot-electron energy, Fig. 147.34 compares the fraction of laser energy converted into hot electrons (f_{hot}) using the present HXIP results (blue circles) and previous Mo K\alpha results\(^1\) (red circles). The HXIP results refer to 125-\mu m-thick CH targets, whereas the Mo K\alpha results refer to CH-coated Mo targets. The tempera-
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The agreement shows that the method for measuring hot-electron energy using the HXIP (corrected for the thermal radiation) is consistent with the method in Ref. 1 using Mo Kα lines. The agreement also shows that the production of hot electrons in CH-coated Mo is very similar to that in thick CH targets. It should be noted that the large possible error in $f_{\text{hot}}$ (because of the thermal contribution) near the threshold can be tolerated because of the steep rise, and that typical fusion implosion experiments correspond to the upper end of the intensity range in Fig. 147.34, where the thermal contribution is negligible.

Conclusion

This article extends our previous measurements$^{1–3}$ of the temperature and total energy of laser-generated hot electrons, using 2-ns UV pulses at $10^{14}$ W/cm$^2$ on the OMEGA EP laser.$^{1–3}$ The three-channel fluorescence-photomultiplier detector (HXRD) was replaced with a nine-channel image-plate–based detector (HXIP). For the same conditions, the measured temperatures are lower than those measured using a HXRD by a factor of ~1.5 to 1.7. This measurement was supplemented with three experiments that measured the hot-electron temperature using Kα emission from high-Z target layers. These experiments gave temperatures that were consistent with those measured using the HXIP. The lower hot-electron temperatures, however, do not significantly impact the deduced total energy in hot electrons when the effect of the thermal plasma radiation on bremsstrahlung measurements is taken into account.

Lower temperatures mean that the simulated preheat in cryogenic spherical implosions, using HXRD temperatures, could be overestimated, however, since lower $T_{\text{hot}}$ entails smaller penetration into the target core. In fact, recent cryogenic experiments$^{16}$ show that the preheat is smaller than predicted (by measuring the degradation in areal density compared to the one predicted), and even the preheat remains small when the production of hot electrons increases significantly. This could be caused by reduced penetration of hot electrons into the core.

While the fraction of laser energy converted into hot electrons is found to increase up to 1% to 3% with the laser intensity, other factors can contribute to lowering the preheat of the cold dense shell in spherical implosions, such as a large angular divergence of the hot electrons.$^{17}$ High-Z ablators are capable of reducing the production of hot electrons because of a shorter scale length and a higher plasma temperature.$^{18}$
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A Pulse-Front-Tilt–Compensated Streaked Optical Spectrometer with High Throughput and Picosecond Time Resolution

Introduction
Time-resolved spectroscopy, using an optical spectrometer coupled to a streak-camera recording system, is a common diagnostic technique in the field of short-pulse laser physics research. Streaked spectrometers analyze a point-source input by aligning the dispersed output of the spectrometer to the input slit of a streak camera. These instruments are particularly effective for single-shot experiments requiring detailed measurements of optical spectra with temporal resolutions of the order of picoseconds to nanoseconds. The overall temporal resolution of such instruments depends on the streak camera’s performance and the configuration of the spectrometer used. For many demanding applications, a streaked-spectrometer instrument must have high spectral and temporal resolution while maintaining large optical throughput. These three parameters are intrinsically linked and the ability to simultaneously optimize them is limited. This article presents a novel technique that decouples throughput considerations from the spectral- and temporal-resolution optimization process.

Background of Pulse-Front Tilt
Pulse-front tilt (PFT) is a time-shearing effect inherent to angular dispersion in which the arrival time of light varies linearly with position across the beam in the plane of dispersion.\(^1,2\) PFT can be explained geometrically by examining the path-length difference introduced across the beam at a dispersive interface (Fig. 147.35). In the case where a diffraction grating is used to generate angular dispersion, the total PFT after dispersion is given by

\[
\Delta t = N m \lambda / c, \tag{1}
\]

where \(N\) is the total number of illuminated grating grooves, \(m\) is the grating order used, \(\lambda\) is the wavelength of light, and \(c\) is the speed of light. An important quantity in spectrometer design is the angular dispersion that relates the change in angle of diffraction \(\beta\) to the change in wavelength and is given by

\[
d\beta / d\lambda = m G / \cos(\beta). \tag{2}
\]

Combining Eqs. (1) and (2), and relating \(N\) to the beam diameter \(\phi\) and groove density \(G\), produces an expression that illustrates the difficulty of designing a spectrometer with high spectral resolution, good temporal resolution, and large throughput:

\[
\Delta t = \frac{\phi \lambda \cos(\beta)}{c} \frac{d\beta}{d\lambda}. \tag{3}
\]

For a given angular dispersion, attempts to improve throughput by increasing the size of the collection optic will result in a loss of temporal resolution.

Spectral- and Temporal-Resolution Limitations
The size of an individual spectral-resolution element can be defined as the product of the instrument’s spatial impulse response multiplied by the linear dispersion (\(\delta \lambda = \Delta x \frac{d\lambda}{dx}\)). The linear dispersion (\(d\lambda/dx\)) is the product of the angular...
dispersion and the output image’s focal length. The imaging performance of the spectrometer, the point-spread function (PSF_sc) of the streak camera, and the size of the input object’s image \((w/M)\) all contribute to the spatial impulse response. Adding these terms in quadrate gives

\[
\Delta x^2 = (wM)^2 + \text{PSF}_{\text{geo}}^2 + \text{PSF}_{\text{dif}}^2 + \text{PSF}_{\text{SC}}^2,
\]

where \(w\) is the size of the input object, \(M\) is the magnification of the spectrometer along the axis of dispersion, and \(\text{PSF}_{\text{geo}}\) and \(\text{PSF}_{\text{dif}}\) are the geometric and diffractive limitations, respectively, of the spectrometer imaging optics. It is worth noting that, for a fixed collection aperture, attempts to improve spectral resolution by using a longer output focal length will increase \(M\) if asymmetric conjugates are used or will increase PFT if symmetric conjugates are used.

Three main mechanisms generally limit the temporal resolution of a streak camera: (1) the line-spread transit (LST) time, (2) electron transit time spread (TTS), and (3) space-charge broadening. LST is defined as the time it takes the sweep to traverse the width of a static cathode image and can be reduced by using a fast sweep rate and a narrowly focused cathode image. TTS arises because electrons generated at the photocathode have a distribution of initial velocity vectors and do not take the same amount of time to reach the phosphor output screen. TTS can be decreased by reducing the overall transit time or narrowing the excess electron energy distribution through judicious choice of photocathode material and/or signal wavelengths. Space-charge broadening is caused by the repulsive force felt from neighboring photoelectrons as they travel down the tube. Space-charge broadening spoils the image of the cathode and effectively increases the achieved LST. This effect can be managed by keeping the total electron-current density below an experimentally determined threshold level.

**Segmented Spectrometer Design**

Using a rectangular mask to limit the beam size and, therefore, the total number of grooves illuminated at the grating surface is a viable technique to decrease total PFT. While simple and effective, this method reduces system throughput and is not suitable for low-signal applications. Additionally, decreasing the beam size increases the imaging \(f\) number. When taken to the extreme, the masked aperture generates a large diffraction-limited spot size that spoils the instrument’s spectral resolution. This result is consistent with the concept that spectral resolving power is directly proportional to the number of illuminated grating grooves.

A new type of spectrometer layout is proposed that uses the concept of a masked grating aperture to improve temporal resolution but maintains the throughput of an unmasked system. This is accomplished by breaking the full-aperture beam into a series of discrete rectangular segments. Each segment is prescribed an appropriate amount of delay, such that after the beam exits the dispersive medium, the individual segments are temporally aligned. Figure 147.36 shows how a transmission echelon optic is used to generate the required delay profile to compensate the overall PFT. The residual PFT is only what is accumulated across a single segment. The temporal delay between each segment is determined by the step height of the echelon optic and is set to be equal to the total PFT of a single segment. The practical limitations to the minimum echelon step width are the same as for a masked spectrometer. The echelon step width is minimized until the diffraction-limited spot size is comparable to the other contributing terms in the spectrometer’s PSF.
Spectrometer Design

A prototype segmented spectrometer (Fig. 147.37) has been designed to support the development of a fiber-optic Thomson-scattering system at LLE. Thomson scattering will be used to characterize the growth of electron plasma waves in pump–probe experiments that last less than 25 ps. The spectrometer was designed to match the 1-ps temporal resolution of the Rochester Optical Streak System 8200 (Ref. 4). The spectrometer provides a 100-nm spectral field of view centered at the 527-nm Thomson-scattering probe wavelength with a 0.8-nm spectral resolution. Light from the plasma-wave experiment will be coupled to the spectrometer using a gradient-index fiber optic. The fiber has a 50-μm core diameter and a 0.2 (f/2.5) numerical aperture. The input signal is collimated by a 225-mm-focal-length, color-corrected doublet lens operating at f/2.9. Angular dispersion is provided by a 300-g/mm transmission grating that generates 40 ps of pulse-front tilt. A 34-element reflective echelon optic with 2.2-mm step widths and 174-μm step heights is used to improve the achievable temporal resolution to 1.2 ps. Individual spectrometer segments focus to the streak camera at f/100, producing diffraction-limited spot sizes of 55-μm full width at half maximum (FWHM). Figure 147.38 shows how the echelon step width was optimized to improve temporal resolution while maintaining spectral resolution close to the performance of the nominal full-aperture system.

Conclusions

This article presents a novel spectrometer design that decouples the relationship between throughput and pulse-front tilt. An echelon optic is used to segment the aperture of the spectrometer into a series of sub-elements that are optically and temporally co-aligned. This technique makes it possible to optimize the spectral resolution, throughput, and temporal resolution simultaneously.
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Design of an Extreme Ultraviolet Spectrometer Suite to Characterize Rapidly Heated Solid Matter

Introduction
Solid-density hot plasmas can be created by using a high-intensity laser incident on a solid metal foil. Following irradiation by the high-intensity laser, the target heats in a matter of picoseconds. Electrons in the laser’s focal spot are rapidly energized and confined to a target volume by a sheath set up around the target. The fast electrons thermalize through collisional and noncollisional processes that occur much faster than the hydrodynamic expansion time scale. This makes it possible to heat the target to high temperatures before the onset of hydrodynamic motion, allowing one to measure the hot plasma in a pre-expanded state. These conditions form a platform for measuring intrinsic material properties such as the equation of state (EOS) of high-energy-density (HED) matter.

X-ray and ultraviolet spectroscopy have been used to extract information about the temperature and density evolution of hot, solid-density targets in a variety of conditions. A new extreme ultraviolet (XUV) spectrometer has been built to make temperature measurements that provide complementary information to higher-energy spectroscopic observations (e.g., \( K_\alpha \)-line spectroscopy or thermal-line radiation) of the mass-averaged temperature. The XUV radiation is highly localized to the surface of the promptly heated material before expansion. The early-time heating dynamics of the target are important to understand for future off-Hugoniot EOS measurements.

Spectrometer Layout
Figure 147.39 provides a schematic overview of the spectrometer and camera layout. A high-throughput XUV spectrometer was realized using a grazing-incidence toroidal reflector and a variable line-space grating. A precision-cut 100-mm \( \times \) 2-mm slit is held close to the target with a re-entrant nose cone. All direct lines of sight between the target interaction and the charge-coupled device (CCD) detector are shielded by a minimum of 6-mm tungsten to minimize the noise from hard x-ray hits on the camera. Two limited apertures inside the spectrometer serve to limit stray light. The spectrometer consists of a modular front section that can be mounted to a scientific CCD camera (Spectral Instruments SI-800), an image plate, or an x-ray streak camera. Two identical spectrometers have been built for simultaneous time-averaged and time-resolved XUV emission studies.

The spectrometer consists of a 450-lines/mm, variable line space grating and a toroidal mirror, which images the spectrum to a flat-field detector located outside the target chamber. Both the grating and mirror operate at a grazing angle of 7.5°. The mirror and the detector plane are located 190 mm and 570 mm from the laser focus, respectively. The view angle for both spectrometers is 45° with respect to the optical axis of the incident laser. The solid angle of both spectrometers is limited by the toroidal reflector and is \( 3 \times 10^{-3} \) sr; the spectrometer...
has a magnification of 3, giving a field of view of \( \sim 500 \mu m \) in the target plane. A ray-trace model of the spectrometer was implemented in the code \textit{FRED} to simulate the optical performance of the spectrometer.\(^4\) The simulation predicts a spectral resolution of 0.1-nm full width at half maximum (FWHM) at 12.5 nm.

Figure 147.40 shows a schematic of the spectrometer with the top sectioned for clarity. The slit aperture is held in place with a threaded cap on the front nose cone. The cap may be removed to replace or inspect the aperture slit between shots. A pointer can be attached to the nose cone to aid in spectrometer alignment on the target chamber’s viewing system. The cone-shaped projection on the front of the spectrometer body limits blast material from the experiment from depositing into the spectrometer or onto the fine-adjust knobs of the grating carriage. The toroidal mirror is pinned in place on a custom kinematic mounting. The grating can be rotated \( \pm 3^\circ \) about two axes to allow for pointing and spectral window adjustment. The actuators for the tip/tilt adjustment pass through to the front end to allow for adjustment between shots when the chamber is vent cycled. The outer casing of the spectrometer is vented with sintered plugs to allow for venting during pump out. The tungsten line-of-sight (LOS) shield forms the rear panel on the enclosure and provides a limited aperture for the spectrum to pass through to the detector.

**Experiment**

An experiment to validate the spectrometer performance and to measure short-pulse heating was conducted on LLE’s Multi-Terawatt (MTW) Laser System.\(^5,6\) The experimental setup is shown schematically in Fig. 147.41. A \( 100 \times 100 \times 3-\mu m \) Al foil was irradiated with \( 7\pm 1 \) J of 527-nm light in a 1-ps pulse with a contrast ratio of \( \sim 10^{14} \). The contrast is estimated by measuring the pulse contrast at the fundamental frequency and calculated for the second-harmonic process.\(^7\) The laser delivered a focus with 80% of the energy contained into a 10-\( \mu m \) spot when measured on a low-power shot. The on-target intensity was \( \sim 3 \times 10^{18} \) W/cm\(^2\). The XUV photocathode on the streak camera was a 200-Å gold layer flash coated onto a 0.5-\( \mu m \) parylene base layer. The full photocathode slit measures 60 mm \( \times \) 200 \( \mu m \) wide but typically only the central 6 mm \( \times \) 50 \( \mu m \) of the slit is used when the camera is set for best temporal focusing.

**Data Analysis**

Figure 147.42 shows a time-integrated spectrum taken with the spectrometer onto a FUJI TR image-plate (IP) detector. The spectrum occupies \( \sim 1 \) mm on the IP detector in the direction opposite the spectrum; the values shown are the summed values from the scanned data. The IP was scanned at a resolution of 50 \( \mu m \) and a sensitivity level of 10,000. Several atomic transition lines from Al III, IV, and V ions are visible superimposed on the continuum emission in this time-integrated shot. The strongest lines observed are listed in Table 147.IV; these values were obtained from the National Institute of Standards and Technology (NIST)\(^8\) wavelength database. The Al III transition was observed in absorption
only and no tabular data exist for the line strength or relative intensity. Additionally, the spectrometer resolution at 13.0 nm was measured to be 0.2-nm full width at half maximum (FWHM). The Al line at 13.0 nm is a doublet (13.0 and 13.1 nm) and some broadening of the peak is expected; however, the resolution at this wavelength is consistent with simulation predictions (0.2 nm versus 0.1 nm). The peak at 15.1 nm is likely O IV ions from an oxide layer on the surface of the target.

Figure 147.43 compares a time-resolved spectrum recorded on an MTW shot and a synthetic spectrum. For this comparison we used the collisional-radiative code Spect3D to compute the emergent radiation from the radiation–hydrodynamics simulation. The XUV atomic model in Spect3D includes all ionization stages and excited-state energy levels. A radiation–hydrodynamics simulation was run with parameters closely tied to the experiment. In the simulation, a uniform energy density corresponding to the electron deposition was applied to the solid metal target and allowed to freely expand. The target temperature was initialized in the simulation at 100 eV. The emission is assumed to be in local thermodynamic equilibrium. In the time period of interest, the emission is predicted to be dominated by a smooth continuum with all the atomic transitions dissolved into the continuum. Later in time, the strongest emissions from ground-state transitions are observed. Previous inferences of temperature from the emission in this region have shown significant departures between the temperature observed in the continuum and electronic line ratios in time-integrated XUV spectrum measurements. The streaked data here show that the continuum and line radiation occur at substantially different times in the expansion. This may explain the discrepancy between the temperature inferred from line emission and continuum emission.

Table 147.IV: Aluminum atomic spectral lines identified in a short-pulse, heated aluminum target.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Experimental data (nm)</th>
<th>Reference data (nm)</th>
<th>Relative intensity</th>
<th>Oscillator strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al IV</td>
<td>11.4±0.2</td>
<td>11.646</td>
<td>250</td>
<td>0.332</td>
</tr>
<tr>
<td>Al V</td>
<td>13.0±0.2</td>
<td>13.0847</td>
<td>1000</td>
<td>0.175</td>
</tr>
<tr>
<td>Al IV</td>
<td>16.0±0.2</td>
<td>16.169</td>
<td>700</td>
<td>0.017</td>
</tr>
<tr>
<td>Al III</td>
<td>14.3±0.2</td>
<td>14.395</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 147.43 compares a time-resolved spectrum recorded on a 7-J, 1-ps laser shot onto a 100 × 100 × 3-μm Al target. The spectrometer resolution was measured to be 0.2-nm full width at half maximum (FWHM).
The streaked spectra can be corrected for the wavelength-dependent photocathode sensitivity. The first step is to take a photometric calibration of the streaked spectrometer. A method similar to those described in Ref. 13 will be implemented when correcting the raw streak-camera data. During a shot, the streaked and time-integrated spectrometer acquires a spectrum. The spectrum captured, on a calibrated IP detector, is then compared to a streaked spectrum summed in the temporal direction. Grating efficiency as a function of wavelength will be corrected using a rigorous coupled-wave theory code, taking into account the groove shape, depth, and metal reflectivity.14

Conclusion

A spectrometer capable of measuring the time-resolved XUV emission of a rapidly heated metal target has been designed and implemented. The spectrometer has a measured resolution of 0.2 nm at a design wavelength of 13 nm. The time-resolved spectra show reasonable agreement with radiation–hydrodynamic simulations. Future experiments will further explore the surface-temperature dynamics of these targets in a variety of metals.
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Influence of Surface Modifications on the Adsorption and Absorption of Tritium into Stainless-Steel 316

Introduction
High concentrations of tritium develop on stainless-steel (SS) surfaces exposed to a tritium atmosphere.\(^1\) These high concentrations are attributed to tritium dissolution within the adsorbed water layers present on all metal surfaces.\(^1\)–\(^4\) Tritium dissolved within these layers contributes $\geq 20\%$ to the total inventory absorbed by SS.\(^1\) Additionally, these water layers govern the migration of the isotope during an exposure to a tritium atmosphere, as well as during a storage period following the exposure. Because such a large fraction of the tritium inventory resides in the water layers, altering these layers by altering the metal surface can significantly affect the total quantity of tritium absorbed by SS.

In the present study, the effect of altering the metal surface on the migration and total absorption of tritium into SS 316 was investigated by preparing SS samples with a variety of surface modifications, which included mechanical polishing, electropolishing (EP),\(^5\),\(^6\) gold plating, nitric-acid treatments, and Fe or Cr oxidation.\(^7\) The migration and total absorption of tritium in the various SS samples was measured using plasma-induced ion sputtering\(^8\) and thermal desorption.\(^9\)

A quantitative tritium migration model (QTRIMM) based on Fickian diffusion through composite media is used to describe the measured total tritium inventories and migration rates. The composite medium treated in this model is the adsorbed water layer(s)/metal-lattice system. This model accounts for the high concentrations of tritium on the surfaces of SS by relating the tritium concentrations on the surface and in the metal lattice at the surface/metal-lattice interface.\(^8\)

Modeling
QTRIMM is based on a numeric solution to the diffusion equation\(^10\) and can be used to calculate the tritium concentration profiles in a metal substrate.\(^8\) The boundary conditions used in this model are based on several fundamental assumptions. The first assumption is that a rapid equilibrium occurs between tritium in the gas phase and tritium dissolved in the adsorbed surface water. The second assumption is that all isotope exchange reactions have equal probability; consequently, there will be equal tritium mole fractions in the gas phase and on the surface. Equal reaction probabilities are not likely because the formation of double-isotope species, such as $\text{T}_2\text{O}$, is not as probable as the formation of a single-isotope species, such as HTO. The consequence of making this limiting assumption will be discussed later.

\[ \chi_{\text{surf}} = \chi_{\text{gas}}, \quad (1) \]

where $\chi_{\text{surf}}$ and $\chi_{\text{gas}}$ are the mole fractions of tritium in the adsorbed water layers and gas phase, respectively. The assumption of equal mole fractions leads to an equation for the quantity of adsorbed tritium ($A_{\text{surf}}$) on a stainless-steel surface during exposure to tritium gas:

\[ A_{\text{surf}} = \lambda \cdot \chi_{\text{gas}} \cdot SA \cdot O \cdot \frac{2 \text{ mol H}}{1 \text{ mol H}_2\text{O}}, \quad (2) \]

where $\lambda$ is the tritium decay constant (Bq), $SA$ is the surface area of the metal ($m^2$), and $Q$ is the surface concentration of absorbed water (mol H$_2$O/m$^2$).

Once tritium adsorbs onto the metal surface, it can diffuse into the metal lattice. To determine the flux of tritium across the surface-water layer/metal-lattice interface, the tritium concentrations at the interface are related through the ratio of the tritium solubilities in the two regions.\(^8\)

The final assumption is that negligible quantities of tritium desorb from the surface during the storage period between charging the sample with tritium and each experiment. Little tritium is expected to desorb during this period because the samples were stored under dry helium at 1 atm. Measurements of the residual tritium in the storage vessels show that less than $5\%$ of the activity is lost to the vessel during the storage period. Tritium concentrations redistribute throughout the sample by diffusing from the water layer into the metal lattice to attain an equilibrium state.
Experimental Setup and Procedures

1. Surface Modifications

The surfaces of each sample underwent various pretreatments intended to modify the metal surface. All samples measured $5.1 \times 1.8 \times 0.3$ cm$^3$, and their surfaces were machined away to remove manufacturing defects and to expose the metal lattice. The samples were cleaned first with acetone followed by de-ionized water, and finally dried with isopropyl alcohol. Samples receiving no additional treatment are referred to as “as received” or AR. The next modification involved mechanically polishing the AR samples to yield finer surface finishes. Several mechanically polished samples were then electroplated with gold to a thickness of 1.7 $\mu$m. To bind the gold to the surface, a nickel strike interface was necessary. This interfacial layer had a thickness of 6 $\mu$m. Another subset of the mechanically polished samples was treated with methods III and IV described by Boulange-Petermann et al. for generating hydrophobic and hydrophilic surfaces. In this technique, the samples were washed with 0.5 M of NaOH and then placed in either a 0.2-M or a 4-M nitric-acid bath. Lower acid concentrations are expected to yield more hydrophobic surfaces, while higher acid concentrations should yield hydrophilic surfaces.

The remaining mechanically polished samples were divided into three sets and each set was electropolished for a different duration. The first set (EP2) was electropolished for 10 min while the second set (EP3) was electropolished for 5 min. The third set (EP) was electropolished for an unknown time, as determined by the polisher. The intent of increasing the duration of electropolishing was to extend the surface chromium concentrations deeper into the metal lattice. Increased chromium concentrations are expected to reduce tritium adsorption.

Several samples from the third set of electropolished samples were subjected to one of two treatments intended to enhance either the Fe concentrations (oxidation treatment #1) or the Cr concentrations (oxidation treatment #2) exhibited two distinct regions, each with different Fe and Cr concentrations. In the present study, the average surface concentrations of Fe and Cr were used because the experimental methods represent average tritium interactions with the entire sample’s surface. The near-surface composition for the EP sample shows an increase in the Cr content compared to AR, polished, and the nitric-acid–treated samples. However, the EP process suppressed the Fe content compared to AR and the acid and oxidation treatments. It is also clear that the 0.2- and 4-M acid treatments increased both the Cr and Fe content of the near surface compared to AR, but the increase in Cr between the two acid treatments is nearly identical.

Comparatively, oxidation treatment #2, and the polished samples have a Cr and Fe composition that falls in between the two acid treatments. Therefore, if the surface composition controls tritium absorption, the total quantity of absorbed tritium in polished samples and samples undergoing oxidation treatment #2 should be between the tritium quantities contained within the samples treated with either concentration of nitric acid.

Several samples from the third set of electropolished samples were subjected to one of two treatments intended to enhance either the Fe or the Cr concentrations in the near-surface region. These treatments were intended to test the impact of surface composition on the tritium absorption into stainless steel.

2. Surface Analysis

The surface roughness of each finish was measured using a Zygo NewView 100 interferometer or a Zygo NEXView interferometer (Table 147.V). No surface roughness data were available for Batch C oxidation treatments.

The near-surface compositions obtained with x-ray photoelectron spectroscopy (XPS) for select samples are shown in Figs. 147.44 and 147.45. The surfaces of samples treated to enhance either the Fe concentrations (oxidation treatment #1) or the Cr concentrations (oxidation treatment #2) exhibited two distinct regions, each with different Fe and Cr concentrations. In the present study, the average surface concentrations of Fe and Cr were used because the experimental methods represent average tritium interactions with the entire sample’s surface. The near-surface composition for the EP sample shows an increase in the Cr content compared to AR, polished, and the nitric-acid–treated samples. However, the EP process suppressed the Fe content compared to AR and the acid and oxidation treatments. It is also clear that the 0.2- and 4-M acid treatments increased both the Cr and Fe content of the near surface compared to AR, but the increase in Cr between the two acid treatments is nearly identical.

Comparatively, oxidation treatment #2, and the polished samples have a Cr and Fe composition that falls in between the two acid treatments. Therefore, if the surface composition controls tritium absorption, the total quantity of absorbed tritium in polished samples and samples undergoing oxidation treatment #2 should be between the tritium quantities contained within the samples treated with either concentration of nitric acid.

Figures 147.45–147.47 compare the Fe and Cr 2p$^{3/2}$ photoelectron spectra as a function of depth into the metal sample. To collect these data, the surfaces were etched at a rate of 6.7 nm/min and a spectrum collected every 15 s. The resulting collection of spectra for a single sample shows the evolution of the oxidation states of Fe and Cr as a function of depth. In

| Table 147.V: Measured surface roughness ($R_\alpha$) for various surface finishes. |
|------------------|------------------|------------------|
| **Batch A** | **Batch B** | **Batch C** |
| Finish | $R_\alpha$ (nm) | Finish | $R_\alpha$ (nm) | Finish | $R_\alpha$ (nm) |
| AR1 | 434 | AR2 | 351 | AR3 | 535 |
| EP2 | 110 | Polish #12 | 338 | Polished | 81 |
| EP3 | 85 | Polish #8 | 316 | EP | 92 |
| 0.2-M HNO$_3$ | 74 | Polish #3 | 46 |
| 4 M | 73 | Gold | 57 |
In general, the results show a decrease in the oxide concentration and an increase in the elemental composition of each metal with increasing depth. Additionally, each set of spectra indicate that all surfaces (except EP samples and samples that underwent oxidation treatment #1) are dominated by a mix of iron (III) and iron (II) oxides, with a smaller concentration of chromium (III) oxide.

3. Sample Loading

All stainless-steel samples were charged with tritium by exposing the samples to a deuterium–tritium (DT) gas mixture at 25°C for 24 h. After exposure, the samples were stored in separate metal containers under a dry helium atmosphere. Three separate batches of samples were charged with tritium using the pressures and tritium purities given in Table 147VI.
4. Experimental Procedure

Total tritium inventories were measured with temperature-programed desorption (TPD) as described in previous work. Tritium migration in the near-surface region was measured with plasma-induced ion sputtering, also described elsewhere.

Table 147VI: Sample loading and storage conditions.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Pressure (Torr)</th>
<th>Tritium (%)</th>
<th>Storage time (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>550</td>
<td>57</td>
<td>13 to 29</td>
</tr>
<tr>
<td>B</td>
<td>530</td>
<td>58</td>
<td>8 to 29</td>
</tr>
<tr>
<td>C</td>
<td>550</td>
<td>59</td>
<td>6 to 18</td>
</tr>
</tbody>
</table>

Figure 147.46
XPS photoelectron spectra for (a) Cr and (b) Fe atoms bound to the surface of samples treated with 4 M of HNO₃.

Figure 147.47
XPS photoelectron spectra for (a) Cr and (b) Fe atoms bound to the surface of samples treated with 0.2 M of HNO₃.
Results and Discussion

The total quantity of tritium removed during thermal desorption experiments shows a strong dependence on the surface composition as illustrated in Figs. 147.48 and 147.49. Each thermal desorption experiment was run at least twice, using separate and fresh samples to verify reproducibility. The AR samples were included to gauge how the various surface modifications influence the total tritium inventory and to provide a reference between the different loading batches. The observed variation in the tritium inventories between the different batches has not been resolved yet, but it is likely a result of subtle changes in the loading, storage, and handling procedures.

The data in Fig. 147.48 demonstrate that, relative to AR1 samples, electropolishing reduces the total quantity of tritium absorbed by the metal. However, increasing the electropolishing duration from 5 to 10 min caused no further reduction in the total tritium inventory.

The data in Fig. 147.48 also demonstrate that the nitric-acid treatments result in significantly higher quantities of tritium absorbed into the samples, as compared with AR1 samples. The higher inventories are evident even though the acid treatment increased the Cr content in the near surface (Fig. 147.44). Contrary to expectations, these results suggest that the increased Cr concentration did not reduce tritium adsorption or absorption.

In general, mechanically polishing a SS surface leads to a reduction in the quantity of absorbed tritium (Fig. 147.50). However, this reduction in total tritium inventory is not exclusively caused by smoother surfaces. For example, polish #12 and polish #8 samples from Batch B in Fig. 147.50 had a surface roughness similar to the AR2 samples but retained half the tritium present on AR2 samples. Additional polishing of both samples in Batch C to reduce the surface roughness about eightfold from ~351 nm to 46 nm did not reduce the absorbed tritium content.

The measured total tritium inventories in gold-plated, SS (Au-SS) samples suggest that the electroplated gold layer does not act as a barrier to tritium absorption. The Au-SS samples contain less tritium than the AR2 samples, but comparable inventories to the polish #3 samples (Fig. 147.50). This suggests that the reduction in absorbed tritium, when comparing Au-SS to AR2 samples, is likely a result of polishing the samples, not electroplating them with gold.

The data provided in Fig. 147.49 again suggest that increasing the near-surface Cr concentration does not alter the absorption of tritium into the substrate. First, the EP samples have
significantly higher Cr concentrations in the near surface, as compared with the AR samples (Fig. 147.44). However, the EP samples show comparable tritium inventories to the AR3 samples. This is, again, contrary to the expectation that increased Cr concentrations in the near surface lead to lower tritium inventories. Furthermore, samples treated with oxidation treatment #1 showed comparable Cr concentrations to the EP samples (Fig. 147.44), but significantly lower total tritium inventories (Fig. 147.49). Finally, samples treated with oxidation treatment #2 show comparable tritium inventories to oxidation treatment #1, even though the Cr and Fe concentrations are significantly different (Fig. 147.44). These results suggest that the chemical composition of the near surface of stainless steel does not influence the absorption of tritium. It should also be noted that an increase in near-surface Fe concentrations does not account for the observed differences in total inventories. Significantly different tritium inventories were recorded for samples that underwent the nitric-acid treatments and the oxidation treatment #2. However, the Fe and Cr concentrations were comparable.

The results shown in Fig. 147.48 also confirm that simply polishing SS surfaces reduces the tritium inventory in SS samples. Furthermore, mechanical polishing a surface does not reduce the tritium inventory to the same degree as oxidizing a surface.

The results in Fig. 147.49 show no correlation with surface roughness (0 to 0.54 \( \mu \text{m} \)) to the total activity determined by thermal programmed desorption. Different surface alterations show similar roughness values but drastic variability in the total activity as seen for polish #4 and the nitric-acid treatments. This trend suggests that an increased surface area is not indicative of increased tritium absorption. The data may suggest that the role of the surface area in the absorption of tritium may contribute little compared to the chemical absorption processes.

Using the data shown in Figs. 147.48–147.50, the surface concentration of adsorbed water \( (Q) \) can be determined using QTRIMM. These concentrations were determined by varying \( Q \) values until the calculated and measured total tritium inventories agreed. Averages of the data shown in Figs. 147.48–147.50 were used in this fitting procedure. The minimization was accomplished using MATLAB’s nonlinear least-squares fitting routine. The results of the fits are shown in Table 147.VII for the various surface finishes and loading batches.

The calculated \( Q \) values correspond to submonolayer water coverage of the surface, which is on the lower end of the expected values. These low values are likely a result of the limiting assumption of equal isotopic exchange prob-
abilities. Lowering the exchange probability for the formation of double isotope species T\textsubscript{2}O on the metal surface will result in an increase in the calculated quantity of adsorbed water. The derived \( Q \) values indicate that \( \geq 44\% \) of the total tritium inventory is initially located within the adsorbed water layers (Table 147.VII).

The \( Q \) values found from fitting thermal-desorption data agree with data obtained from pulsed-plasma experiments. No plasma data were collected for Batch A. Representative results obtained from samples supporting AR, polished, EP, and Fe-oxidized surfaces from Batch B that were subjected to a pulsed plasma are shown in Fig. 147.52. The data shown have been normalized to the quantity of tritium removed during the first exposure in each respective series to allow for direct comparison of the trends in each data series. These trends indicate that the mechanism for tritium migration to the surface is diffusion from the metal lattice between each plasma exposure.\textsuperscript{8}

Figure 147.52 also shows fits to the data using QTRIMM. These fits were calculated by using \( Q \) values obtained from thermal-desorption fits and by varying only the removal efficiency (\( \epsilon \)) until the data and calculations agreed. To be consistent, only \( Q \) values obtained from QTRIMM fitted to thermal desorption data for samples with the same surface finish and charged with tritium in the same batch were used to fit pulsed-plasma data. The resulting fits to data show excellent agreement for all data series, except for samples that underwent selective oxidation pretreatments. Removal efficiencies found for each fit are given in Table 147.VII for each surface modification.

### Table 147.VII: Results of fitting thermal and pulsed-plasma data using QTRIMM.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Metal finish</th>
<th>( Q ) (( \mu )mol/m(^2))</th>
<th>Removal efficiency</th>
<th>( A_{\text{surf}} / A_{\text{total}} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>AR1 (Fe:Cr = 1.8)</td>
<td>22.04</td>
<td>n/a</td>
<td>49</td>
</tr>
<tr>
<td>A</td>
<td>4-M HNO\textsubscript{3} (Fe:Cr = 1.3)</td>
<td>55.74</td>
<td>n/a</td>
<td>57</td>
</tr>
<tr>
<td>A</td>
<td>0.2-M HNO\textsubscript{3} (Fe:Cr = 2.1)</td>
<td>50.21</td>
<td>n/a</td>
<td>57</td>
</tr>
<tr>
<td>A</td>
<td>EP2</td>
<td>11.39</td>
<td>n/a</td>
<td>40</td>
</tr>
<tr>
<td>A</td>
<td>EP3</td>
<td>12.66</td>
<td>n/a</td>
<td>42</td>
</tr>
<tr>
<td>B</td>
<td>AR2</td>
<td>31.7</td>
<td>0.41</td>
<td>88</td>
</tr>
<tr>
<td>B</td>
<td>Polish #12</td>
<td>11.6</td>
<td>0.59</td>
<td>68</td>
</tr>
<tr>
<td>B</td>
<td>Polish #8</td>
<td>9.1</td>
<td>0.61</td>
<td>62</td>
</tr>
<tr>
<td>B</td>
<td>Polish #3</td>
<td>19.4</td>
<td>0.52</td>
<td>79</td>
</tr>
<tr>
<td>C</td>
<td>AR3</td>
<td>15.7</td>
<td>0.34</td>
<td>73</td>
</tr>
<tr>
<td>C</td>
<td>Polished</td>
<td>10.7</td>
<td>0.63</td>
<td>65</td>
</tr>
<tr>
<td>C</td>
<td>EP (Fe:Cr = 0.5)</td>
<td>16.0</td>
<td>0.75</td>
<td>74</td>
</tr>
<tr>
<td>C</td>
<td>Oxidized (Fe:Cr = 0.7)</td>
<td>6.2</td>
<td>0.91</td>
<td>51</td>
</tr>
<tr>
<td>C</td>
<td>Oxidized (Fe:Cr = 2.1)</td>
<td>7.7</td>
<td>0.84</td>
<td>56</td>
</tr>
</tbody>
</table>

Figure 147.52 Comparison of the results obtained from pulsed-plasma experiments to best fits (calculated using QTRIMM) of various samples charged with tritium in Batch B. The error in each data point is \( \pm 5\% \).
Conclusions

The experimental data show that modifying the near surface (≤40 nm) of a SS surface by polishing, EP, selective oxidation, or nitric-acid treatments can significantly alter the total quantity of absorbed tritium. These results suggest that a significant fraction of the total tritium inventory initially resides on the surface since as these modifications affect only the near surface of the metal substrate (<10 nm).

The nitric-acid treatments of the electropolished SS 316 surfaces increased the total tritium inventory by 200% when compared against untreated (AR) samples and 300% compared to EP samples. These results suggest that nitric-acid treatments created more hydrophilic surfaces when compared to untreated (AR) samples.

The differences in the total tritium inventories for the various surface treatments appear to be related to the quantity of water adsorbed on the surface. Increasing or decreasing the water content appears to increase or decrease the total tritium inventory. Figures 147.48 and 147.49 suggest that a 50% reduction in water concentration results in a 35% reduction in total tritium inventory in the electropolished case. On the other hand, increasing the water content by a factor of ~2.4 increased the total tritium inventory by 200% in the nitric-acid–treatment case. Measuring the water isotherms is necessary to confirm the calculation results.

The absorption and migration of tritium in each SS sample can be described using QTRIMM. Comparing the output of this model to thermal-desorption data allowed us to determine the surface concentration of adsorbed water. Using this surface concentration, the initial contribution of adsorbed tritium to the total inventory was determined to be ≥44%. Additionally, by using the $Q$ values derived from fitting thermal-desorption data, we could accurately describe the migration of tritium to the surface for each sample during pulsed-plasma experiments.
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