Controlled inertial confinement fusion (ICF)\(^1\) has been pursued in laboratories for decades as a possibly viable route to clean energy. Materials involved in ICF target implosions undergo extreme plasma conditions such as warm dense matter (WDM) of temperatures from a few to several hundreds of electron volts and densities from 10\(^{21}\) to 10\(^{25}\) ions/cm\(^3\). The properties of materials in this critical WDM regime have received much attention because of the wide existence of such extreme conditions in the interiors of giant exoplanets,\(^3\) the atmospheres of stars,\(^3\) and laser-produced plasmas,\(^4\) in addition to ICF capsules. Precisely determining the properties of WDM has proved challenging since the strong coupling and quantum effects play a critical role in these complex systems. High-energy-density (HED) experiments,\(^5–7\) equipped with accurate diagnostic tools such as x-ray Thomson scattering\(^8–10\) and x-ray absorption spectroscopy,\(^11,12\) have begun to provide detailed tests of various theoretical models of WDM.

For ICF capsules consisting of a cryogenic deuterium–tritium (DT) fuel covered by an ablator layer, accurate knowledge of the ablator and DT material properties would advance the understanding of target performance, leading to improved ICF target designs.\(^13\) The microphysics responsible for the static, dynamic, and optical properties of DT and ablators determines not only the shock strength and timing\(^14,15\) but also ionization stages,\(^16\) thermal conduction,\(^17\) and nonuniformity growth\(^18\) in ICF implosions. In particular, the equation of state (EOS) of DT and ablators is essential to closing the hydrodynamic equations for ICF simulations and determining the material compressibility,\(^19\) and mass ablation rate,\(^20\) which, in turn, control the implosion velocity and the growth of the Rayleigh–Taylor instability.\(^18\) In addition, an accurate EOS of ablators can lead to better predictions of the blowoff plasma conditions, which helps tighten the laser–plasma interaction models used in integrated ICF simulations. Precisely determining the EOS of materials under HED conditions has remained elusive in the past because of the complexity that different interactions need to be fully taken into account. A variety of physics models have been adopted to compute the EOS of materials. For example, the SESAME EOS library\(^21\) was based on the chemical model of matter, while the quotidian equation of state (QEOS)\(^22\) was derived from the improved Thomas–Fermi model. The SESAME model used a Helmholtz free energy consisting of a cold curve, an ion thermal contribution, and thermal excitation of electrons calculated by the Thomas–Fermi–Dirac average-atom model. Although such global EOS models have been useful and widely used in the past, their accuracy is worth re-examining in order to make reliable ICF designs and to constrain a laser–plasma interaction model since the margin for ignition is typically small.

Hydrocarbon polymers, such as polystyrene (CH), are often chosen as ablators in both indirect-drive\(^23–25\) and direct-drive\(^26–28\) ICF targets because they are inexpensive and easy to make. Upon laser or x-ray irradiation, CH can be shocked to high pressures from Mbar to Gbar. Depending on the driving laser or x-ray pulse shape, the shocked CH may also relax to a temperature well below ~5 eV at near-solid densities. Just as important as the properties of the DT fuel\(^29–45\) are to ICF implosions, accurate knowledge of the CH ablator in the WDM regime is also crucial for reliable ICF designs. Studies of plasma properties under HED conditions have become possible in recent years because of advances in first-principles methods. These first-principles investigations have covered the static EOS of a variety of materials including hydrogen/deuterium,\(^29–45\) carbon,\(^46\) polystyrene,\(^47–50\) and polyethylene,\(^51\) as well as the transport and optical properties of hydrogen/deuterium\(^17,52–57\) in the WDM regime.

In contrast to previous EOS studies of CH in limited ranges of densities and temperatures, we have combined two first-principles methods—the Kohn–Sham density-functional-theory–based molecular dynamics (KSMD) method\(^58,59\) and the orbital-free molecular dynamics (OFMD) method\(^60\)—to investigate the global EOS of CH in a wide range of plasma conditions. The KSMD method was implemented in the Vienna \textit{ab initio} simulation package (VASP)\(^61–63\) using the Perdew–Burke–Ernzerhof (PBE) exchange-correlation func-
Both KSMD and OFMD methods take the many-body coupling and electron degeneracy effects fully into account. The KSMD calculations cover the low-temperature conditions up to the Fermi temperature \( T_F \), while the OFMD method is used for higher temperatures. In this article, we report on the first-principles EOS (FPEOS) table of CH and its comparisons with both experiments and the SESAME model that is currently used in our hydrocodes. In particular, we illustrate the importance of an accurate CH ablator EOS to understand the one-dimensional (1-D) physics of ICF implosions through radiation–hydrodynamic simulations.

The FPEOS table of CH has been constructed from the KSMD–OFMD calculations for a wide range of densities \( \rho = 0.1 \) to \( 100 \) g/cm\(^3\) and temperatures \( T = 1,000 \) to \( 4,000,000 \) K. The KSMD calculations cover all densities except \( \rho = 0.1 \) g/cm\(^3\) for plasma temperatures up to \( T_F \), while the OFMD method computes higher-temperature and lower-density conditions. These FPEOS data fully cover the plasma conditions of an ablating CH shell. A supercell containing 250 to 432 atoms (C:H = 1:1) with periodic boundary conditions was used. To make the KSMD–OFMD results into a global EOS table for wide HED applications, we also used OFMD calculations to guide the linear extrapolation of the FPEOS data to both low-density and high-temperature points outside the direct calculations. The global FPEOS table of CH was implemented into the hydrocode LILAC\(^{65}\) for ICF implosion simulations.

The FPEOS of CH is first compared with experiments and the SESAME EOS model. Figure 143.1 (solid lines) plots the principal Hugoniot predicted by our KSMD–OFMD calculations. The KSMD predictions are made to \( \sim 60 \) Mbar, while the OFMD calculations take over and extend up to the high pressure of \( P \approx 5 \) Gbar. The Hugoniot matching at around \( P \approx 20 \) to \( 30 \) Mbar from the two first-principles (FP) calculations was performed with the “boot-strapping” technique.\(^66\) This technique uses the Hugoniot matching to infer the internal energy \( E_0 \) of initial solid CH at room temperature for the OFMD dataset. As seen in Fig. 143.1(a), the global Hugoniot predicted from the KSMD–OFMD calculations smoothly extends from a low pressure of \( \sim 0.2 \) Mbar to 5 Gbar. The OFMD matchings at both \( T = 120,000 \) K and \( T = 220,000 \) K give almost identical Hugoniot predictions at high pressures. In comparison with the widely used SESAME EOS model (Table 7593),\(^21\) the FP calculations predict CH being slightly stiffer in the pressure range of 5 to 80 Mbar.
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(a) The principal Hugoniot pressure as a function of shock density; (b) the temperature of Hugoniot versus pressure. The Kohn–Sham density-functional-theory–based KSMD results (red circles) and the orbital-free molecular-dynamics (OFMD) predictions (purple squares and green diamonds) are compared with the gas-gun experiment,\(^67\) the Nova experiment,\(^68\) and the recent impedance-matching experiment\(^69\) on OMEGA. The prediction of SESAME-7593 is plotted with the dashed line.
but softer in higher pressures up to ~5 Gbar. The maximum compression has been shifted from the SESAME-predicted \( \rho_m = 4.55 \text{ g/cm}^3 \) at \( P = 220 \text{ Mbar} \) to \( \rho_m = 4.68 \text{ g/cm}^3 \) at \( P = 440 \text{ Mbar} \) in the FPEOS because of the lower temperature inferred from FPEOS [see the inset of Fig. 143.1(b)]. In experiments, the EOS of CH has been extensively studied using gas-gun and laser-driven shock waves. The gas-gun experiment\(^67\) was typically in the low-pressure regime \( (P < 1 \text{ Mbar}) \), while the laser experiments at the Nova\(^68\) and Omega Laser Facilities\(^69\) have recorded shock strengths up to \(~40 \text{ Mbar}\). Other shock experiments\(^49,70,71\) of the CH Hugoniot have explored the pressure range of \( P < 5 \text{ Mbar} \). The available experimental data have been compared with the FPEOS and SESAME predictions in Fig. 143.1(a). In the pressure range \( P < 10 \text{ Mbar} \), both predictions are in good agreement with experiments (within the experimental error). The Hugoniot temperature measured in the recent OMEGA experiment,\(^69\) however, is in much better agreement with the FPEOS prediction [see Fig. 143.1(b)]. The SESAME model predicts a maximum of \(~30\%-higher\) Hugoniot temperature because it underestimates the internal energy in this pressure range (discussed in detail below). The stiffer behavior of CH, seen in the Nova experiment [e.g., Fig. 143.1(a)] at high pressures of \( P = 10 \) to \( 40 \text{ Mbar} \), seems to qualitatively point toward the FPEOS, even though the experimental error bars were large.

Next, we examine the off-Hugoniot comparison between the FPEOS table and the SESAME model in Figs. 143.2 and 143.3, in which the total pressure \( (P) \), internal energy \( (E) \), and their variations are plotted as functions of CH density for different plasma temperatures. Figures 143.2(a) and 143.2(c) display the direct comparisons of pressure and internal energy between FPEOS (solid lines) and SESAME (dashed lines) at \( T = 15,625 \text{ K} \) \((~1.35 \text{ eV})\). At this low temperature, large differences in both \( P \) and \( E \) appear in the low-density regime of \( \rho < 3 \text{ g/cm}^3 \). To clearly show the variations, the percentage changes of \( P \) and \( E \) between FPEOS and SESAME are plotted in Figs. 143.2(b) and 143.2(d). Figures 143.2(b) and 143.2(d) show that the pressure variations can be as large as approximately \(-100\%\) in the low-density regime \( (\rho < 1.0 \text{ g/cm}^3) \) and the energy can vary from \(+40\% \) at \( \rho = 0.5 \text{ g/cm}^3 \) to \(-20\% \) at high densities. At such a low temperature and not too high densities, it is difficult for models to properly account for all of the important microscopic interactions among the variety of species (atoms, molecules, ions, and electrons) in warm dense plasmas. The first-principles methods take these interactions into account as completely as possible, which can lead to a more-accurate determination of material properties in the WDM regime. When the CH plasma temperature increases to \( T = 31,250 \text{ K} \) \((\approx 2.7 \text{ eV})\) and \( T = 125,000 \text{ K} \) \((\approx 10.8 \text{ eV})\), the many-body and quantum effects become less dominant than in the low-\( T \) case. Therefore, the percentage variations between FPEOS and SESAME, shown in Fig. 143.3, are reduced as the plasma temperature increases. They change from \(+\%\) at \( T = 2.7 \text{ eV} \) to \(-\%\) for the higher temperature of \( T = 10.8 \text{ eV} \) [see Figs. 143.3(b) and 143.3(d)].
With the FPEOS table of CH incorporated into LILAC,\textsuperscript{65} we can now simulate ICF implosions. By comparing experiments with the hydrodynamic simulations using both FPEOS and SESAME models of CH, we can examine how the more-accurate FPEOS of CH affects the 1-D predictions of target performance. As an example, Figs. 143.4 and 143.5 show the two hydro-simulation results for a cryogenic DT target implosion on OMEGA. Figure 143.4(a) plots the triple-picket pulse shape\textsuperscript{72–74} with an inset of target dimensions. The cryo-DT target consists of a 49-\textmu m DT layer with an 8.3-\textmu m deuterated plastic (CD) ablator, which is imploded by the low-adiabat laser pulse. The EOS of CD is obtained by mass scaling the FPEOS of CH. The 1-D hydro simulations for both cases have used the same nonlocal thermal-transport model\textsuperscript{75} and cross-beam energy transfer model\textsuperscript{76,77} in the laser-absorption package. During irradiation of the first laser picket, the plastic is ablated and a shock is launched into the shell. Figure 143.4(b) shows the density and temperature profiles as functions of target radius at \( t = 0.5 \) ns, in which the FPEOS results (solid lines) are compared to the SESAME simulation (dashed lines). At this time, the shock has propagated into the DT layer and the plasma temperature in the CD shell is less than \( \sim 5 \) eV. The relaxation after the shock brings the CD density below the solid level (\( \rho_0 = 1.05 \) g/cm\(^3\)). This is the regime in which large differences (\( \pm 20\% \) or more) were found between FPEOS and SESAME. As a result, the hydro simulation with FPEOS predicts a lower temperature in the shell (consistent with the slower temperature seen in the shock Hugoniot). This leads to a smaller mass ablation rate of plastic in FPEOS versus SESAME, which is shown in Fig. 143.4(c). As the “rocket” effect indicates, less mass ablation rate in FPEOS can lead to a smaller ablation pressure and a slower implosion velocity. We found that at the end of the pulse (\( t = 2.5 \) ns), the FPEOS-predicted shell travels \( \sim 20 \) \( \mu \)m behind the SESAME simulation and the ablation pressure is reduced by \( \sim 10\% \), from 92 Mbar (SESAME) to 83 Mbar with FPEOS. Furthermore, the slower ablation can affect the laser light scattering in the coronal plasma. Figure 143.4(d) compares the two predictions with the scattered-light measurement. It shows that the FPEOS simulation gives better agreement with experiment.

Finally, we discuss the overall target performance between the FPEOS and SESAME simulations. Figure 143.5(a) plots the implosion velocities and neutron production rates as functions of time. Because of the smaller mass ablation rate of CH predicted by FPEOS [e.g., Fig. 143.4(c)], the implosion velocity is reduced by \( \sim 5\% \), varying from \( V_{\text{imp}} = \sim 3.7 \times 10^7 \) m/s (SESAME) to \( V_{\text{imp}} = \sim 3.5 \times 10^7 \) m/s (FPEOS). This causes a delay of \( \sim 50 \) ps in the neutron bang time (the time at which the neutron rate reaches peak) for the FPEOS simulation. From the scaling law of \( Y \propto V_{\text{imp}}^6 \) for the neutron yield,\textsuperscript{78–80} the \( \sim 5\% \) reduction in \( V_{\text{imp}} \) can have a significant consequence in neutron production. Figure 143.5(a) shows a lower peak neutron rate in the FPEOS case (blue solid line), which gives a total neutron yield of \( Y = 1.1 \times 10^{14} \), dropping from the SESAME-predicted value of \( Y = 1.5 \times 10^{14} \). At their peak neutron production, Fig. 143.5(b)
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Figure 143.4
The effect of CH-FPEOS on the cryogenic DT target implosion on OMEGA: (a) the triple-picket pulse shape and target dimensions; (b) the density and temperature profiles at $t = 0.5$ ns that are predicted by radiation–hydrodynamic simulations using either FPEOS (solid lines) or SESAME (dashed lines) for the plastic ablator; (c) the predicted mass ablation rates as a function of time; and (d) the comparison of scattered-light predictions with experimental measurement.

Figure 143.5
Comparisons of the implosion prediction between SESAME EOS (dashed lines) and FPEOS (solid lines) of CH: (a) the implosion velocity and neutron-production rate as functions of time and (b) the pressure and density as functions of target radius at peak neutron production.
shows the hot-spot pressure and shell-density degradation in the FPEOS simulation. The hot-spot peak pressure is reduced from \( P = 142 \text{ Gbar} \) (SESAME) to \( P = 118 \text{ Gbar} \) (FPEOS), and the DT shell is stagnated at a slightly larger radius and lower peak density for the FPEOS simulation. Also, the neutron-averaged hot-spot temperature decreases from \( T_1 = 3.6 \text{ keV} \) (SESAME) to \( T_1 = 3.4 \text{ keV} \) (FPEOS), although the change in neutron-averaged \( \langle \rho R \rangle \) is only moderate (<5%), \( \langle \rho R \rangle = 262 \text{ mg/cm}^2 \) (SESAME) versus \( \langle \rho R \rangle = 250 \text{ mg/cm}^2 \) (FPEOS).

In summary, we combined the two \textit{ab initio} methods of KSMD and OFMD to calculate the equation of state for the ICF ablator material of CH, in a wide range of plasma conditions. The Hugoniot’s pressure and temperature, predicted from the FPEOS table, are both in better agreement with experiments. Large differences in both pressure and energy have been observed in the low-temperature WDM regime when the FPEOS is compared with the widely used SESAME model. Hydro simulations of an ICF target implosion using the FPEOS of CH predict ~5%-lower implosion velocity, ~10% decrease in ablation pressure, and ~30% neutron yield reduction relative to the usual SESAME simulation. These are caused by the smaller mass ablation rate predicted by the CH FPEOS. The reduction of ablation velocity may have implications in nonuniformity growth at the ablation front, which will be examined in future multidimensional hydro simulations. Overall, the predicted scattered light with the FPEOS simulation is in better agreement with experimental measurements. Using our more-accurate FPEOS of ablators in hydrodynamic simulations will lead to improved ICF target design and better predictions of HED physics experiments.
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