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In Brief

This volume of the LLE Review, covering January-March 2014, features “Method to Measure Young’s 
Modulus and Damping of Fibers at Cryogenic Temperatures” by B. S. Rice, L. D. Lund, J. Ulreich, 
and M. J. Shoup III (LLE); and J. Quinzi (Clarkson University). This article (p. 103) reports on a novel 
experimental method that is used to measure key physical properties for fibers used to mount cryogenic 
implosion targets. Young’s modulus and the critical damping ratio of such fibers, at temperatures from 
295 K to 20 K, are needed to design stable targets that are required for high-yield implosions, but these 
property values do not exist in the literature. The method described makes it possible to accurately 
measure the properties of interest for fiber diameters as small as 12 nm at ~20 K; measurements are 
reported for fibers made of the following materials: Nicalon™ ceramic grade [silicon carbide (SiC)], 
Zylon®HM {poly[p-phenlyne-2,6-benzobisoxazole] (PBO)}, M5 {dimidazo-pyridinylene [dihydroxy] 
phenylene (PIPD)}, and polyimide. Significant changes are seen in Young’s modulus for the three poly-
meric fibers with respect to temperature, while Young’s modulus is relatively invariant to temperature 
for the ceramic fiber.

Additional highlights of research presented in this issue include the following:

• I. V. Igumenshchev, P. M. Nilson, and V. N. Goncharov (LLE); and A. B. Zylstra, C. K. Li, and R. D. 
Petrasso (Plasma Science and Fusion Center, MIT) employ radiography with +10- to 50-MeV protons 
to investigate electric and self-generated magnetic fields in direct-drive–implosion experiments at the 
Omega Laser Facility (p. 110). The experiments used plastic-shell targets with imposed surface defects 
(glue spots, wires, and mount stalks) that enhance self-generated fields. The fields were measured 
during the 1-ns laser drive and the proton radiographs show multiple ring-like structures produced 
by +107-V/cm electric fields as well as fine structures from surface defects, indicating self-generated 
fields up to +3 MG. These electric and magnetic fields show good agreement with two-dimensional 
magnetohydrodynamic simulations when the latter include the dTe # dne source, Nernst convection, 
and anisotropic resistivity. The simulations predict that self-generated fields affect heat fluxes in the 
conduction zone and, through this, affect the growth of local perturbations.

• M. C. Gregor, R. Boni, A. Sorce, C. A. McCoy, and T. R. Boehly (LLE); D. D. Meyerhofer (LLE 
and Departments of Mechanical Engineering and Physics and Astronomy, University of Rochester); 
M. Millot (University of California, Berkeley); and P. M. Celliers and J. H. Eggert (LLNL) describe 
an absolute calibration of the optical response of the streaked optical pyrometer on the OMEGA  
Laser System using a NIST-traceable tungsten-filament lamp (p. 122). High-energy-density-physics 
(HEDP) experiments often use optical pyrometry to measure the temperatures of compressed materials. 
Laser-driven HEDP experiments typically have time scales of tens of picoseconds, requiring the use 
of a streak camera, which complicates the already formidable task of absolute calibration. The article 
reports a simple closed-form equation for the brightness temperature as a function of streak-camera 
intensity derived from this calibration. Error estimates indicate that brightness temperature can be 
inferred to a precision of +7% for +5-eV shocks.
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• J. Zhang, J. F. Myatt, and A. V. Maximov (LLE and Department of Mechanical Engineering, University 
of Rochester); H. X. Vu (Electrical and Computer Engineering Department, University of California, 
San Diego); D. F. DuBois (LANL and Lodestar Research Corporation); D. A. Russell (Lodestar Re-
search Corporation); and R. W. Short (LLE) report on the determination of linear stability for multiple 
coherent laser beams with respect to the two-plasmon-decay instability in an inhomogeneous plasma in 
three dimensions (p. 129). Cooperation between beams leads to absolute instability of long-wavelength 
decays, while shorter-wavelength shared waves are shown to saturate convectively. Nonlinear calcula-
tions using a three-dimensional extended Zakharov model show that Langmuir turbulence created by 
the absolute instability modifies the convective saturation of the shorter-wavelength modes, which are 
seen to dominate at late times.

• S. Papernov, A. A. Kozlov, J. B. Oliver, T. J. Kessler, and A. Shvydky (LLE); and B. Marozas (Cornell 
University) study the modification of the near-UV absorption of HfO2 monolayer films subjected to 
irradiation by continuous-wave (cw) near-UV laser light (p. 135). Hafnium oxide is the most frequently 
used high-index material in multilayer thin-film coatings for high-power laser applications, and absorp-
tion in this high-index material is known to be responsible for nanosecond-pulse laser-damage initia-
tion in multilayers. Irradiation by 355-nm or 351-nm laser light, focused to produce power densities 
of +100 kW/cm2, is found to reduce absorption by up to 70% in the areas subjected to irradiation. 
Absorption maps generated by photothermal heterodyne imaging confirm the permanent character of 
the observed effect. Nanosecond-pulse, 351-nm and 600-fs, 1053-nm laser-damage tests performed 
on these cw laser-irradiated areas confirm a reduction of absorption by measuring up-to-25%-higher 
damage thresholds.

• S. X. Hu, and T. R. Boehly (LLE); and L. A. Collins (LANL) investigate the equation of state (EOS) 
and optical reflectivity of shock-compressed polystyrene (CH), a common ablator material for inertial 
confinement fusion targets, up to the unprecedented high pressure of 62 Mbar along the principal Hu-
goniot (p. 142). The results from a first-principles quantum molecular dynamics (QMD) method are 
compared with existing experimental measurements as well as the SESAME EOS model. The predicted 
pressure/temperature and optical reflectivity of shocked CH from QMD calculations agree well with 
experiments for pressures below 10 Mbar; while above 10 Mbar, the QMD-predicted polystyrene is 
stiffer than the SESAME model prediction. 

• J. B. Oliver, T. J. Kessler, B. Charles, and C. Smith (LLE) demonstrate the utility of a new collimated 
ion-beam–sputtering process to conformally deposit a multilayer reflector over the surface relief 
of a sinusoidal diffraction grating (p. 148). The deposition of a corrugated multilayer reflector on a 
sinusoidal diffraction-grating surface is attractive for high-laser-damage-threshold applications, with 
each layer acting as a diffractive element that contributes to the overall diffraction efficiency of the 
component. By depositing hafnia and silica dielectric layers to enhance the reflectance of a silver 
film on a 1740-lines/mm sinusoidal grating, a diffraction efficiency of 93% has been achieved for 
p-polarized light incident from the air surface. A 1-on-1 laser-damage threshold of 2.66!0.15 J/cm2 
has been attained at 1053-nm, 65° incidence with a 10-ps pulse.



Method to Measure Young’s Modulus and daMping of fibers at CrYogeniC teMperatures

LLE Review, Volume 138 103

Introduction
The direct-drive laser approach to inertial confinement fusion 
(ICF) at the Laboratory for Laser Energetics (LLE) involves 
the use of high-power laser beams to uniformly compress a 
target capsule filled with hydrogen isotopes in a spherically 
symmetric implosion. The use of cryogenic (cryo) targets, 
filled with fuel and cooled to form an ice layer at +20 K on 
the capsule’s inner surface, results in higher fuel densities and, 
therefore, higher yields.1

A typical production cryogenic target assembly is shown in 
Fig. 138.1. The target shell’s outer diameter is +875 nm and, 

Method to Measure Young’s Modulus and Damping of Fibers 
at Cryogenic Temperatures

depending on ice thickness, has a filled mass of +55 ng. The 
design of cryogenic targets must meet the stringent stability 
requirement of remaining within 10 nm of target chamber 
center (TCC) at the time of the shot. Target position is a 
superposition of static alignment and vibration caused by the 
retraction of the thermal shrouds that maintain the temperature 
of the target prior to a shot. When the target offset with respect 
to TCC is increased, a compression asymmetry is introduced, 
resulting in a reduction of observed neutron yield.2

Target mount assemblies must be designed with a fundamen-
tal mode of >300 Hz at +20 K so that the capsule is minimally 
excited by the impulse created by the aforementioned shroud 
retraction. Designing a target mount with a specific natural 
frequency and transmissibility requires accurate values for 
Young’s modulus and the critical damping ratio at cryogenic 
temperatures. Data for these material properties at cryogenic 
temperatures are not available in the literature for the materials 
of choice in target mount design. The materials of interest for 
this study are Nicalon™ ceramic grade [silicon carbide (SiC)] 
(Ref. 3), Zylon®HM {poly[p-phenlyne-2,6-benzobisoxazole] 
(PBO)} (Ref. 4), M5 {diimidazo-pyridinylene [dihydroxy] 
phenylene (PIPD)} (Ref. 5), and polyimide.6 Table 138.I lists 
the room-temperature values of Young’s modulus taken from 
the literature for these materials of interest.

The method used in this study involves exciting a target 
mounted on a fiber of each of these materials over a range of 
temperatures from +295 K to +20 K. An SiC test target assem-
bly is shown in Fig. 138.2. The experimental setup records 
the displacement of the target capsule’s centroid, caused by 
an impulse load, with respect to time. From this data, the 
modulus and damping ratio can be calculated over a range 
of temperatures. Similar methods have been used to measure 
Young’s modulus in other studies;7 however, these tests have 
not included fiber sample shapes or the materials of interest 
in this study.

Dynamic mechanical analysis (DMA) is another viable 
method used to find these parameters; however, the results G10052JR

20- to 30-nm-diam
Dymax 921-GEL
adhesive spot

1.5-mm-long,
17-nm-diam SiC

7.2-mm-long,
150-nm-diam
polyimide tube

24.3-mm-long
SST tube

Figure 138.1
A typical production cryogenic target mount assembly. 
SST: stainless steel; SiC: silicon carbide.
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are extremely sensitive to the setup and test procedures when 
measuring fibers <20 nm in diameter. In addition, it is not 
possible to reach temperatures below +100 K (Ref. 10) with 
the equipment currently available. The method used here dem-
onstrates that these properties can be accurately measured for 
fiber diameters as small as 12 nm at +20 K. Targets with an 
+5-nm-diam carbon support have been manufactured at LLE. 
An extension of this method to these fibers should not present 
any unique challenges.

Table 138.I:  Room-temperature material properties of test target mount materials from the literature.

Material Form
Density 
(kg/m3)

Young’s Modulus 
(GPa)

Outside Diameter 
(nm)

Inside Diameter 
(nm)

Active Length of 
Fiber/Tube (mm)

Nicalon™ (Ref. 3) fiber 2550 210 17 N/A 2.0

Zylon® HM (Ref. 4) fiber 1560 270 12 N/A 1.3

M5 (Ref. 5) fiber 1700 330 12 N/A 1.55

Polyimide (Ref. 6) fiber 1430 2.5 168 122 7.62

304 Stainless tube 8000 193 711 483 6.74

Dymax 921-GEL (Ref. 8) adhesive 1000 2.2 N/A N/A N/A

CD strong plasma plastic 
(Ref. 9)

hollow sphere 1000 2.4 875 827 N/A

Experimental Methods
The Montana Instruments Cryostation11 provides a select-

able isothermal environment, from +295 K down to +20 K, 
to conduct vibration tests on sample targets. The test setup is 
shown in Fig. 138.3. A target capsule without fuel is supported 
by a fiber of the material of interest and cooled in a helium envi-
ronment to the desired test temperature. Figure 138.4 shows a 
test target mounted to the internal cryostation support structure. 
The entire support structure and target are shrouded in helium 
to maintain an isothermal environment among the support 
structure, target temperature sensor, and target assembly. The 
Montana Instruments Cryostation is designed to minimize 
steady-state target vibrations caused by the presence of its cold-
head [<25-nm rms (root-mean-square) background vibration]. 
The test target is excited by an impulse from a modal hammer 
hit on the body of the cyrostation at a given temperature set 
point. The cryostation’s low background vibration contributes 
to a high signal-to-noise ratio of the target’s response to the 
applied impulse.

Two high-speed cameras with perpendicular viewing 
angles capture video of target vibrations at a sampling rate of 
2000 frames per second. Post-processing software is used to 
record the displacement of the centroid of the target capsule 
in each frame, resulting in a displacement (along the x and 
y axes) versus time data set. Test targets were designed to 
have a fundamental frequency, at room temperature, of +3# 
lower than the Nyquist frequency of the measurement system. 
The modulus of the fiber is calculated from the fundamental 
frequency of the target assembly, and damping is calculated 
from the logarithmic decay of the waveform in the time domain.

Modal hammer hits are aligned with the y axis, and target 
vibration data are recorded along the x and y axes by using both 
cameras. A typical vibration response to an impulse aligned 

9.0-mm-long
SST tube

2.0-mm-long,
17-nm-diam SiC

20- to 30-nm-diam
Dymax 921-GEL
adhesive spot

G10053JR

Figure 138.2
A SiC test target assembly used to measure Young’s modulus and damping ratio.
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lower than the y-axis amplitude since the impulse is directed 
along the y axis. The x- and y-axes’ fundamental modes are 
283 Hz and 292 Hz, respectively. The difference is likely due 
to the fact that the fiber cross section is not perfectly circular. 
A subsequent impulse aligned with the x axis confirmed that 
the x-axis fundamental mode is 283 Hz.

Theory
The following equations describe the main theoretical 

concept of this experimental method: that the fundamental 
frequency of the test targets can be used to estimate Young’s 
modulus. The natural frequency ( fn) of a cantilevered beam 
supporting a point mass at its end is proportional to the square 
root of its modulus (E):12
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length of the cantilever beam, M is the point mass supported 
by the free end of the beam, and Mb is the fiber mass.
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Using Eq. (2), the modulus can be estimated based on the 
measured fundamental mode of a cantilever beam structure. 
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Figure 138.3
Test setup used in this study.

G10055JR

Temperature
sensor

Cryostation
support structure

Test target
assembly

Figure 138.4
Image of a test target mounted to the internal cryostation support structure.

with the y axis is shown in Fig. 138.5 for a SiC fiber test target 
at 20 K. Damping is measured by the rate of vibration decay 
in the time domain [Fig. 138.5(a)]. The modulus of the fiber is 
calculated based on the fundamental vibration mode along the 
y axis [Fig. 138.5(b)]. The x-axis vibration amplitude is much 
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As a result of the nature of accounting for only one degree of 
freedom, this equation does not account for the moment caused 
by the offset of the point mass at the end of the fiber and the 
stiffness of the capsule, glue joint, and stainless-steel support 
tube. Finite element (FE) models are used to account for the 
additional flexibilities of the studied test target assemblies.

An ANSYS™ one-dimensional (1-D) FE model (beam ele-
ments) was used to compute the fundamental mode of each test 
setup. The target shell was treated as rigid, and its mass and 
rotational inertia were included using a point mass element. 
A rigid link, from the end of the fiber to the target’s centroid, 
accounts for the offset of the target’s center of gravity. Results 
from these models show that because of its large cross section 
relative to the test fiber, the stainless-steel tube’s effect on the 
resulting fundamental frequency is negligible (+0-Hz change) 
and can be treated as rigid.

An ANSYS™ three-dimensional (3-D) FE model (solid ele-
ments) was then created to investigate how the stiffness of the 
glue joint that connects the target capsule to the fiber and the 
stiffness of the capsule affect the fundamental frequency of 
the test target assembly. Figure 138.6 shows the model’s mesh, 
including a detailed view of the glue spot. This model shows 
that increasing the room-temperature value of Young’s modulus 
of the glue and target capsule by a factor of 10—much greater 

than it would experience if cooled down to +20 K—does not 
significantly change the fundamental frequency (<3-Hz change) 
of the system (see columns 3 and 4 of Table 138.II).
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Figure 138.5
Typical target vibration response data collected in this study for a Niclon™ fiber test. In this case (a) shows target vibration with respect to time and (b) shows 
the fast Fourier transform (FFT) of target vibration.
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Figure 138.6
Three-dimensional finite element (FE) model mesh with details of the glue spot.
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Table 138.II:  Comparison of finite element (FE) results and test data.

First Natural Frequency Young’s Modulus
Fiber Dimensional Change 
to Match Literature Values

1 2 3 4 5 6 7 8 9

Fiber material

1-D 
model 
(Hz)

3-D 
model 
(Hz)

3-D model 
10# stiffer 

(Hz)

Test at 
295 K 
(Hz)

Predicted E at 
295 K for the 
3-D FE model 

(GPa)

Literature 
E at 295 K 

(GPa)

Delta diameter to 
match literature 

(nm)

Delta length to 
match literature 

(nm)

Nicalon™ 287 280 282 288 222 210 0.2 -40

Zylon® HM 271 261 264 241 230 270 -0.4 90

M5 244 233 236 206 258 330 -0.7 150

Polyimide 363 361* 361* 370 2.6 2.5 2.0 -80
*Glue was not included in this model.

Based on the FE models, the stiffness of the stainless-steel 
tube, glue spot, and target capsule has a minimal effect on 
the test target’s fundamental frequency. Therefore, it can be 
stated that any change in the test target’s fundamental mode 
as a function of temperature is a result of a change in only the 
test fiber’s modulus.

Columns 3 and 5 of Table 138.II compare 3-D FE model 
estimates of the test targets’ fundamental frequency at room 
temperature [using modulus values (column 7) from the lit-
erature] with test results at room temperature. Column 6 of 
Table 138.II lists the values of Young’s modulus of the test 
fiber that are required for the 3-D FE model to match test 
results. Note that the predicted value of the modulus can vary 
significantly from what is published in literature, especially 
for Zylon®HM (230 versus 270 GPa) and M5 (258 versus 
330 GPa). Columns 8 and 9 provide insight into two possible 
causes. Fiber diameters used in this study are estimated from 
microscope images with a 200# magnification. Table 138.I 
lists the diameters of tested fibers; both Zylon®HM and  
M5 have a nominal diameter of +12 nm. Column 8 of 
Table 138.II lists the change in fiber diameter required for the 
3-D FE model to match the fundamental frequency test results. 
The inferred diameter differences are less than can be resolved 
by the fiber-diameter measurement technique used here. In 
addition, if the fiber diameter is left at its nominal value, col-
umn 9 lists the change in fiber length required for the 3-D FE 
model to match the fundamental frequency test results. The 
sensitivity of the fundamental mode to uncertainties in fiber 
diameter or length indicates that it is not possible to obtain 
accurate absolute measurements of Young’s modulus with this 
experimental technique.

However, if an accurate measurement of a test fiber’s 
Young’s modulus is available at one test temperature (room 
temperature in this article) and fundamental frequencies have 
been measured at multiple temperatures, additional values of 
the modulus at the measured temperatures can be calculated. 
Equation (2) shows that for a cantilever beam of constant 
cross section and modulus, the modulus is proportional to 
the fundamental frequency squared. Assuming the test fiber’s 
modulus and its test target’s fundamental frequency are known 
at room temperature, the modulus at a different temperature is 
computed as follows:

 ,E E
f

f
2

T RT

n
RT
n
T

= f p  (3)

where ET is the estimated Young’s modulus, ERT is the measured 
Young’s modulus at room temperature (RT), f n

T is the measured 
fundamental frequency at temperature of interest, and f n

RT is the 
measured fundamental frequency at room temperature.

Calculations
As stated in Experimental Methods (p. 104), data from 

the high-speed camera are post-processed, yielding a vibration 
waveform of the target capsule’s centroid displacement. A fast 
Fourier transform (FFT) of this waveform gives the funda-
mental mode of the test fiber. Equation (3) is used to compute 
Young’s modulus as a function of temperature. The logarithmic 
decrement (rate of decay of free vibration) is used to measure 
the critical damping ratio of the test fiber:13
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` j
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where x1 and x2 are the magnitudes of two peaks in the time 
domain and N is the number of cycles between these peaks.

Results
Figure 138.7(a) shows the minimum, equilibrium, and maxi-

mum displacements of an actual M5 target assembly vibrating 
at 20 K. The top of the stainless-steel tube in the images is a 
fixed reference point (i.e., it does not move). Figure 138.7(b) 
shows the corresponding images of a FE representation of an 
M5 target assembly vibrating at 20 K. The top of the stainless-
steel tube is fixed to ground in all six degrees of freedom. The 
mode shape, as one would expect, is the first bending mode of 
a cantilever beam. 

All four test assemblies were tested at multiple temperatures. 
At each temperature of interest, the target assembly was excited 
by a modal hammer hit on the exterior of the cryostat and the 
resulting target vibrations were recorded. Three measurements 
at each temperature were recorded. Using Eq. (3) and published 
values of Young’s modulus at room temperature, the modulus 
at the test temperature was determined. Table 138.III lists  
the average (of the three measurements taken) fiber modulus 
at each temperature tested. Using Eq. (4), the critical damp-
ing ratio was calculated for each test point. The averages of  
the three measurements at each temperature are listed in 
Table 138.IV. Figures 138.8 and 138.9 show plots of the modu-
lus and critical damping ratio, respectively, versus temperature. 

G10058JR

Fixed
constraint

(a)

(b)

Top of
“rigid”

 stainless-
steel tube

Figure 138.7
Comparison of (a) test image and (b) FE model mode shapes for the M5 target 
test assembly at 20 K.

Table 138.III: Experimental values of Young’s modulus for each fiber material in GPa measured 
at various temperatures.

20 K 50 K 100 K 150 K 200 K 250 K 295 K*

Nicalon™ 217 217 216 216 214 212 210

Zylon® HM 346 331 323 314 303 297 270

M5 390 387 381 373 359 346 330

Polyimide 4.1 3.9 3.7 3.5 3.1 2.8 2.5
*The modulus at 295 K taken from literature.3–6

In both figures, the markers represent the average value and 
the error bars represent the range of measurements. (Note that 
the modulus of polyimide is given by the right ordinate axis 
in Fig. 138.8.) 

Table 138.IV: Experimental values of the critical damping ratio for each fiber material in GPa measured at various temperatures.

20 K 50 K 100 K 150 K 200 K 250 K 295 K

Nicalon™ 0.00031 0.00046 0.00070 0.00089 0.00113 0.00143 0.00207

Zylon®HM 0.00072 0.00107 0.00197 0.00263 0.00430 0.00630 0.01013

M5 0.00068 0.00099 0.00160 0.00253 0.00313 0.00390 0.00583

Polyimide 0.00096 0.00187 0.00280 0.00370 0.00783 0.00993 0.00730
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Figure 138.9
Critical damping ratio of test fibers as a function of temperature.
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Figure 138.8
Young’s modulus of test fibers as a function of temperature (note the modulus 
of polyimide is given by the right ordinate axis). 

Conclusions
The experimental method used in this article allows one to 

accurately measure Young’s modulus and the critical damping 
ratio for fiber diameters as small as 12 nm at +20 K. Significant 
changes are seen in Young’s modulus—stiffer at lower tempera-
tures—for the three polymeric fibers with respect to temperature, 
while Young’s modulus is relatively invariant to temperature for 
the ceramic fiber. Significant changes in the critical damping 
ratio—less damping at lower temperatures—are seen for all 
four fibers with respect to temperature. Below 50 K, all four 
fibers have a critical damping ratio of less than 0.002. This 
low-damping level makes it extremely difficult to design low-
vibration cryogenic targets because of their high transmissibility.
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Introduction
Self-generated magnetic fields in laser-produced plasma are 
developed by the rate uB/ut + dTe # dne (Ref. 1), where B is the 
magnetic induction and ne and Te denote the electron number 
density and temperature, respectively. Such fields were first 
observed in experiments using high-power laser beams focused 
into a gas2 and onto a solid target.3-5 In perfectly spherical 
direct-drive implosions,6 dTe # dne = 0; therefore, they can-
not develop self-generated fields. Fields are expected in real 
implosions where various perturbations are present, resulting 
in noncollinear dTe and dne. Such perturbations may be seeded 
by nonuniform laser irradiation (e.g., laser imprint), target 
defects (e.g., surface roughness and surface contaminations), 
target mounts, and other sources. The strong dependency on 
temperature makes the field-generation process most efficient 
in the hottest regions of implosion targets, such as the ablated 
corona during the laser drive and the target center at the 
moment of maximum compression. Self-generated magnetic 
fields cannot approach high, dynamically important values in 
laser-produced plasma because of the relatively low efficiency 
source (the energy density of the fields can be only a fraction 
of the thermal energy density) and typically significant resistive 
dissipations. Estimates show that the maximum energy density 
of the fields does not exceed a few percent of the plasma’s 
thermal energy density (i.e., plasma b L 100). Nevertheless, 
self-generated magnetic fields can alter implosions by suppress-
ing and redirecting heat fluxes.7

Heat transport provided by electrons8 is an important 
mechanism in direct-drive implosions that delivers the laser 
energy deposited near the critical radius Rcr, in which ne = ncr, 
to the ablation front through a conduction zone.6 Here ncr is 
the critical density when the laser frequency equals the plasma 
frequency. Self-generated magnetic fields in the conduction 
zone can affect heat fluxes and, therefore, affect target drive, 
symmetry, and implosion performance. Magnetic fields can 
considerably change the transport coefficients, such as the elec-
tron and thermal conductivity, when the Hall parameter ~exe L 
0.3 (Ref. 9), where ~e = eB/mec; c is the speed of light, me and 

e are the electron mass and charge, respectively, and xe is the 
electron-ion collision time. Simulations predict that magnetic 
fields in direct-drive-implosion experiments on the OMEGA 
laser10 can grow up to several MG and the Hall parameter can 
approach +0.3 near the ablation surface. This makes the field 
effects important in the conditions relevant to inertial confine-
ment fusion (ICF) and requires experimental validation.

Magnetic fields in laser-produced plasma have been mea-
sured using coils,2 Faraday rotation of optical probe beams,5 
polarimetry measurements of self-generated laser harmon-
ics,11 and proton radiography.12,13 The latter method infers 
electromagnetic fields by measuring deflection and energy 
loss of protons while traversing the plasma. Two techniques 
are typically employed to generate probe protons. In the first 
technique, a glass microballoon with D3He fuel is imploded to 
produce 14.7- and 3-MeV fusion monoenergetic protons.13 In 
the second technique, broad energy spectrum protons with an 
energy from zero up to several tens of MeV are generated via 
the target’s normal sheath acceleration (TNSA) mechanism, 
where strong sheath electric fields are produced using a high-
intensity (+1019 W/cm2) laser interaction with a solid target.14 
Divergent proton flows generated by the TNSA technique have 
a small virtual source size (about several microns) and good 
laminarity, providing better spatial and temporal resolutions 
than those provided by the fusion-based technique.15

Protons in the range of +10 to 60 MeV are suitable for prob-
ing +MG magnetic fields and electric fields of +107 V/cm in 
experiments with laser-produced plasmas.16-18 Experiments on 
OMEGA using the fusion-based proton backlighter and plastic 
planar foils driven at an intensity of 1014 to 1015 W/cm2 indicate 
the development of millimeter-scale magnetic loops19 local-
ized at the edge of the laser spot, which have been predicted 
theoretically.20 Rayleigh-Taylor-induced magnetic fields up to 
about 1 MG have been measured in accelerated foils during the 
linear growth for 120-nm-wavelength perturbations.21 Planar-
foil experiments on OMEGA using TNSA proton backlighters 
demonstrated about 10-nm resolution of electromagnetic field 
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structures. This resolution allows one to investigate small-scale 
magnetic fields associated with Rayleigh-Taylor spikes and 
bubbles in laser-accelerated foils.22,23

The first application of proton radiography to direct-drive 
implosions was demonstrated on the six-beam Vulcan laser.24 
Direct-drive-implosion experiments on OMEGA using 
fusion-based proton backlighters found a complex evolution 
of electromagnetic structures.25 Imploding capsules develop 
radial electric fields of +107 V/cm, reversing directions during 
the implosion following the evolution of the electron pressure 
gradient.26 More-recent OMEGA direct-drive–implosion 
experiments employing TNSA proton backlighters found that 
proton images at late implosion times (after the end of the laser 
pulse) are dominated by random filamentary structures formed 
by small-scale electromagnetic fields in the outer corona.15 
These fields screen the regular fields near the target surface 
and limit the applicability of the TNSA proton radiography.

This work focuses on measurements and simulations of 
electromagnetic fields in direct-drive OMEGA implosions 
during an early implosion time, when the screening effect of 
the fields in the corona is small. Various surface defects (wires, 
glue spots, and mount stalks) were imposed to enhance self-
generated magnetic fields, which were measured by the TNSA 
proton backlighter technique. Measured proton radiographs 
were compared with synthetic radiographs produced using the 
two-dimensional (2-D) magnetohydrodynamic (MHD) ICF 
code DRACO27 and a proton ray-trace code. The MHD model 
in DRACO is based on the Braginskii model1 and includes the 
field source, Nernst convection,28,29 anisotropic resistivity, and 
field-modified heat fluxes.

This article describes the experimental setup and measure-
ments; compares the measurements with DRACO simulations; 
and concludes with a discussion of the results of the experiment 
and simulations. Details of the MHD model in DRACO are 
presented in the Appendix.

Experiments
Figure 138.10 shows a schematic of the direct-drive-

implosion experiment employing the TNSA proton radiogra-
phy. A 860-nm-diam plastic-shell target was imploded using 
60 OMEGA laser beams with a 1-ns square pulse delivering 
about 28 kJ on target. This corresponds to an on-target intensity 
of I . 1.2 # 1015 W/cm2. Standard OMEGA SG4 distributed 
phase plates,30 polarization smoothing,31 and smoothing by 
spectral dispersion32 were employed to uniformly illuminate 
the target. The implosion was backlit at a specified time with a 
proton beam, which was generated by the interaction of a 10-ps, 
high-intensity (I + 2 # 1019 W/cm2) OMEGA EP33 beam with a 
10-nm-thick Au foil. The protons had an energy range of 0 to 
+60 MeV with an almost exponential distribution. They formed 
images on radiochromic films, which were arranged in packs 
that consisted of interleaved filters (Al or Ta) and films. Each 
film was sensitive to protons from a specific energy interval. 
More details of the employed radiography technique can be 
found in Ref. 15.

Four 27-nm-thick plastic-shell (CH) targets having different 
imposed surface defects were imploded. These targets were 
supported by mount stalks, each of which was an +80-nm-
diam carbon-silicon fiber glued normally to the target surface 
(see Fig. 138.11). The glue at the stalk and target joint formed a 
120- to 160-nm-diam circular spot on the target surface. These 
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Figure 138.10
Schematic of the experiment. A plastic-shell target was 
imploded using 60 OMEGA laser beams and backlit by 
protons having an energy range of 0 to +60 MeV. The pro-
tons were generated using a high-intensity OMEGA EP 
laser beam. Images from different energy protons were 
obtained using a radiochromic film pack.
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glue spots and stalks introduced perturbations that were the 
source of electromagnetic fields. A piece of 20-nm-diam Cu 
wire was glued to the surface of three of the targets. Each wire 
encircled the target, covering half of the equator. These wires 
were located on the targets’ hemispheres, which faced either the 
proton backlighter (source) or film pack (detector). One target 
had a 50-nm-diam glue spot located on the hemisphere, fac-
ing the detector. Figures 138.11(a) and 138.11(b) show pre-shot 
images of the targets with the wire and glue spot, respectively. 
The stalk mount forms a 42° angle with the imaging axis.

Figure 138.12 shows proton radiographs of the implosion 
targets from film #9 of the packs. These films are primarily 
sensitive to 36.8-MeV protons.15 The target center is pro-
jected in the center of the radiographs. The evolution times 
in Figs. 138.12(a)–138.12(d) are t = 300, 525, 770, and 770 ps, 
respectively, where t = 0 corresponds to the beginning of the 
laser pulse. This timing was estimated by accounting for the 
proton time-of-flight delays and has an uncertainty of Dt . 5 ps. 

The targets with the wire on the side facing the detector are 
shown in Figs. 138.12(a) and 138.12(c), and the target with the 
wire facing the source is shown in Fig. 138.12(d). The target 
with the glue spot located on the side facing the detector is 
shown in Fig. 138.12(b).

The radiographs in Fig. 138.12 reveal multiple ring struc-
tures around the targets. Similar structures were reported in 
previous studies using the fusion-based backlighters.25 The 
outer dark ring A appears only in Fig. 138.12(a) at the early 
implosion time t = 300 ps, while the white rings B are observed 
in the early and late time radiographs in Fig. 138.12. The radius 
of ring B is reduced with time, apparently following the reduc-
tion of the radius of the implosion targets. Simulations suggest 
(see Simulation Results, p. 114) that electric fields cause the 
observed ring structures to form. In particular, ring A is formed 
because of the fields localized at the front of the expanding 
corona. This front quickly moves, leaving the field of view of 
the proton diagnostics; therefore, the ring is not observed at the 
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Figure 138.12
Radiographs of implosion targets from film #9 (primarily sensitive to 37-MeV 
protons). Darker regions correspond to higher fluence. (a) Target with a Cu 
wire on the side facing the proton detector at t = 300 ps (shot 63035). (b) Target 
with a glue spot on the side facing the proton detector at t = 525 ps (shot 63043). 
[(c) and (d)] Targets with Cu wires on the sides facing the proton detector 
and source, respectively, at t = 770 ps (shots 63037 and 63039, respectively).
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Figure 138.11
Pre-shot images of implosion targets. (a) An 860-nm-diam plastic-shell 
target on a stalk mount. The stalk axis forms a 42° angle with the imaging 
axis. A piece of Cu wire, 20 nm in diameter and half the target diameter in 
length, was glued to the target surface. The dark image on the left is a proton 
backlighter assembly. (b) Target with a 50-nm-diam glue spot viewed from 
the proton-detector side.
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later times. Rings B are associated with the critical radius Rcr, 
where ne and Te experience significant variations, resulting in 
large electric fields.

The radiographs in Fig. 138.12 also reveal quasi-spherically 
distributed ripple structures E observed outside of rings B. 
These structures consist of many dark and light filaments 
elongated in the azimuthal direction. The ripple structure in 
Fig. 138.12(a) is located inside ring A and occupies a relatively 
narrow radial range. At a later time, in Fig. 138.12(b), this 
structure increases the radial range and develops a sharp outer 
edge at +800 nm from target center. At an even later time, in 
Figs. 138.12(c) and 138.12(d), the structure E is still seen to 
occupy about the same radial range as in Fig. 138.12(b) but is 
missing the sharp outer edge.

The white rings B in the radiographs from the same film 
pack show different diameters, depending on the proton energy. 
Figure 138.13 illustrates this effect by comparing films #9 and 
#6 (sensitive to 36.8- and 15.3-MeV protons, respectively) from 
shot 63035. The diameter of the white ring is reduced by about 
15% in film #6 with respect to that in film #9. This reduction 
is too significant to be explained by the variation of the image 
magnification factor because of the finite thickness of the film 
pack (this explains the less-than-1% difference) and by the dif-
ference of the evolution time between the films because of the 
proton time-of-flight difference. A plausible explanation of this 
effect is a negative charging of the target. The lower-energy 
protons are more susceptible to deflection by the force from the 

charge and form a smaller ring, while the higher-energy protons 
are less susceptible and form a larger ring. The measured ring 
diameters can be explained if the target charge Q . -7 # 1010 e, 
corresponding to an electric field .6 # 106 V/cm at the critical 
radius. A possible mechanism of this charging is presented in 
Discussion and Conclusions, p. 118.

Features from the stalk mount and related perturbations 
in the target corona can be seen in the lower part of the 
radiographs in Fig. 138.12. The vertical features denoted by 
C are projections of the stalk and do not significantly vary in 
time. The upper end of the stalk image in Figs. 138.12(a) and 
138.12(b) is located inside the white ring B associated with the 
critical surface. This is because of the stalk inclination with 
respect to the imaging axis (see Fig. 138.11), so that the stalk 
end is projected inside the target radius. Electromagnetic fields 
developed at material interfaces resulting from the interactions 
of plasmas ablated from the stalk, glue, and target produce 
variously shaped structures denoted by D. These structures 
evolve taking bow- and cylinder-like shapes at an earlier time 
[see Figs. 138.12(a) and 138.12(b)] and cone-like shapes at a 
later time [see Figs. 138.12(c) and 138.12(d)].

The feature F in Figs. 138.12(a), 138.12(c), and 138.12(d) is 
an image of the Cu wires and consists of light and dark horizon-
tal lines crossing the target images in the midplane. These lines 
are formed because of focusing or defocusing protons by elec-
tromagnetic fields near the wires. The lines in Figs. 138.12(a) 
and 138.12(c) are produced by the wires located on the target 
side facing the proton detector. These lines demonstrate a 
complicated internal structure, showing tiny dark lines located 
inside wide light lines. The latter light lines end between the 
two other dark lines. The observed line structures suggest [and 
simulations confirm (see Simulation Results, p. 114)] that the 
fields deflect at least a fraction of backlighting protons toward 
the wire (focusing the beams) and form the interleaved dark 
and light lines on the detector plane. The width of the line 
structures increases from Fig. 138.12(a) to 138.12(c), indicat-
ing that the fields become stronger or occupy a larger area at 
a later time. Figure 138.12(d) shows a line structure produced 
by the wire located on the target side facing the proton source. 
An apparent dark horizontal line is located a little above the 
target image’s midplane and a less-apparent line just below 
that plane. The image of the latter line is probably obscured by 
electromagnetic fields developed in the corona and observed 
as “cloudy” structures in the central part of Fig. 138.12(d). 
Simulations suggest (see Simulation Results, p. 114) that the 
line structure in Fig. 138.12(d) is formed by protons deflected 
from the wire (defocused beams).

(a)
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Figure 138.13
Comparison of radiographs from films (a) #9 and (b) #6 for shot 63035. These 
films are primarily sensitive to 36.8- and 15.3-MeV protons, respectively. The 
vertical white dashed lines [in (a) and (b)] mark the diameter of the white 
ring in (a). The diameter of the similar ring in (b) is reduced by about 15%, 
indicating negative charging of the target. The dashed black circle in (a) shows 
the projection of the initial target surface (within .5% accuracy).
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Figures 138.12(c) and 138.12(d) allow one to study almost 
identical plasma and field structures from the wires by prob-
ing them with protons from opposite directions. Changing the 
direction changes the sign of the Lorentz force acting on the 
protons, whereas the electric force is not changed. Therefore, 
the differences observed in Figs. 138.12(c) and 138.12(d) can 
be attributed to only the effects of magnetic fields.

Figure 138.12(b) shows the target with the glue spot on the 
side facing the detector at t = 525 ps. This spot produces the 
light spot G in the center of the radiograph. The diameter of 
spot G is about a factor of 2 larger than the projected diameter 
of the glue spot of an undriven target, indicating the effects 
of electromagnetic fields. The geometry of deflected proton 
beams (convergent or divergent) and, accordingly, the sign of 
the corresponding self-generated magnetic fields around the 
spot are difficult to determine using only this measurement. 
Both the convergent and divergent beams can form light spots 
on radiographs if deflection angles are large enough. Numerical 
simulations suggest (see the next section) that the light spot is 
produced by divergent (defocused) proton beams.

Simulation Results
The experiments were simulated using the 2-D hydrody-

namic code DRACO.27 DRACO solves the induction equation 
in the form based on the Braginskii MHD model.1

The code includes the effects of magnetic fields on the heat 
transport: the modified Spitzer flux, cross-gradient heat flux, 
and heat flux caused by electron currents.1 The induction equa-
tion and field-modified heat flux are described in the Appendix 
(p. 119). The simulations assume the axial symmetry and start 
from a zero-field condition. Self-generated fields, therefore, 
develop only the azimuthal component B = (0,0,Bz).

Measured proton radiographs were compared with synthetic 
radiographs that were calculated using a proton ray-trace code. 
The code employs the equation of motion for protons, which 
includes the effect of magnetic and electric fields,

 ,M
t c

e
n PV V B R1

d
d

p
e

e T- -# d= _ i  (1)

where Mp and V are the proton mass and velocity, respectively, 
Pe is the electron pressure, and RT is the thermoelectric force 
(see Appendix, p. 119). The first and second terms on the 
right-hand side of Eq. (1) represent the Lorentz and electric 
forces, respectively. The calculations assume the same proton 
backlighting geometry as in the experiment (Fig. 138.10). 
The proton source is approximated by a monoenergetic point 

source. Images are constructed by collecting all protons cross-
ing the detector plane. The change in proton energy caused 
by interactions with electric fields is small and neglected. 
The effects of the scattering and stopping of protons caused 
by elastic and nonelastic collisions with background ions are 
small and also neglected.22

Figure 138.14 shows simulation results of the target with 
a stalk at t = 770 ps. This time corresponds to that in 
Figs. 138.12(c) and 138.12(d). The density distribution in 
Fig. 138.14(a) shows that the stalk and target shell are com-
pressed by shocks. The shock in the shell has already expe-
rienced a breakout, and the shell has moved about 40 nm 
inward from the initial position. The flows ablated from the 
stalk and glue interact with the spherical outflow from the 

Figure 138.14
Snapshots from axisymmetric DRACO simulations of the target with a stalk 
at t = 770 ps. (a) Density distribution. The region around the target and stalk 
joint is shown. The target center is at (0,0). (b) Distribution of the magnetic 
induction Bz. The negative sign of Bz corresponds to magnetic fields directed 
toward the reader and the positive sign away from the reader. The black 
contours represent a density of 1.2 g/cm3.
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target, forming cone-like interfaces between the materials. 
This produces nonuniform electron density and temperature 
distributions, which result in the self-generated magnetic 
fields shown in Fig. 138.14(b). These fields grow to +3 MG and 
are mainly generated near the ablation and critical surfaces, 
where the source term (+dTe # dne) takes the maximum value. 
The fields are concentrated near the ablation surfaces and not 
convected outward by the ablation flows as one can expect in 
the case of the ideal MHD. This concentration and the absence 
of the flow convection are caused by the Nernst convection, 
which compresses the fields toward the ablation surfaces 
and significantly overcomes the flow convection. The fields 
around the stalk produce cross-gradient heat fluxes, which 
are directed outward and convect (by the Nernst convection) 
several magnetic fields. This explains the concentration of 
fields around the stalk at Z K -600 nm in Fig. 138.14(b). Other 
magnetic fields that are localized at the material interfaces 
in the corona form cone-like structures. The field structure 
around the target with the stalk is schematically illustrated 
in Fig. 138.15.

Figures 138.16(a)–138.16(c) show synthetic radiographs 
of the implosion target with the stalk at t = 300, 525, and 

770 ps, respectively. The center of the target is projected in the 
center of the radiographs, and the stalk is inclined at the same 
42° angle with respect to the imaging axis as in the experiment. 
Features C and D from the stalk are observed in the lower part 
of the radiographs. These features closely resemble the similar 
features of C and D in the measured radiographs in Fig. 138.12. 
An analysis of the simulations shows that the vertical fea-
ture C is formed because of protons deflected by the fields at 
the ablation surface around the stalk (the trajectories “a” in 
Fig. 138.15). The fields at the material interfaces in the corona 
produce the feature D. The change of the measured shapes of 
these features in time [compare Figs. 138.12(a)–138.12(c) and 
Figs. 138.16(a)–138.16(c), respectively] is well produced in 
the simulations.

In Fig. 138.16, features C and D result from protons deflected 
by magnetic fields while the effects of electric fields are not 
significant. As an example, the radiograph in Fig. 138.16(d) was 
calculated without the Lorentz force term in Eq. (1) and does 
not show these features. Instead, this radiograph reveals the 
feature H, which is not clearly seen in Fig. 138.16(c) and was 
developed as a result of electric fields at the standing shock in 
the plasma ablated from the stalk.

Figure 138.15
Schematic view of self-generated magnetic fields (in red) near the target 
and stalk joint and around the stalk. Backlighting protons (black lines) are 
deflected by the fields, causing trajectories “a” to diverge and “b” to con-
verge. The fields around the stalk produce a cross-gradient heat flux, which 
is directed away from the target.
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Figure 138.16
Synthetic proton radiographs of the target with a stalk at (a) t = 300 ps, 
(b) 525 ps, and [(c) and (d)] 770 ps. Radiographs (a)-(c) were simulated using 
both the electric and magnetic terms in Eq. (1); radiograph (d) was simulated 
using only the electric term.
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The radiographs in Fig. 138.16 reveal rings A and B, which 
are similar to those in the measured radiographs in Fig. 138.12. 
The simulations suggest that ring A develops because of protons 
deflected by electric fields at the front of the expanding plasma 
corona and rings B develop because of protons deflected at the 
critical surface. Magnetic fields are insignificant here because 
the corona front and critical surface are almost spherically 
symmetric, resulting in a small magnetic source.

Figure 138.17(a) shows the radial distribution of the electric 
force acting on protons in the radial direction from the DRACO 
model shown in Fig. 138.14, but at t = 300 ps; Fig. 138.17(b) 
shows the corresponding distributions of Pe, Te, and .n ne cr
The plotted distributions are for the upper (not perturbed by 
the stalk) hemisphere. The vertical dashed lines 1, 2, and 3 
show the location of the ablation, critical, and corona fronts, 
respectively. The electric force has a negative sign between 
lines 1 and 2 and a positive sign between lines 2 and 3. As a 
result, protons flying at the radius range between lines 1 and 2 
are deflected toward the target center, whereas protons flying 
at the range between lines 2 and 3 are deflected outward. This 
causes the white ring B in Fig. 138.16(a) to appear at the criti-
cal surface along with two dark rings: one just inside the white 
ring in the place of the ablation surface and another, ring A, 
in the corona front. It should be noted that the MHD model in 
DRACO is inaccurate when the free path of charged particles is 
larger than the characteristic scale lengths, which follow from 
the model. This could happen in the corona and, in particular, at 
the corona’s front. Nevertheless, DRACO simulations reproduce 
well the measurements of ring A (Fig. 138.12).

The density [Figs. 138.18(a) and 138.18(c)] and magnetic 
induction [Figs. 138.18(b) and 138.18(d)] are shown at two 

consecutive times, t = 300 and 770 ps, from simulations of the 
target with the Cu wire. The 20-nm-diam wire is located near 
the equatorial plane. At t = 300 ps, the wire has been com-
pressed by the shock, and perturbations have been introduced 
at the target ablation surface and in the corona [Fig. 138.18(a)]. 
Self-generated magnetic fields [Fig. 138.18(b)] are localized 
around the wire and end somewhere between the ablation and 
critical surfaces because of the Nernst convection. These fields 
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Radial profiles of selected quantities from the implosion simulation at 
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.e P nE Re T e- -d= _ i  The vertical dashed lines 1, 2, and 3 indicate the 
locations of the ablation, critical density, and outer plasma fronts, respectively. 
(b) Electron pressure (black), number density (blue), and temperature (red).

Figure 138.18
Snapshots from axisymmetric DRACO simulations of the target with a Cu wire. [(a) and (c)] Distributions of the density at t = 300 and 770 ps, respectively. 
The wire is located near the equatorial plane. Laser light comes from the right. [(b) and (d)] Distributions of Bz at the same moments as in (a) and (c). The black 
contours represent a density of 1.2 g/cm3, and the white contours show the interface between the Cu and CH plasmas in the corona.
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grow to +2 MG and change their sign several times in the polar 
direction. Magnetic fields of small value also develop at the 
Cu and CH material interface in the corona [the interface is 
shown by the white line in Fig. 138.18(b)]. At the later time, 
t = 770 ps, the remnant of the wire is located at a larger offset 
from the shell [Fig. 138.18(c)], and the fields, about 2 MG, 
are more evenly distributed around the wire and occupy the 
relatively large volume [Fig. 138.18(d)]. The largest fields at 
this time end again between the ablation and critical surfaces, 
which are more radially separated. As in the early time, there 
are small fields at the material interface in the corona. Note 
that the fields immediately around the wire change their sign 
during the evolution [compare Figs. 138.18(b) and 138.18(d)]. 
Figure 138.19 schematically illustrates the field topology 
around the wire at t = 770 ps.

Synthetic radiographs in Figs. 138.20(a), 138.20(c), and 
138.20(d) show the target with the wire at t = 300, 770, and 
770 ps, respectively. The wire is located on the target side fac-
ing the proton detector in Figs. 138.20(a) and 138.20(c) and the 
source in Fig. 138.20(d). The feature F in the images is from 
the wire and can be compared with the analogous feature F 
in the measured radiographs in Fig. 138.12. At t = 300 ps, the 
synthetic image consists of a white line that ends between two 
dark lines [Fig. 138.20(a)]. This white line is not uniform and 
includes two tiny dark lines inside of it. A similar, but not 
identical, line structure was observed in Fig. 138.12(a). The 
differences between the measured and simulated images could 
be attributed to the experimental blurring, which can wash out 
fine structures and was not considered in the ray-trace code. 
The synthetic image of the wire at t = 770 ps in Fig. 138.20(c) 
reproduces the thin dark line in the middle of the wide light 
line similar to the one measured [see Fig. 138.12(c)]. This 
dark line, however, is much clearer in the synthetic image. 
An analysis of the simulations shows that the white and black 
lines in Figs. 138.20(a) and 138.20(c) are formed by deflect-

ing (focusing) the protons (which traverse the regions with 
the fields immediately adjacent to the wire) toward the wire 
[Fig. 138.19(b)]. When the target is probed by protons from 
the opposite direction, the proton trajectories are defocused 
by the fields [Fig. 138.19(a)] forming the two dark lines F in 
Fig. 138.20(d). The corresponding measured radiograph in 
Fig. 138.12(d) shows the clear image of only one (upper) dark 
line, while the other (lower) dark line is represented unclearly, 
probably because of scattering backlighting protons by elec-
tromagnetic fields in the corona.
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Figure 138.19
Schematic view of self-generated magnetic fields (in red) 
near the wire. (a) Backlighting protons come from the 
left (black lines), illustrating the experimental conditions 
when the wire is located on the target side facing the 
proton source. The proton trajectories are deflected by 
the fields and diverge. (b) The proton trajectories coming 
from the opposite direction (the wire on the side facing 
the proton detector) converge.
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Figure 138.20
Synthetic proton radiographs of the targets with a wire [(a), (c), and (d)] and a 
glue spot (b). The backlighting geometry corresponds to that for the measured 
radiographs in Fig. 138.12.
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Figure 138.21 shows simulation results of the target with a 
50-nm-diam glue spot at t = 525 ps. Perturbations introduced 
by the spot [Fig. 138.21(a)] result in self-generated fields up to 
+4 MG that are localized at the ablation surface around the 
spot [Fig. 138.21(b)]. As mentioned earlier, this localization 
is caused by the Nernst convection. It is worth noting that the 
field around the spot has the opposite sign to that of the wire 
in Fig. 138.18(d) and the same sign as the field near the target 
and stalk joint in Fig. 138.14(b). Figure 138.22 illustrates the 
topology of the fields around the glue spot.

Figure 138.20(b) shows a synthetic radiograph of the target 
with the glue spot. The radiograph was calculated assum-
ing the same spot location as in the experiment (facing the 
detector). The image G of the spot consists of a white circle 
surrounded by a sequence of fine dark and white rings. The 
measured radiograph confirms the development of the white 

circle showing the light spot in the center of Fig. 138.12(b); 
however, there is no signature of the ring structures around the 
spot. The lack of these structures could be a result of either an 
inaccuracy in modeling or experimental blurring. The origin of 
the white circle is illustrated in Fig. 138.22, which shows that 
protons traversing the region near the glue spot are deflected 
off (defocused), producing a circle of reduced proton fluence 
on the detector plane.

TC11173JR

Glue spot

Target

BB

Proton
trajectories

Figure 138.22
Schematic view of self-generated magnetic fields (in red) around the glue spot. 
The experimental conditions (the spot on the target side facing the proton 
detector) are illustrated by showing protons coming from the right (black 
lines). These protons diverge after interacting with the fields.

Discussion and Conclusions
Electric and self-generated magnetic fields have been mea-

sured in implosion experiments on the OMEGA laser using 
plastic-shell targets. The self-generated fields developed as 
a result of perturbations from the mount stalk and imposing 
surface defects: Cu wires and glue spots (Fig. 138.11). The 
electric and magnetic fields were measured using the TNSA 
radiography, in which a proton beam was produced by employ-
ing a high-intensity OMEGA EP laser beam. Good-quality 
radiographs were obtained using 37-MeV backlighting protons. 
These radiographs show clear features from the stalk, wire, 
and glue spot in different times and different backlighting 
geometries (Fig. 138.12).

Synthetic proton radiographs (Figs. 138.16 and 138.20) were 
calculated by post-processing 2-D MHD DRACO simulations 
and, when compared with the measured radiographs, demon-
strated good agreement. The inclusion of the dTe # dne source, 
Nernst convection, and anisotropic resistivity in the induction 
equation and the field-modified heat fluxes in the electron 
energy equation is essential to obtaining this agreement. The 
ring-like features in the measured and synthetic radiographs 

Figure 138.21
Snapshots from axisymmetric DRACO simulations of the target with the glue 
spot at t = 525 ps. Distributions of the (a) density and (b) Bz . The glue spot 
is located at the pole. Laser light comes from the top. The black contours in 
(b) represent a density of 1.2 g/cm3 and the white contours in (a) and (b) show 
the interface between the glue and CH plasmas in the corona.
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(Figs. 138.12, 138.16, and 138.20) are explained by protons 
deflected by electric fields up to +107 V/cm at the critical 
surface (white rings) and the plasma corona front (outer dark 
rings). The features from the defects (stalks, wires, and glue 
spots) are developed mostly by protons deflected by magnetic 
fields up to +3 MG. This was demonstrated by calculating the 
radiographs with and without magnetic fields (but with electric 
fields in both cases). The features from the defects disappeared 
in the calculations without magnetic fields, while the ring-like 
features were not changed with or without the fields.

The white rings in the radiographs in Figs. 138.12 and 138.13 
are explained by scattering protons off at the critical radius by 
electric fields (Fig. 138.17). An alternative explanation of such 
rings could be that protons are scattered through Coulomb col-
lisions with ions in the dense shell.25 The TNSA radiography 
of undriven targets using the lowest-energy protons indeed 
demonstrated this possibility.15 Coulomb collisions are unlikely 
responsible, however, for the observation of the rings in the 
present experiment for at least two reasons: (1) Trajectories of 
37-MeV protons used in the experiment are not significantly 
affected by Coulomb collisions.22 (2) The measured radius of 
the white rings is larger than the target radius (see the dashed 
black circle in Fig. 138.13) and consistent with numerical esti-
mates of the critical radius.

Proton radiographs reveal a reduction in the white-ring 
radii, which are associated with the target’s critical surface, 
for the lower-energy protons (Fig. 138.13). This reduction can 
be explained by the negative charging of the target within the 
critical surface with the charge Q . -7 # 1010 e. Electrostatic 
charging of targets has been studied using fusion-based proton 
radiography25 and measuring energetic (L1-MeV) fast pro-
tons and ions34,35 in direct-drive implosions. This charging 
is likely provided by hot electrons (+10 to 100 keV) gener-
ated by the two-plasmon-decay (TPD) instability developed 
near the radius of the quarter-critical density.36 The charging 
observed in the present experiment probably comes from the 
same source: a fraction of the hot TPD electrons moves inward 
and creates an electrostatic potential difference between the 
quarter-critical-density region (positively charged) and the 
target shell (negatively charged). The energy needed to produce 
the inferred charge is a very small fraction of the incident laser 
energy E + Q2/Rt + 2 # 10-3 J. The energy to support this 
charging during the implosion, however, could be significantly 
larger because of dissipations in the associated return currents.

Electromagnetic fields around mount stalks supporting 
laser-irradiated targets have been measured using monoener-

getic (+3.3-MeV) proton radiography.37 A source of the fields 
in this experiment was believed to be a return current of up to 
+7 kA driven through the stalk from positively charged targets. 
This current created toroidal magnetic fields of +104 G. Consid-
ering the inferred magnitude of magnetic fields from the return 
currents versus the magnitude of self-generated fields around 
the stalk in the present experiment [+MG (see Fig. 138.14)], one 
concludes that it is unlikely these currents make a significant 
contribution to image C of the stalks in Fig. 138.12.

The measured radiographs show ripple structures quasi-
spherically distributed around the targets (feature E in 
Fig. 138.12). These structures were not reproduced in simula-
tions and apparently were caused by small-scale electromag-
netic fields in the corona. The nature of these fields is unclear. 
Numerical models suggest that the ripples are localized near 
the radius of the quarter-critical density. It is known that 
various laser-plasma instabilities can develop near this radius, 
including stimulated Brillouin and Raman scatterings and TPD 
instability.36 It is plausible that the observed ripples are related 
to electromagnetic fields caused by these instabilities.

The simulations have demonstrated the effect of self-gener-
ated magnetic fields on the dynamics of laser-ablated plasma. 
This effect occurs as a result of changing heat fluxes by the 
fields in the conduction zone, when ~exe L 0.3. In this case, the 
fluxes are suppressed in one direction and, being redirected, 
amplified in another direction. Such a redirection of the fluxes 
causes the change in the ablation pressure near the perturba-
tions, which, in turn, causes the change in the perturbations. 
The dynamic effect of the field-modified heat fluxes, however, 
was found to be not significant enough to be observed in the 
present experiment.

ACKNOWLEDGMENT
This material is based upon work supported by the Department of 

Energy National Nuclear Security Administration under Award Number 
DE-NA0001944, the University of Rochester, and the New York State Energy 
Research and Development Authority. The support of DOE does not constitute 
an endorsement by DOE of the views expressed in this article.

Appendix: MHD Numerical Method
Electric and self-generated magnetic fields in implosion 

targets are simulated by employing the 2-D hydrodynamic ICF 
code DRACO,27 which uses the Eulerian hydrodynamics and 
has been modified to solve the induction equation and include 
the effects of magnetic fields on the heat transport and plasma 
dynamics. The flow is assumed to be axisymmetric and the 
magnetic field has only the azimuthal component B = (0,0,Bz). 
The induction equation is used in the Braginskii’s form1
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where V = Vr,Vi,0 is the flow velocity and j = (c/4r)d # B is 
the current density. The force  R acts on electrons and consists 
of two components: R = Ru + RT, where

 uR h uu - #a a= += = Λ_ i (A2)

is the friction force and

 = TR h TT
uT

e
uT

e- - #d db b= = = _ i (A3)

is the thermal force, u = -j/ene is the electron-ion relative 
velocity, and h is the unit vector in the z direction. The sub-
script “9” in Eqs. (A3) and (A4) refers to vector components 
tangential to B.

The electron heat flux is represented by two components: 
,q q qe

u
e

e T= +  where

 = Tq h Te e e
T e e- - #d dl l= = Λ _ i (A4)

is the thermal component, which consists of the modified 
Spitzer flux8 and lateral (cross-gradient) flux (the first and 
second terms on the right-hand side, respectively), and

 q u h uu
e Tu Tu- #b b= += = Λ _ i (A5)

is the friction component. The coefficients ,uT
b=  ,uT

bΛ  ,Tu
b=  ,Tu

bΛ  
a9, aK, ,e

l=  and e
lΛ in Eqs. (A3)-(A6) are defined in Ref. 1 as 

functions of the Hall parameter ~exe and the ion charge Z. The 
standard flux limitation38 (with the flux-limiter parameter f = 
0.06) of the thermal component qe

T is applied to mimic energy 
losses because of cross-beam energy transfer.39

The release of energy caused by magnetic dissipation is 
accounted for by adding the term

 Q R ue - $=  (A6)

in the energy equation for electrons. The dynamic effects of 
magnetic fields are described by the magnetic force term 

 cF j B1
m #= _ i (A7)

in the equation of motion.

The MHD approximation fails when the free path of charged 
particles exceeds the characteristic scale lengths of a prob-
lem. In implosion simulations, such conditions, for example, 
can appear at the front of plasma, expanding into vacuum. A 
simple application of Eq. (A1) in these conditions can result in 
a significant overestimation of self-generated magnetic fields. 
To prevent such an unphysical behavior, calculations of spatial 
derivatives in the source and pinch terms of Eq. (A1) (the sec-
ond and fourth, and third terms, respectively, on the right-hand 
side of this equation) should use limited scale lengths: they 
cannot be smaller than the electron free path e. In practice, the 
limitation is implemented by substituting the grid size Dx by 
max (Dx, ee) when calculating the derivative .f x f x2 2 .D D  
Here, e is a parameter of an order of unity.
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Introduction
Equation-of-state (EOS) physics at extreme pressures and 
temperatures is important in inertial confinement fusion 
(ICF),1,2 astrophysics,3 material sciences,4 and other areas of 
high-energy-density physics (HEDP).5,6 Of particular impor-
tance is the relation of a material’s thermal-state variables to 
its mechanical-state variables. A typical EOS study entails an 
impedance-matching experiment to determine the kinematic 
properties (pressure, density, and internal energy) of a mate-
rial coupled with a simultaneous temperature measurement 
to provide its thermal behavior (temperature and entropy).7 
Laser-driven shock-wave experiments produce extremely high 
pressures and enable one to measure a material’s behavior at 
extreme conditions (P > 1 Mbar; T > 1 eV) (Ref. 8). The Omega 
Laser Facility9 readily produces these conditions over nano-
second time scales and millimeter-scale areas. Diagnosis of 
these experiments requires relatively high spatial and temporal 
resolution. A line-imaging velocity interferometer system for 
any reflector (VISAR)10 is used to determine the material’s 
mechanical-state variables by measuring shock velocities with 
+50-ps and <10-nm resolution. A streaked optical pyrometer 
(SOP) simultaneously records the space/time history of the 
material’s thermal self-emission between 590 and 850 nm with 
similar temporal and spatial resolution.10 Self-emission from 
the shock-compressed material is converted to a brightness 
temperature by comparing its emission to that of a black-body 
radiator.11 Together these measurements provide temperature 
as a function of pressure or density.

By absolutely calibrating the SOP over its wavelength range, 
one is able to measure the spectral radiance of an emitting 
shock front and assign it a brightness temperature. This article 
presents the technique and results of the absolute calibration 
of the OMEGA SOP. The details of recent design changes to 
the SOP, upgraded in 2011, are also presented.

Experimental Configuration
In a typical laser-driven shock-wave experiment, a target 

is irradiated by lasers (direct drive) or by x rays from a laser-
driven hohlraum (indirect drive).1 These drivers cause the outer 

layer of the target (the ablator) to blow off and expand outward, 
launching a forward-moving shock wave through the target 
material. The shock compresses the material and induces high 
temperature, pressure, and internal energy.

Opposite the drive beams, the reflected VISAR probe beam 
and the self-emission from the shock are collected by an f/3.3 
telescope. As shown in Fig. 138.23(a), the telescope, mounted 
on a mechanical stage, consists of a two-lens objective (L1/
L2) followed by a planoconvex singlet (L3). The combined 
signal (reflected probe and self-emission) first encounters the 
meniscus lens (L1) that also acts as a disposable blast shield 
that prevents debris from hitting the next optic, a collimating 
achromat (L2). After L2, the signal passes through a plano-
convex singlet (L3) and is recollimated by a second achromat 
(L4) at the rear of the ten-inch manipulator (TIM) that houses 
the telescope. The signal is then relayed toward a dichroic 
mirror that reflects the 532-nm probe beam. The self-emission 
passes through the dichroic mirror toward the SOP diagnostic 
shown in Fig. 138.23(b). Details of the optical telescope and 
the VISAR design can be found in Ref. 10.

The entrance to the SOP cabinet is an OG590 long-pass 
filter that transmits only light with a wavelength greater than 
590 nm. Inside, the target emission is imaged onto the external 
slit of a Rochester Optical Streak System12 (ROSS) camera by a 
series of periscopes and turning mirrors. A dove prism is used 
to rotate the target image on the slit, making it possible for the 
SOP to spatially resolve along any orientation on the target. To 
compensate for the refractive optics in the telescope (optimized 
for the 532-nm VISAR probe beam), the signal passes through a 
300-mm planoconvex singlet (L5) and a 200-mm planoconcave 
singlet (L6) to focus the light onto the ROSS camera’s external 
slit. Ahead of the slit are a second OG590 filter and any neutral 
density (ND) filters used for the experiment.

Inside the ROSS camera [bottom of Fig. 138.23(b)], the 
self-emission signal is focused by an Offner triplet system 
(M1-M3) onto the S20 photocathode with a sapphire window. 
Photoelectrons are accelerated through the streak tube toward 
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the phosphor screen. Photons emitted by the phosphor screen 
are transmitted through a 1:1 fiber-optic taper directly onto the 
charged-coupled–device (CCD) camera. The CCD is regularly 
binned 2 # 2 for an 1100 # 1100-pixel output. The data are 
spatially resolved in one dimension (along the slit length) and 
“streaked” in the other dimension to provide temporal resolu-
tion transverse to the slit. Data are recorded using 6-, 17-, 46-, or 
96-ns sweep windows. The spectral range of the SOP (+590 to 
850 nm) is defined by the OG590 filters at shorter wavelengths 
and the photocathode’s insensitivity to infrared wavelengths.

In 2011 the SOP was upgraded from the version described 
in Ref. 11 to that described above.13 Most notably, the detector 
was upgraded from a Hamamatsu C4187 streak camera14 to a 
ROSS camera.12,15 The new streak camera contains a Photonis 
P510 streak tube16 and an SI-800 TE cooled CCD camera17 
with an E2V CCD chip.18 In addition, enhancements were 
made to the SOP optical relay.13 These upgrades required an 
absolute calibration of the new system. The calibration method 
was similar to that of the previous SOP system as described 
in Ref. 11.

Calibration Method
The SOP was absolutely calibrated using a light source 

with a known spectral radiance: an Optronic Laboratories 
(OL550) Standard of Spectral Radiance, which is a modified 
GE Type 18A/T10/2P lamp having a tungsten ribbon fila-
ment fitted with a sapphire window.19 This lamp, driven by a 
constant-current (15-A) power supply, has a National Institute 
of Standards and Technology (NIST)-traceable calibrated 
spectral radiance that is accurate to 1% (Ref. 19). The lamp 
was placed at the center of the OMEGA target chamber, and 
the telescope was adjusted until the tungsten ribbon filament 
was imaged onto the external slit of the SOP ROSS. Care was 
taken to ensure that the filament image was centered on the 
photocathode. Prior to the calibration, the photocathode’s spa-
tial profile was measured by scanning the external slit image 
across the photocathode by tilting the secondary mirror [M3 
in Fig. 138.23(b)] of the Offner triplet system within the ROSS 
camera. The center and full width at half maximum (FWHM) 
of the photocathode were determined using the measured pro-
file. These procedures ensured that the internal optics of the 
streak camera, which are motorized and adjusted remotely, 
were aligned consistently during calibrations and experiments.

During the calibration, the SOP was operated with a 5-s 
sweep window to produce sufficient intensity for the detector 
since the spectral radiance of the lamp (T + 0.24 eV) is consider-
ably lower than that of a shock (T > 1 eV). To calibrate the spec-
tral system response function of the SOP, seven 40-nm-wide 
bandpass filters were individually inserted to isolate narrow 
regions of the lamp’s emission spectrum. The spectral system 
response of the SOP was determined by correcting an estimated 
response function using these narrowband measurements.

The SOP camera output in analog-to-digital units (ADU’s)
of a single pixel is given by
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Figure 138.23
(a) OMEGA drivers launch a forward-moving shock wave through the target. 
The reflected VISAR (velocity interferometer for any reflector) probe beam 
and the self-emission of the material directly behind the shock front are 
simultaneously relayed outside the target chamber by the f/3.3 telescope. The 
532-nm probe beam is reflected off the dichroic mirror and self-emission in 
the near-infrared passes through to (b) the SOP (streaked optical pyrometer) 
diagnostic. Self-emission enters the SOP diagnostic through an OG590 
long-pass filter and is relayed by the SOP optics to the external slit of the 
Rochester Optical Streak System (ROSS) camera. The image of the slit is 
focused onto the S20 photocathode in the P510 streak tube by an Offner triplet, 
a 1:1 all-reflective image relay. Photons emitted by the phosphor screen are 
transmitted through a fiber-optic taper directly onto the charged-coupled-
device (CCD) camera.
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where Dt is the dwell time of a single pixel, G is the streak 
camera gain of photoelectrons to ADU’s, Us(m) is the spectral 
radiant power from the light source, Tx(m) is the transmission 
of any removable ND or bandpass filters introduced to the 
system, and SR(m) is the SOP’s spectral system response. The 
system response includes the S20 photocathode sensitivity and 
the transmission of all optical elements comprising the SOP. 
The transmission spectra of the ND and bandpass filters were 
measured using a Perkin-Elmer Lambda 900 spectrometer to 
0.1% accuracy.20 The dwell time,

 ,t
B x

WLSF

h
D

D
=  (2)

is the amount of time that a given “streak” spends at a single 
pixel. B is the binning of the CCD (e.g., two for 2 # 2 bin-
ning), Dx is the length of one (square) pixel, h is the sweep rate  
given in pixels/ns, and WLSF is the apparent slit width defined 
as the FWHM of the streak camera’s line spread function (LSF). 
The ROSS camera optics provide a virtual cathode, resulting 
in an apparent external slit width that is considerably narrower 
than the actual slit width [Fig. 138.24(a)], enabling higher 
temporal resolution.

The spectral radiant power from the lamp’s filament that 
maps to a single pixel is given by
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where Ls(m) is the source radiance, Apixel is the filament area 
that maps to a single pixel, and Xlens is the solid angle of the 
f/3.3 telescope. The amount of light that is recorded onto one 
pixel originates from a portion of the tungsten filament with 
the area
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where Ws is the external slit width, M is the magnification from 
the light source to the photocathode, and MEO is the magnifica-
tion in the spatial direction (along the slit) of the electron optics 
within the streak tube.

An estimate for the wideband (590- to 850-nm) system 
response function was developed by combining the estimated 
sensitivity of the S20 photocathode and the measured transmis-
sion spectra of the SOP optics. This estimate was corrected 
using data taken in seven narrow wavelength regions using 
40-nm-wide bandpass filters. Neutral-density (ND) filters were 
used as needed to limit the photocathode current. A series of 
three to five streaks were acquired with each bandpass filter in 
place, and the average of their measured intensities defined the 
SOP response in that wavelength range. For each of the seven 
wavelength ranges, the theoretical camera output I in ADU’s 
was modeled using Eqs. (1)-(4) as

 I
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B x W
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D X

=

m
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with the estimate for SR(m) and the measured transmission 
spectra Tx(m) of the relevant bandpass and ND filters. The esti-
mated system response was iteratively corrected until the model 
predicted the measured camera output in the seven narrowband 
regions. The validity of the corrected system response function 
was verified by calculating the camera output when observing 
the tungsten-filament source over the entire wavelength range 
of the SOP. The model correctly predicted the wideband mea-
surements within 4%. The dashed line in Fig. 138.25 shows the 
calibrated spectral system response, and the solid line shows 
the spectral radiance of the calibrated tungsten-filament lamp 
over the SOP’s wavelength range. The lamp’s spectral radiance 
is NIST traceable and is characteristic of a 0.239-eV gray body 
with an emissivity of 0.215 (Ref. 19).

Figure 138.24
(a) The line spread function (LSF) full width at half 
maximum (FWHM) and (b) throughput correction 
vary with slit width. (a) The apparent slit width (WLSF) 
is narrower than the actual slit width (Ws0) and remains 
fairly constant close to 90 nm for all slit widths. 
(b) Throughput correction [X(Ws0)] in Eq. (8) is defined 
as the ratio of camera output at the experimental slit 
width (Ws0) to camera output at the calibration slit 
width (Ws) of 800 nm.
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Brightness temperature is inferred from the SOP camera 
output by relating the spectral radiance Ls(m) of the observed 
source to that of an equivalent blackbody through Planck’s law. 
The predicted SOP signal for such a source is given by
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where h is Planck’s constant, c is the speed of light, and 
X(Ws0) is the throughput correction defined as the ratio of the 
camera throughput at the experimental slit width Ws0 to the 
camera throughput at the calibration slit width Ws. There is a 
nonlinear relationship between throughput and slit width as 
shown in Fig. 138.24(b). Since SR(m) was determined at Ws 
and not necessarily Ws0, X(Ws0) adjusts for the difference in 
throughput. The throughput corrections for the slit widths of 
200 to 800 nm are presented in Table 138.V. The adjustable 
parameters for an experiment include the experimental slit 
width Ws0, the sweep rate h, and the transmission spectra of the 
ND filters Tx(m). The first two parameters change the effective 

sensitivity of the camera for all wavelengths, whereas Tx(m) can 
have wavelength dependence and, therefore, must be included 
within the integral in Eq. (6). For a given experimental configu-
ration [i.e., Ws0, h, and Tx(m)], the camera output is calculated 
for a range of temperatures using Eq. (6). By approximating 
the wavelength dependence of the SOP as a d function at the 
centroid wavelength of the integrand in Eq. (6), the predicted 
T versus I data are then fit to the relationship

 ,
ln

T

I
A1

0=
+

T

b l

 (7)

where A and T0 are calibration parameters determined by a 
least-squares fit. This approximation is valid since the spectral 
band of the SOP is narrow compared to the spectral band of 
a Planckian source with a temperature above 5000 K. Param-
eter A can be rewritten as

 .A
A X W0 0s

h=
_ i

 (8)

The system gain and binning (B = 2 for 1100 # 1100-pixel out-
put) are fixed for all shots and are included in the calibration 
parameter A0. Seven independent calibrations were performed 
to provide calibration parameters for SOP experiments begin-
ning with shot 68276. The calibration parameters A0 and T0 
(Table 138.VI) depend only on the shot number and ND filter 
used. There was an increase in the internal voltages of the 
streak camera that increased the values of A0 beginning with 
shot 71573. There was also a subsequent decrease in SOP output 
caused by the accumulation of debris on the rear window of the 
TIM that houses the telescope. Because of these two effects, 
the values for A0 must be scaled by the amounts specified in 
Table 138.VI for shots 71573 to 72436. Calibration parameter 
A0 can be taken directly from Table 138.VI for shots 68276 to 
71552 and shots 72437 to present.

To calculate brightness temperature from camera output in 
ADU’s, one must first find the appropriate calibration param-
eters A0 and T0 from Table 138.VI; then use A0 to calculate 
parameter A from Eq. (8) and both A and T0 to calculate 
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Figure 138.25
The SOP system response (dashed line) was determined using the individual 
spectral responses measured in each narrow wavelength region. A NIST-
traceable tungsten-filament lamp with known spectral radiance (solid line) 
was used as the calibrated light source for the SOP calibration.

Table 138.V: Throughput correction as a function of experimental slit width X(Ws0). There are two sets of values for 
the throughput correction because of a change in the external slit mechanism that occurred between shots 
70551 and 70552. The throughput correction for shots 70552 and later is plotted in Fig. 138.24(b).

Experimental slit width Ws0 (nm) 200 300 400 500 600 700 800

Shot 68276 to 70551 0.400 0.529 0.731 0.910 — — —

Shot 70552 to present 0.354 0.587 0.811 0.959 0.996 0.999 1.000
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brightness temperature from Eq. (7). An example of inferred 
brightness temperature from SOP camera output for a typical 
experiment is shown in Fig. 138.26.

For experiments where a gray-body approximation is appli-
cable, the intensity I is replaced by I/f, where f is the emissivity. 
Following Kirchoff’s law for a body in thermal equilibrium,6 
the emissivity is equal to the absorptivity, i.e., f = 1-R, where 
R is the reflectivity. If the dynamically compressed material 
is optically thick and reflects the 532-nm VISAR probe beam, 
one can extract R from the VISAR data. Temperatures for a 
gray body are then calculated using

 .
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-
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_ i= G
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VISAR/SOP Example
Gray-body temperatures were inferred from the SOP and 

the VISAR data obtained in experiments designed to study the 
EOS of quartz. These experiments used unsupported shocks 
that slowly decayed as they traversed the sample. Since the 

a-quartz target samples were transparent, VISAR recorded the 
shock velocity and reflectivity of the decaying shock front as 
a function of time [Fig. 138.27(a)], while the SOP simultane-
ously recorded the self-emission intensity [Fig 138.27(b)]. The 
emission of the a-quartz sample at each time was converted 
to a gray-body temperature using Eq. (9) with the appropriate 
calibration parameters A and T0 and the reflectivity inferred 
from VISAR. This temperature is plotted versus the VISAR 
velocity at that time [solid blue line in Fig. 138.27(c)], providing 
temperature versus shock velocity (pressure). These data are 
compared to a power law fit for temperature as a function of 
shock velocity in a quartz [dashed red line in Fig. 138.27(c)]. 
The power law fit was created using a-quartz data obtained 
by Hicks5 and has the form . ,T U1400 4 3 .2 98

s= +  where Us is 
the shock velocity in km/s and T is the temperature in Kelvin.

Error Analysis 
A Monte Carlo routine was used to estimate the errors in 

this calibration method. Contributions include uncertainties in 
the filter transmissions Tx (0.1%), spectral radiance of the lamp 
Ls (1%), calibration slit width Ws (1%), sweep rate h (0.5% for 
slow sweeps used in calibrations and 2% for fast sweeps used 
in experiments), gain G (2%), throughput correction X(Ws0) 
(0.5% for an 800-nm-wide slit), and magnifications M (0.2%) 
and MEO (0.5%). Uncertainties of 4% in parameter A0 and 0.1% 
in parameter T0 were estimated using 10,000 Monte Carlo 
runs that mimicked the calibration procedure and used the 
uncertainties in the narrowband measurements from the seven 

Table 138.VI: Brightness temperature is calculated using calibration 
parameters A0 and T0 in Eqs. (7) and (8). The calibra-
tion parameters are specified depending on the shot 
number and ND filter used in the experiment. ND 
filters are specified by their optical densities ranging 
from 0.1 to 2.5. For shots 71573 to 71875 multiply A0 
by 1.09. For shots 71876 to 72436 multiply A0 by 1.05.

ND T0 (eV) A0 = ADU/ns

0 1.911 403,740

0.1 1.913 332,310

0.15 1.914 281,030

0.2 1.910 257,770

0.3 1.910 204,550

0.4 1.909 163,800

0.5 1.912 121,840

0.6 1.912 93,097

0.7 1.911 79,434

0.9 1.898 51,987

1.0 1.870 48,363

1.3 1.854 26,062

1.5 1.844 17,091

2.0 1.818 6,521

2.5 1.790 2,497
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Figure 138.26
Inferred temperature dependence of the SOP signal for an experiment using 
a 17-ns sweep window, Ws0 = 800 nm, and ND 0.3. This curve was gener-
ated using Eq. (7) with calibration constants A0 = 204550 ADU/ns and T0 = 
1.910 eV calculated for data taken with an ND 0.3 filter.
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independent calibrations. For each routine, all parameters were 
varied within their error estimates, which produced 10,000 pos-
sible system responses, A0’s and T0’s. The narrowband 
responses measured in five of the calibrations agreed within 
3%. The other two calibrations yielded narrowband intensities 
that were 9% and 5% higher as a result of the initial increase 
in streak camera voltages and the subsequent accumulation of 
debris on the rear window of the TIM. These two calibrations 
reflect the state of the diagnostic during shots 71573 to 72436 
where the additional scaling of parameter A0 is required. The 
estimated uncertainty of 4% for parameter A0 is still valid for 
these shots, provided that the appropriate scaling specified by 
Table 138.VI is used. 

The uncertainty in temperature for the data presented in 
Fig. 138.27(c) was 10.5% between 2 and 6 eV and increased 
to 14% at 1.2 eV. The SOP intensity data for this shot were 
particularly noisy in the low-intensity region, which resulted 
in 25% uncertainty in the lower intensities. This led to a larger 
uncertainty (+14%) in temperatures below 2 eV. A typical 
experiment with a 7% uncertainty in intensity, 4% uncertainty 
in A0, 2% uncertainty in h, 0.5% uncertainty in X(Ws0), and 
0.1% uncertainty in T0 generates a total uncertainty in bright-
ness temperature of 6.8% at 5 eV. This same experiment with 
a 20% uncertainty in reflectivity gives a 10% uncertainty in 
gray-body temperature at 5 eV.

Discussion and Conclusions
The streaked optical pyrometer on the OMEGA Laser 

System was absolutely calibrated using a NIST-traceable 
tungsten-filament lamp. Brightness temperatures of dynami-
cally compressed materials are inferred from self-emission 
intensities using the spectral system response determined by 
the calibration. Gray-body temperature is calculated using 
the emissivity of the shock front determined by the VISAR 
measurement of its reflectivity.

Characterization of the streak camera throughput and LSF 
(Fig. 138.24) led to a recommendation of an 800-nm-wide 
slit for maximum throughput while maintaining temporal 
performance and providing some insensitivity to minor mis-
alignments. Electron optics within the streak tube produce 
a virtual cathode, resulting in an apparent slit width that is 
considerably narrower than the actual slit width. The FWHM 
of the LSF (always <100 nm) is +8.5# narrower than the actual 
slit width at 800 nm when the focus voltage of the streak tube 
is optimized for that slit width. When using the standard 2 # 
2 binning for 1100 # 1100-pixel output and an 800-nm-wide 
slit, the temporal integration time is 155 ps for the 46-ns sweep 
window and 60 ps for the 17-ns sweep window. During experi-
ments and calibrations, the image of the external slit is aligned 
to the center of the photocathode. The photocathode has vary-
ing sensitivity across its profile; therefore, narrow slit widths 

Figure 138.27
Sample VISAR and SOP data for an experiment using decaying shock waves in a-quartz targets for equation-of-state (EOS) studies. (a) The VISAR records 
temporally resolved shock velocity and reflectivity and (b) the SOP simultaneously records temporally resolved self-emission intensity. (c) Gray-body tem-
peratures (solid blue line) were inferred from the SOP self-emission intensities using the SOP calibration and the VISAR reflectivity. The one-sigma standard 
deviations in temperature are represented by the dotted blue lines. These data are compared to a power law fit for temperature as a function of shock velocity 
in a quartz (dashed red line), which was created using a-quartz data obtained by D. Hicks (Ref. 5).
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are sensitive to alignment. Wide slit widths [i.e., greater than 
the FWHM of the photocathode (+550 nm)] are recommended 
to mitigate any slight misalignments, thereby minimizing 
shot-to-shot variations in camera performance. Uncertainty in 
the throughput correction [Fig. 138.24(b)] caused by a slight 
misalignment or inconsistency in the slit width is much lower 
for wide external slits. Uncertainty in X(Ws0) is 0.5% for slits 
greater than 600 nm and increases to 5% for narrow slit widths 
less than 600 nm. For these reasons, an 800-nm slit is recom-
mended as a balance that optimizes throughput and temporal 
resolution while minimizing sensitivity to minor misalignment 
to the photocathode. The SOP calibration is performed using 
an 800-nm-wide slit.

To obtain brightness temperature from SOP intensity, one 
must first obtain the appropriate calibration constants A0 
and T0 from Table 138.VI based on the ND filter used in the 
experiment. One then calculates parameter A from A0 and the 
adjustable system parameters h and Ws0 using Eq. (8). After 
acquiring A and T0, one uses Eq. (7) to calculate brightness 
temperature or Eq. (9) to calculate gray-body temperature.
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The parametric resonance of oscillators or waves is an effect 
that exists in areas of physics as diverse as geophysical fluid 
dynamics and galactic dynamics. Instabilities caused by the 
parametric excitation of waves in plasmas resulting from the 
presence of large-amplitude electromagnetic waves are of 
immediate concern to inertial confinement fusion (ICF),1,2 
high-energy-density physics (HEDP),3 and ionospheric modi-
fication experiments.4 Most theoretical and numerical works to 
date have assumed that instability is driven by a single electro-
magnetic (EM) pump wave, despite the fact that almost all ICF 
and HEDP experiments overlap many beams. How instability is 
modified when multiple pump waves are present is an issue of 
practical and theoretical interest. Recent indirect-drive experi-
ments at the National Ignition Facility (NIF) (where 96 beams 
overlap near each of the two laser entrance holes of a plasma-
filled hohlraum) are examples that highlight the importance of 
cooperative, multibeam parametric instability. In these experi-
ments a multibeam parametric instability known as cross-beam 
energy transfer (CBET) was shown to have a dramatic effect 
on implosion symmetry and target performance.5,6 In direct-
drive ICF, where the fusion target is directly irradiated by many 
overlapping laser beams, two-plasmon decay (TPD) can occur. 
This problem has been studied for 40+ years, but there has been 
a strong resurgence of interest because of ignition-scale experi-
ments on the NIF. TPD is important because it can generate hot 
electrons, which represent a preheat risk to the target.7 TPD is a 
three-wave decay instability in which an EM wave of frequency 
~0 and wave vector k0

v  decays into two electrostatic Langmuir 
waves (LW’s), satisfying the resonance conditions ~0 = ~ + ~l 
and ,k k k0 + + lv v v  where ~, ~l, and ,kv  klv  are the frequencies and 
wave vectors of the decay LW’s, respectively. This instability 
can occur in the coronal plasma at electron densities close to 
the quarter-critical density ,n 4c  where n m e40

2 2
c e~ r= _ i9 C 

is the electron density at which EM waves are reflected. Here, 
e and me are the electron charge and mass, respectively.

In this article we present a linear three-dimensional (3-D) 
numerical stability analysis of TPD in an inhomogeneous 
plasma driven by multiple laser beams. This is followed by an 
investigation of the subsequent nonlinear evolution, where non-

linearity enters by the coupling of the LW’s to low-frequency 
density perturbations. This model was in part motivated by a 
favorable comparison of the results with more-detailed, fully 
kinetic calculations in regimes where they can be compared 
(i.e., in two spatial dimensions).8 The existence of two forms 
of cooperative multibeam TPD instability is demonstrated. 
One form shares short-wavelength, high-group-velocity, col-
lective (or common) LW’s that convectively saturate (i.e., the 
waves undergo a finite spatial amplification),6 while the other is 
associated with shared long-wavelength, small-group-velocity 
LW’s and is absolutely unstable (i.e., the waves grow in time). 
The identification of an absolutely unstable collective mode of 
instability is a new discovery. Furthermore, it is shown to have 
the lowest threshold in most cases. The presence of absolute 
instability with a low threshold renders the TPD an inherently 
nonlinear problem.

The linear stability of multibeam TPD can be investigated 
by solving a linearized equation for the envelope of the elec-
trostatic field:9,10
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The quantity E1
v  is the complex temporal envelope of the 

real electrostatic field / , . ,expE E x t i t1 2 c.c1 pe- ~= +v v v_ _i i9 C  
where enveloping is carried out at the plasma frequency ~pe = 
(4rn0e2/me)1/2 evaluated at the density n0 = 0.23 nc. In Eq. (1), 
D ut t 0$2 d/ + v_ i is the convective derivative for a plasma with 
the flow velocity u0

v  (= 0 here). In the absence of EM pump 
waves, the free solutions to Eq. (1) are LW’s that propagate 
in a density profile whose deviation from n0 is given by dN 
(dN % n0). [It has been assumed that the inhomogeneity is 
linear (dN = n0x/Ln) and the direction of its gradient defines 
the x axis.] LW’s of wave number k have the group velocity 

,V k3 vg
2
e pe~=  where T mve e e=  is the electron thermal 

velocity, and their amplitudes damp at the rate oe = ocoll + cL, 
which is the sum of the collisional ocoll and Landau-damping 
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cL contributions. The EM field corresponding to the inci-
dent laser light is enveloped around twice ~pe and further 
decomposed into N, coherent, linearly polarized plane waves 

exp iEi 1=E k x t, , i0 0 0i i -$ X= Nv v v` j/  having frequencies ~0,i, 
wave vectors k ,0 i

v , and vacuum intensities .I c E 8,i 0
2

i r= v _ i  
The quantity Xi = ~0,i-2~pe represents the mismatch for each 
beam, where .max 2i pe% ~X` j  The first term on the right-
hand side of Eq. (1) is the longitudinal part of the nonlinear 
current, which is the origin of TPD. The term SE is a time-
random-phase Čerenkov noise source that has been described 
in Russell et al.10

A series of numerical calculations were carried out to solve 
Eq. (1) on a uniform 1024 # 512 # 512 Cartesian grid (in the x, y, 
and z directions, respectively) using a 3-D generalization of the 
pseudospectral method that has been described previously.9,10 
In these calculations, the electron temperature and density scale 
length were held constant (Te = 2 keV, Ln = 150 nm), while 
the total overlapped intensities I Iii 1tot / =

Na k/  was varied for 
various configurations of N = 1, 2, 4, and 6 beams of 0.351-nm-
wavelength light. For each beam configuration, the single-beam 
intensities Ii and frequencies ~0,i were taken to be equal to one 
another, and  the beam wave vectors were distributed sym-
metrically to fall on the surface of a right circular cone with 
a 27° half-angle whose cone axis defines the x direction (see 
e.g., inset to Fig. 138.29). This choice of wave vectors was made 
because beams are distributed in well-defined cones on large 
laser systems such as OMEGA11 and the NIF.12 The simulation 
box length in the density-gradient direction (x) was chosen to 
include densities in the range of 0.19 to 0.27 nc (Lx = 52 nm). 
The length in the two transverse dimensions was chosen to be 
Ly = Lz = 26 nm.

Figure 138.28 shows a two-dimensional (2-D) slice of the 
LW intensity spectrum ,E k t1

2v̂ h  in the kz = 0 plane during 
the linear growth phase (averaged over times t = 2.4 to 4.2 ps) 
for a two-beam (N = 2) calculation. The EM wave vectors and 
electric-field vectors (polarization) of the two beams lie in 
this plane, which is the plane of maximum growth. The over-
lapped intensity Itot = 6 # 1014 W/cm2 was chosen to be above 
the numerically determined threshold for absolute growth. 
In Fig. 138.28, the bright “doublets” at the spectral locations 
centered on wave vectors kk . . , . ,0 8 0 4 0 0!v ^ h  and , ,k 0 0 0+v ^ h 
correspond to temporally unstable (growing) decay modes 
that are resonant at ne = 0.238 nc. This occurs even though 
each beam is individually below the threshold for absolute 
growth.13 This cooperative mode of absolutely unstable TPD 
is analogous to the absolutely unstable modes seen in single-
beam TPD, where the pump decays into one LW with k k0+v v  

and another with ,k k!= =
v v  where .k0%=k

v v  In the two-beam 
case, cooperation occurs because the long-wavelength decays 
near , ,k 0 0 0.v ^ h can be shared between beams. The other 
local maxima in ,E k t1

2v_ i  located near . , ,k k1 5 0 0 0=v ^ h  and 
. ,0 4. ,k k0 6 0 0- !=v ^ h  are convectively saturated (i.e., not 

growing) decays that are resonant at ne = 0.245 nc. These cor-
respond to convective multibeam common waves that have 
been described previously6,14 and the “triad” modes discussed 
in Refs. 10, 15, and 16. The convective gain is greatest for 
spectral locations where the single-beam homogeneous growth-
rate curves (dashed hyperbolas in Fig. 138.28) intersect [the 
maxima at . ,0 4. ,k k0 6 0 0- !=v ^ h  correspond to the daughter 
waves that are not shared]. The maximum convective gain at 
the absolute threshold intensity has been computed numerically 
by estimating the enhancement of the saturated wave intensity 
above the steady-state noise level supported by SE in Eq. (1). 
The behavior described above for two beams is quite generic. 
Figure 138.29 shows ,E k t1

2v_ i  on the planes ky = 0 and kz = 0 
for a four-beam calculation for the same plasma conditions as 
in Fig. 138.28. The beams are polarized predominantly in the 
y direction (signified by the symbol “<”) as shown in the inset. 
The absolutely unstable modes are not restricted to a single 
plane. The bright spectral features near .0 41.0,k k0 0!=v ^ h  
and . ,0 2. ,k k0 2 0 0- !=v ^ h  are temporally unstable and are 
again absolute multibeam modes. The other features in the 

Figure 138.28
The Langmuir wave (LW) spectrum t, , ,E k k k t0x y z1

2=^ h  averaged over 
times t = 2.4 to 4.2 ps. The two electromagnetic (EM) wave vectors k ,0 1

v  
(green arrow) and k ,0 2

v  (white arrow) and their polarization vectors lie in the 
plane shown (kz = 0) (i.e., p polarization). The dashed green (white) hyperbo-
las correspond to the maximum single-beam homogeneous growth rate for 
Beam 1 (2) and the red circle is the Landau cutoff .k 0 25Dem =v  (see the text 
for the remaining parameters).
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spectrum are convectively saturated. The red circles indicate 
the Landau cutoff.

The threshold intensity for the onset of absolute instability 
is found by first extracting the growth rate of the most-unstable 
mode, which does not saturate convectively, for a range of 
intensities and then finding the intensity corresponding to zero 
growth by extrapolation. The thresholds for collective absolute 
TPD instability for various configurations of N = 1, 2, 4, and 
6 beams are summarized in Fig. 138.30. For each configuration, 
there are multiple possibilities for the polarization state: “p” 
and “s” correspond to the one- and two-beam configurations, 
where the polarization is in, or out of, the plane of incidence, 
respectively; “rad” and “tan” refer to polarizations where the 
electric-field vectors are either radially or tangentially oriented 
with respect to the circle that forms the base of the cone contain-
ing the beam wave vectors (see inset to Fig.138.29); the state 
signified as “<” has been defined above. The thresholds have 
been quantified by normalizing the intensity of an individual 
beam for a given configuration I I Ns tot=  by the independent 
(single) beam absolute threshold given by Simon et al.13 For 
one beam (N = 1) at normal incidence (i = 0°), the Simon 
threshold13 is recovered (as expected). [Notice that the thresh-
old is lowered when the angle of incidence is increased to i = 
27° (triangular marker for N = 1 in Fig. 138.30). The effect of 

oblique incidence was not described in Ref. 13 and we defer 
a discussion of this effect to a future publication.] The coop-
erative nature of the instability is revealed for N = 2: for both 
s and p polarizations, the individual (single) beam intensity 
at threshold (Is )thr is significantly lower than the expected 
independent beam value (dashed line)—the importance of 
the effect increasing with the number of beams. Rotating the 
polarizations of the two beams so as to be orthogonal (“9” 
in Fig. 138.30) eliminates the cooperation. The overlapping 
beams are parametrically unstable (absolutely) even though 
the threshold intensity for individual beams is not exceeded. 
The solid curve indicates maximum cooperation (where the 
collection of beams effectively acts as a single beam with the 
combined intensity). The numerically estimated maximum 
gains of the convectively saturated common modes (cf., e.g., 
Fig. 138.28) at the onset of absolute instability are shown in 
red. These gains are consistent with earlier work.6,17,18 In 
most cases, this gain G is small (G K 2r), meaning that the 
threshold for the collective absolute instability is lower than 
that for the convective common waves. The regime of linear 
spatial amplification is therefore very restricted. Above the 
absolute threshold there exists a competition between the two 
modes of cooperative instability, which can be addressed by 
only a nonlinear theory.

TC11176JR

1
0.0

0.2

0.4

0.6

0.8

1.0

1.2

2 4

Number of beams

(I
s)

th
r /

(I
s)

Si
m

on

6

;; 2.2

s 4.1

p 4.4
rad 8.9

9 3.4

p 3.5

3.7

tan 3.9

i = 0°

i = 27°, Ln = 150 nm,  Te = 2 keV

;; 

tan

Figure 138.30
Normalized single-beam threshold intensities (Is)thr for absolute instabil-
ity with irradiation by N beams of incidence angle is = 27° (except where 
indicated) for various polarization states (see text). The red numbers are the 
maximum convective gains evaluated at the absolute threshold.

TC11175JR

–2

–2

–2

–1

–1

–1 0 1 2 Arbitrary
units

10–5.6

10–6.4

10–7.2

10–8.0

kxYk0

k y
Y

k 0

k zY
k 0

LC

ky

kz

k0,4
"

k0,3
"

k0,1
"

k0,2
"

E0,4
"

E0,3
"

E0,2
"

kx

E0,1
"

Figure 138.29
Slices of the LW spectrum t,E k t1

2v_ i  (averaged over times t = 1.0 to 2.0  ps) 
in the planes ky = 0 and kz = 0 for a four-beam calculation (< polarization). The 
beam geometry and polarization are shown in the inset.



MultibeaM two-PlasMon Decay in three DiMensions: thresholDs anD saturation

LLE Review, Volume 138132

The dominant mechanisms thought to be responsible for 
the nonlinear saturation of TPD [weak turbulence effects such 
as the Langmuir decay instability (LDI),8,19 profile modifica-
tion,8 and the strong turbulence effects of cavitation and LW 
collapse10] are accounted for by the substitution dN $ dN + 
dn in Eq. (1), where the low-frequency plasma response dn 
evolves according to

.D D c n
m

Z E E2
16 4

1
t t s
2 2 2 2

1
2

0
2

i
i

-% d do d
r

+ = +v va ck m  (2)

Here c ZT m T ZT1 3/ /1 2 1 2
s e i i e= +` `j j  is the speed of ion-

acoustic waves that damp with the rate oi, where mi, Ti, and Z 
are the ion mass, temperature, and charge, respectively. The 
first term on the right-hand side describes the low-frequency 
ponderomotive forces of Langmuir and electromagnetic fluc-
tuations. Together, Eq. (1), the substitution dN $ dN + dn, 
and Eq. (2) constitute the extended Zakharov model of TPD, 
previously described in Refs. 9, 10, 16, and 20, and are now 
generalized to three dimensions. In the context of this turbu-
lence model where the initial ion-acoustic noise is negligible 
[i.e., no noise term in Eq. (2)], three regimes of cooperative TPD 
behavior have been identified: (1) sI I I I<s abs/ thr

u u] g7 A  [Iabs
u  is 

the threshold for collective absolute instability (Fig. 138.30)], 
where the LW spectrum is dominated by large-k common 
waves whose intensities are amplified spatially by a gain, which 
is numerically determined to be small G K 3 to 5 (red numbers 
in Fig. 138.30) and consistent with the standard Rosenbluth 
expression;6 (2) I Iabs&u u —all unstable modes grow and saturate 
nonlinearly (the nonlinear development in this case has been 
described in terms of cavitating Langmuir turbulence and 
investigated in Ref. 16); and (3) the intermediate regime .I IabsLu u  
The intermediate regime is of direct relevance to spherical and 
planar target experiments at the Omega Laser Facility,6,21,22 
and it displays interesting physical effects.

Figure 138.31 shows the nonlinear temporal development of 
the LW intensity for the two-beam p-polarized case in the inter-
mediate regime I 1Lû h (same parameters as Fig. 138.28). The 
other cases shown in Fig. 138.30 exhibit very similar behavior 
and are not shown. The transverse (y,z) average of the LW 
intensity ,E x t1

2
=

v ^ h is shown as a function of the x coordinate 
and time. At early times, growth is linear. The LW Fourier spec-
trum during this phase (indicated by the lower shaded region) 
is shown in Fig. 138.28. The previously identified absolute 
and convective cooperative modes occur at different spatial 
locations (densities), as indicated by the blue and red dashed 
lines, are . , .n n 0 283 0 245e c =  in the figure, respectively. The 
blue (red) dashed vertical lines indicate the evolution of the 
absolute (convective) modes as a function of time (see inset). At 

approximately t = 5 ps, the absolutely unstable modes saturate 
nonlinearly, producing large density-profile modifications and 
radiating large-amplitude LW’s. These waves propagate down 
the density profile [toward lower densities (smaller x)] with 
time, generating a wave of turbulence (consistent with previ-
ous studies) whose effects can be seen in the figure. When this 
turbulence reaches a particular location, growth is restored to 
the modes that were previously convectively saturated (for x = 
26 nm, this occurs at t + 10 ps). This was verified by perform-
ing a linear analysis on the perturbed profiles. The restoration 
of absolute growth in a convectively unstable parametric insta-
bility (i.e., fragility of the Rosenbluth result) caused by noise or 
turbulence has been noted previously (cf., e.g., Ref. 23). Here, 
it is triggered by the nonlinearity of the absolute instability. The 
result is that, at late times (e.g., the upper shaded region in the 
figure), the LW spectrum is much broader and more intense 
(see Fig. 138.32) than during the linear phase (Fig. 138.28). The 
late-time turbulent spectrum is dominated by large-k shared 
(common) modes with intensities that are greatly in excess of 
those predicted by the linear analysis.

These results will be of fundamental importance to direct-
drive ICF experiments on the NIF, where many laser beams 
overlap on the target (and a knowledge of TPD stability prop-

TC11177JR
101.5100.610–0.210–1.0

10

5

0

20

30
0.19 0.21 0.23 0.25

25

15

x (nm)

neYnc

T
im

e 
(p

s)

50403020100

10
t (ps)

20 30

102

101

100

10–1

Figure 138.31
The transverse averaged LW intensity ,y z ,E x t1

2v ^ h as a function of the 
x coordinate (initial density, upper axis) and time. The inset shows the temporal 
dependence of ,E x t1 =

2v ^ h at the locations x = 26 nm (dashed green line), x = 
31 nm (dashed red line), and x = 36 nm (dashed blue line). 



MultibeaM two-PlasMon Decay in three DiMensions: thresholDs anD saturation

LLE Review, Volume 138 133

erties is essential) and are an important contribution to under-
standing cooperative parametric instabilities in general. The 
results obtained with this model may provide an interpretation 
of experiments that infer the coexistence of large- and small-
wave-number TPD LW’s via half- and three-halves-harmonic 
emission.22,24 They might also explain the observation of 
strong TPD hot-electron production in multibeam OMEGA EP 
experiments, even though the predicted common-wave convec-
tive gains are small.6,25
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Introduction
Hafnium oxide is used in numerous applications as a high-
index component in optical coatings for high-power lasers 
ranging from a near-infrared (IR) to near-ultraviolet (UV) 
light spectrum. It is also known that for the most frequently 
used film-pair combination of ,HfO SiO2 2  HfO2 is the mate-
rial in which nanosecond-pulse laser damage is initiated.1 In 
this context, reduction of absorption in this material is crucial 
to improving damage performance of the coatings used in 
mirrors and other laser components. Previous studies2 have 
shown that near-UV absorption in HfO2 thin films is gener-
ated by high-spatial-density (an average separation of 100 nm 
or less) nanoscale absorbers whose nature is attributed to the 
agglomeration of electronic defects. Electronic defects exist 
even in high-quality optical bulk materials, such as crystals and 
glasses. In thin films, additional absorbing states might exist 
because of the presence of interfaces and grain boundaries. 
There are very limited ways to influence the concentration of 
the absorbing states once the thin film is deposited. Thermal 
annealing3,4 is the process most frequently used as a research 
tool, but there are obvious practical limitations for optical parts 
used in large-scale lasers. Irradiation by pulsed laser radiation 
at fluences below damage threshold (also called laser condition-
ing) is another widely used method.

In this work we explore the possibility of using continuous-
wave (cw)-laser radiation with power densities in the range 
of 50 kW/cm2 to >1 MW/cm2 to anneal absorption in HfO2 
monolayer films in the near-UV spectral range. We also 
investigate the absorption-annealing impact on pulsed-laser-
damage behavior of HfO2 monolayers subjected to irradiation 
by 351-nm, 0.9-ns pulses and 1053-nm, 600-fs pulses.

Experimental
A HfO2 monolayer film with a 180-nm physical thickness 

(one wave at 351 nm) was e-beam deposited on a fused-silica 
substrate on top of a 500-nm-thick SiO2 film, isolating the 
HfO2 film from the substrate defects introduced by the polish-
ing process. The deposition rate was 1.2 Å/s and the oxygen 
pressure was 8 # 10-5 Torr. For monolayer absorption charac-

terization, we used a photothermal heterodyne imaging (PHI) 
technique, utilizing pump and probe laser beams focused onto 
a submicrometer spot on a sample having the same objective. 
Modulated pump-light absorption inside the sample produces 
a locally modulated refractive-index variation, which causes 
probe-light scattering amplified by far-field interference. Using 
the nanopositioning stage for the sample translation allows 
one to map absorption of the film sample with a better-than-
0.4-nm spatial resolution. A detailed description of the PHI 
technique principle and the setup used in this work are given 
in Refs. 2 and 5.

Near-UV, cw-laser–absorption annealing was studied using 
either a 351-nm, 1-W Ar+ laser or a 355-nm, diode-pumped 
semiconductor laser that works as a pump laser for PHI and 
delivers up to 6 mW on the sample. The latter, after being 
focused into a #0.7-nm [full width at half maximum (FWHM)] 
spot by a 40#/0.95 numerical-aperture (N.A.) objective, pro-
duced power densities of up to 1 MW/cm2, and the former was 
focused into a 50-nm spot (1/e2), resulting in a 46-kW/cm2 
power density. A sample exposure, in the case of a small laser 
spot (PHI pump laser), was accomplished by using two differ-
ent methods. In the first method, the sample position and laser 
power were fixed and the sample was exposed for some period 
of time, typically up to 15 min. In this manner, several sample 
sites were irradiated at a different cw-laser power. The second 
method consisted of raster-scanning the sample with typical 
velocities of 1 to 10 nm/s, producing different exposures by 
varying the sample velocity and laser power. To quantify the 
exposure effect at a particular location, another raster scan of 
the larger area, including the exposed area, was performed with 
high sample velocity and low laser power to minimize additional 
energy deposition. In the case of a large laser spot (Ar+ laser), 
the sample was translated in one direction with 1-nm/s velocity, 
creating a 50-nm-wide, several-mm-long exposed area.

Laser-damage testing of cw-laser exposed and unexposed 
sample areas was performed in a 1-on-1 regime, using 351-nm, 
0.9-ns pulses of a Nd:YLF diode-pumped laser6 and 1053-nm, 
600-fs, best-compression pulses from a laser using the standard 
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chirped-pulse-amplification scheme.7 Damage testing using 
0.9-ns pulses was conducted in an ambient environment and 
laser testing with 600-fs pulses was performed in a 10-7-Torr 
vacuum environment to avoid self-focusing in air. The laser-
beam spot size (1/e2) on the sample was 400 nm and 270 nm 
for 0.9-ns and 600-fs beams, respectively. Laser-damage 
morphology was investigated by means of atomic force 
microscopy (AFM).

Results and Discussion
1. Absorption-Annealing Effects

Figure 138.33 shows the result of irradiating HfO2 film for 
8 min at a fixed location using a 355-nm, 6-mW beam focused 
into a submicrometer spot (#0.7-nm, +1-MW/cm2 power 
density). Figure 138.33(a) is a PHI scan of a 10 # 10-nm2 film 
area centered around the location of the laser spot. A cross-
sectional profile of the PHI signal [Fig. 138.33(b)] shows up 
to a 70% reduction in absorption within the irradiated spot, 
which appeared to be permanent when confirmed by PHI scans 
performed after one week and then one month later. Next, 
absorption annealing was investigated as a function of laser 
power and exposure time. Figure 138.34 plots a PHI signal’s 
dependence on exposure time for three different values of 
laser-beam power: 0.7 mW, 3 mW, and 6 mW. One can see that 
the main drop in signal takes place during the first minute and 
is then followed by a slow decline on an +10- to 15-min time 
scale. The initial signal drop becomes faster and deeper with 
increasing laser power. Nevertheless, the temporal behavior of 
the 6-mW and 3-mW curves shows that at long exposures, the 
signal can eventually be stabilized at the same level. It suggests 
that within some range of power densities, overall absorption 
reduction is proportional to both power density and exposure 
time or, in different terms, locally deposited energy.

In an attempt to demonstrate the possibility of annealing 
absorption within a sample area larger than the laser spot, 
we performed square raster scans with linear dimensions of 
several tens of micrometers. Figure 138.35 shows correspond-
ing PHI images, each obtained as a result of two scans. In the 
first image [Fig. 138.35(a)] the central 20 # 20-nm part was 
initially scanned with a high laser power of 4.5 mW and a low 
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Figure 138.34
Temporal behavior of absorption as a function of cw-laser power on sample.
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scan velocity of +1 nm/s to achieve the annealing effect. Sub-
sequently, the larger square area (30 # 30 nm2), with the same 
center coordinate, was imaged using a much lower laser power 
of 1.5 mW and a several-times-higher speed velocity, such that 
no, or very little, annealing effect was produced by the second 
scan. A cross-section horizontal-signal profile revealed at least 
a 40% reduction in absorption within the initially scanned 
area. A similar procedure was used for the 20 # 20-nm image 
shown in Fig. 138.35(b), with the only difference being that 
the central spot was exposed for an additional 8 min using 
6 mW of laser power. In this case, the horizontal signal profile 
shows a 70% reduction in absorption in the central spot. From 
a practical point of view, it should be noted that because of 
the scan-velocity and beam-size limitations (the latter defines 
the maximum separation between two consecutive scan lines, 
or minimum number of lines per scan), raster-scanning for 
annealing purposes is very time consuming. For example, it 
takes at least 2 h to complete a 60 # 60-nm scan using a 1-nm/s 
scan velocity.

The question to be addressed is the possibility of scaling up 
the absorption-annealing process for HfO2 films used in opti-
cal parts for laser applications. In this work, we explored the 
possibility of producing absorption annealing in a mm2-scale 
area using a cw Ar+ laser having a maximum 351-nm output 
power of 1 W. In this case, a laser beam having a power of 
+900 mW was focused onto a 50-nm-diam (1/e2) spot on the 
sample, which was slowly (+1 nm/s) linearly translated for a 
distance of 3.6 mm. Despite a much lower power maximum 
density of 46 kW/cm2, as compared to +1 MW/cm2 in the case 
of a small PHI pump laser spot, a much longer (at least 50#) 
exposure time allowed us to achieve an almost 50% absorp-
tion reduction (see Fig. 138.36) in the film area of +0.2 mm2.

2. Laser-Damage Performance of Annealed HfO2 Films
a. Nanosecond-pulse damage. Laser-damage performance of 

thin films is usually strongly linked to the absorption properties 
of the film material and, therefore, can provide a true measure 
of absorption annealing. In this work, damage thresholds and 
damage morphology were investigated for cw-laser–annealed 
film areas and then compared to the damage behavior of 
unexposed, as-produced film areas. As a starting point, we con-
ducted AFM imaging of the cw-laser-annealed film columnar 
structure, which was then compared to the columnar structure 
of the unexposed film. High-resolution (+7-nm) AFM images 
of these two areas (see Fig. 138.37) revealed no modification 
caused by the near-UV, cw-laser exposure with power densities 
up to +1 MW/cm2, implying that local heating of the material 
produced temperatures well below the HfO2 melting point.
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Atomic force microscopy (AFM) images (2 # 2 nm) of cw-laser (a) unirradi-
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To evaluate the effect of absorption annealing on HfO2 
film-damage resistance, a series of 20 # 20-nm cw-laser-
exposed areas were produced on a sample and then irradiated 
by a pulsed laser (351 nm, 0.9 ns) at fluences exceeding dam-
age threshold. Figure 138.38 depicts an optical micrograph 
of such a film area irradiated by a 351-nm, 0.9-ns pulse with 
a peak fluence +30% above the threshold. A square-shaped 
unaffected area where cw-laser exposure was carried out is 
clearly visible inside the damaged zone. Laser-fluence estimates 
show an +25% increase in damage threshold within the film 
area subjected to annealing, which unambiguously proves that 
absorption is reduced in cw-laser-exposed film.

A high-resolution AFM map (see Fig. 138.39) of the sample 
site, shown earlier in Fig. 138.38, provides additional infor-
mation on annealing’s impact on absorption sources in film 
material. Taking into account that damage morphology is rep-

Figure 138.36
(a) A 180-nm PHI scan and (b) corresponding horizontal signal profile of 
the HfO2 film area irradiated by a 900-mW Ar+ laser. The sample vertical 
travel velocity was 1 nm/s.
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resented by isolated craters, crater-depth distribution provides 
a rough approximation for the localized absorber distribution 
within the sample material. The crater-depth distribution was 
measured for the damage-site area adjacent to the exposed area 
[Fig. 138.39(b)], which should provide a reasonable estimate of 
the initial absorber distribution within the exposed material. 

One can see that the crater depth does not exceed the 180-nm 
depth that equals the thickness of the HfO2 layer. This result 
indicates that annealed absorption precursors are indeed 
located inside HfO2 film and not in SiO2 film or the substrate.

b. Short-pulse (600-fs) damage. Previous studies8 suggest 
that electronic defects might also play a role for short-pulse 
(picosecond, femtosecond) laser damage. In this context, the 
possible impact of the cw-laser annealing of the absorption 
precursors on short-pulse damage performance is of interest. 
Similar to the nanosecond-pulse study, near-UV, cw-laser 
irradiation of HfO2 film was conducted utilizing both a small 
spot (#0.7 nm) of a PHI laser and a 50-nm spot of an Ar+ 
laser. The results of 1053-nm, 600-fs–pulse damage testing of 
exposed (sites 1 and 2) and unexposed (sites 3 and 4) film areas 
are presented in Fig. 138.40, showing damage morphologies 
as recorded by an optical microscope. It is evident that the 
exposed sites show no damage at all while being irradiated 
by pulses with fluences above the unexposed film threshold 
of 3.45 J/cm2 (compare sites 1 and 3) or show a smaller extent 
of damage (site 2 versus site 4) as compared to the unexposed 
sites. Moreover, as evidenced by the PHI image of damaged 
site 2 [see Fig. 138.40(b)], the damaging pulse has partially 
missed the exposed area, which, in the case of a better overlap, 
could show an even larger difference in the damage scale for 
sites 2 and 4.

To summarize, near-UV, cw-laser annealing improves the 
damage resistance of e-beam-deposited HfO2 films to pulsed 
laser radiation at both 351 and 1053 nm.

Figure 138.39
(a) A 30 # 30-nm AFM scan of a nanosecond-pulse damaged film site, includ-
ing part of a cw-laser–exposed area. (b) A higher-resolution, 8 # 8-nm scan 
showing damage craters bordering an undamaged cw-laser-irradiated area. 
(c) Crater-depth distribution confirming the location of absorption sources 
inside the 180-nm-thick HfO2 film.
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Figure 138.38
An optical micrograph of an HfO2 film site damaged by a 351-nm, 0.9-ns 
single pulse. Damage morphology clearly shows a damage-free, +20 # 20-nm2 
square area subjected to exposure by a 6-mW, 355-nm cw laser.
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3. Absorption-Annealing Mechanisms
Mechanisms of the near-UV, cw-laser annealing of absorp-

tion in HfO2 films and related improvements in pulsed-laser-
damage resistance may be explained if one considers electronic 
defects as a main source of absorption and damage initiation. 
Numerous types of defects can exist in HfO2 bulk material with 
electronic energy levels located inside the bandgap9 and even 
more are expected to exist for HfO2 films caused by the colum-
nar film structure. As suggested earlier,2 in the case of near-UV, 
nanosecond-pulse damage, some of these states—as single- and 
double-ionized oxygen vacancies [V+, V2+, respectfully (see 
Fig. 138.41)]—are shallow enough that absorption of 351-nm 
photons (3.54 eV) can initiate transition of the electron into the 
conduction band. Further heating of these free electrons by the 
remaining laser pulse energy can promote electron-avalanche 
formation and damage. The same defect-energy levels might 
initiate multiphoton absorption and damage in the case of short, 
600-fs pulses at 1053 nm. Assuming the validity of such a dam-
age mechanism, the cw-laser-induced absorption-annealing 
effect and linked increase in pulsed-laser-damage resistance 
can be explained by depopulating the absorbing states.

The first possible scenario involves cw-laser-excited elec-
tron transition into the conduction band, where the electron 
spends time of the order of 10 ps (Ref. 8), followed by recom-
bination with holes in the valence band or trapping into the 
deep defect states in the band gap, as shown in Fig. 138.41. 
Modeling this scenario using kinetic equations may provide 
further clarification of the annealing mechanism. This type of 
study, as well as extending the investigation of cw-laser anneal-

ing from monolayers to multilayer systems, should become the 
subject of future research.

The second absorption-annealing scenario may be linked 
to heating the film material resulting from absorption of UV-
laser photons. Thermal annealing is widely used to improve 
the mechanical and optical performance of thin films, includ-
ing laser-damage resistance in the near UV, as was recently 
demonstrated10 for HfO2 monolayer films at a 355-nm wave-
length. In that work, the HfO2 film temperature was increased 
by at least 100°C above room temperature to observe the 
absorption-annealing effect, with maximum effect obtained 
at an annealing temperature of 300°C. To evaluate possible 
thermal effects in our study, the temperature distribution 
in HfO2 film was modeled with the assumption that all the 
energy absorbed in the film is released in the form of heat. 
The energy deposition was considered homogeneous in the 
cylindrical film volume with a diameter equal to the FWHM 
diameter of the laser beam (+600 nm) and a height equal 
to a 180-nm film thickness. The geometry of the model is  
shown in Fig. 138.42(a). The cw-laser intensity was fixed at 
1 MW/cm2 (highest used in the experiment), and the energy 
deposited in the film was varied by changing the film absorption 
in the range of 10 ppm (parts per million) to 1000 ppm, with an 
upper absorption boundary (1000 ppm) being well above the 
film absorption estimated from photothermal measurements. 
Heat conduction was considered to be the only channel of 
energy dissipation, and temperature rise in the film was obtained 
by solving appropriate heat-conduction equations:

 ,C
t
T T S
2
2

ddt l= +  (1)

where t, C, and l are the density, heat capacity, and heat con-
ductivity of the materials, respectively; T is the temperature; 
and S is the absorbed laser power per unit volume. The material 
parameters for modeling are listed in Table 138.VII. No reliable 
data are available for the heat capacity and density values for 
HfO2 and SiO2 films; for that reason, their values were set equal 
to the bulk values. It should be noted here that these parameters 
in the cw-laser regime affect only the time necessary to reach 
peak temperature but not the peak temperature value [as can 
be seen from Eq. (1) by setting the temperature derivative to 
zero]. A standard two-dimensional (2-D) cylindrical (five-point 
spatial), time-explicit finite-difference scheme was used to 
discretize and solve the heat-conduction equation (see, e.g., 
Chap. 8 of Ref. 11). The zero heat-flux boundary condition was 
applied at the film/air interface (z = 0), and a zero-temperature 
boundary condition was applied at the other boundaries of the 
computational domain, which was chosen to be large enough to 
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not affect the calculated temperature by more than 0.1°C. The 
modeling results presented in Fig. 138.42 show that at the high-
est chosen absorption level of 1000 ppm, the peak temperature 
rise does not exceed 14°C, which is not enough to produce the 
absorption-annealing effect. Two-dimensional temperature 
change distribution is shown in Fig. 138.42(a) along with its lin-
eouts along the axis of symmetry z (x = y = 0) in Fig. 138.42(b) 
and along the x axis (y = z = 0) in Fig. 138.42(c). The time 
evolution of the maximum temperature rise, which is observed 
along the center of the laser beam at the HfO air2  interface, 
x = y = z = 0, after the laser is turned on at time t = 0, is shown 
in Fig. 138.42(d). It is worth noting that all these conditions 
lead to the highest-possible peak film-temperature estimates. 
Adding energy dissipation channels (such as luminescence or 
structural transformations) would lead to lower peak tempera-

tures. Consequently, one can conclude that depopulation of 
the absorbing states is not caused by heat-induced structural 
matrix transformation.

Finally, it should be noted that irradiation of thin films by 
cw lasers with power densities used in this work can produce 
different absorption-modification effects. For instance, in simi-
lar experimental conditions,12 irradiation of TiO2 monolayer 
films using an 800-nm cw laser caused an increase in absorp-
tion that was also dependent on exposure time. Consequently, 
absorption-modification effects are thin-film material and 
cw-laser wavelength specific.

Conclusions
Irradiation of e-beam-deposited HfO2 monolayer films by 

near-UV, cw-laser light with power densities of 50 kW/cm2 
to 1 MW/cm2 produced significant modification of near-UV 
film absorption. A reduction in absorption as high as 70% 
was achieved in film areas subjected to exposure. The effect 
is permanent, as confirmed by repeated measurements over 
a several-month period. It has been shown that absorption 
modification is achieved without any changes in the film’s 
columnar structure on a spatial scale of up to a few nanome-
ters. This led to the conclusion that a reduction of absorption 
is linked to the modification of the atomic film structure—in 
particular, to changes in the concentration of structural 

Figure 138.42
Peak temperature-rise distribution in a thin-film sample: (a) modeling geometry and distribution in x-z plane (y = 0); (b) lineout along z axis (y = x = 0); 
(c) lineout along x axis (y = z = 0); and (d) time evolution of the maximum temperature rise.

Table 138.VII: Parameters used to calculate the rise in HfO2 
film temperature.

Thermal 
Conductivity 

(W/m·K)
Heat Capacity 

(J/kg·K)
Density 
(kg/m3)

HfO2 film 0.10 287 9700

SiO2 film 0.25 741 2200

Fused-silica 
substrate

1.38 741 2200
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defects responsible for near-UV absorption. Investigation of 
351-nm, ns-pulse laser-damage behavior of HfO2 monolayer 
films subjected to cw-laser exposure showed a >25% increase 
in damage thresholds and confirmed that absorption can be 
reduced by annealing the absorbing defects residing inside 
the HfO2 film. Short, 600-fs pulse irradiation also indicated 
an increase in laser-damage resistance of cw-laser-exposed 
areas as compared to unexposed areas. This result suggests 
partial cw-laser annealing of electronic defects participating 
in the multiphoton absorption process that initiates damage 
by 600-fs pulses. Future research will concentrate on further 
clarification of the annealing mechanism and will extend the 
study to multilayer systems.
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Warm dense matter (WDM) occupies a critical regime within 
the physics branches more traditionally addressed by condensed 
matter and plasma physics. WDM has recently received con-
siderable attention because of identification with environments 
as diverse as the interiors of exoplanets,1 the atmospheres of 
stars,2 inertial confinement fusion (ICF) capsules,3 and the 
plasma from laser interactions4 with materials. Broadly, WDM 
spans temperatures from a few tens to several hundred electron 
volts and densities from 1021 to 1025 atoms/cm3, covering 
conditions from melt to fully ionized plasmas. Modeling this 
regime presents a particularly difficult challenge given that 
quantum mechanical effects play a crucial role in accurately 
representing this complex medium under extreme conditions. 
In addition, many of these environments constitute the dynamic 
interplay between mixtures of species in various physical states. 
Because of this complexity, few systematic experimental stud-
ies have examined its nature. One exception is ICF, in which 
laser-powered shocks combined with accurate diagnostic tools 
have begun to penetrate its intricacies and provide detailed tests 
of various WDM theoretical models.

For example, hydrocarbon polymers such as polystyrene 
(CH) and glow-discharge-polymer (GDP) plastic are often 
used as the ablator material in inertial confinement targets, 
for both indirect-drive5 and direct-drive6 ICF configurations. 
In ICF implosions, the ablator materials are compressed into 
the WDM regime by shocks. Typically, the shocked ablators 
can have temperatures of T = 5 to 50 eV and densities of 2# to 
10# solid density. Accurate knowledge of the ablator properties 
in the WDM regime is just as crucial for ICF designs as the 
properties of the deuterium–tritium (DT) fuel.7-14 The static 
equation of state (EOS) determines the material’s compress-
ibility,15 while the dynamic and optical properties affect the 
thermal and radiation transports in the material.16-18

Because of their importance to ICF target designs, the 
properties of various polymers in the WDM regime have 
recently been extensively studied using laser-driven shock 
waves. In contrast to the previous gas-gun experiment19 in 
the low-pressure regime (P < 1 Mbar), an early Nova experi-

ment20 showed a stiffer behavior of CH at pressures of 10 to 
40 Mbar than the Hugoniot derived from the SESAME21 
and “quotidian” equation-of-state (QEOS)22 models. This  
has stimulated more-recent experimental studies23-26 of the 
CH Hugoniot in the 1- to 10-Mbar regime. In addition to the 
Hugoniot pressure, the temperature and optical reflectivity 
of CH shocks have also been measured in some impedance-
matching experiments using the velocity interferometer system 
for any reflector (VISAR).27,28 These high-quality experimen-
tal data could advance our understanding of the properties of 
shocked polymers.

In general, the theoretical exploration of material properties 
in the WDM regime remains difficult because of the co-exis-
tence of different species including electrons, ions, atoms, and 
molecules in strongly coupled and degenerate conditions. To 
simulate such complex systems, one must adopt first-principles 
methods such as quantum molecular dynamics (QMD),29-35 
path-integral Monte Carlo (PIMC),36-39 and coupled electron–
ion Monte Carlo (CEIMC)40 methods. For example, using the 
QMD method, the principal shock Hugoniots of polyethylene,41 
CH,42 and plastic26 with a composition of CH1.36 have recently 
been investigated up to +15 Mbar. Noticeable differences for 
CH1.36 in the pressure range have been observed when com-
pared to the QEOS-based Livermore EOS prediction.26 For 
CH, the previous QMD simulations (up to only +8 Mbar) by 
Wang et al.42 showed good agreement with a recent OMEGA 
experiment25 but failed to predict the measured reflectivity.

In this article, we employed the QMD method to investigate 
the principal Hugoniot of CH up to a very high pressure of 
62 Mbar. The shock pressure and temperature from our QMD 
calculations agree very well with recent impedance-matching 
measurements (P < 10 Mbar) on OMEGA. When compared 
to the SESAME EOS model, a stiffer behavior in CH is pre-
dicted by QMD simulations at pressures above 10 Mbar. In 
addition, the reflectivity discrepancy seen in previous QMD 
simulations42 has been resolved. The present QMD calcula-
tions recover the measured reflectivity only when the proper 
refraction index n0 of the unshocked CH is taken into account. 

Static and Optical Properties of Warm Dense Polystyrene 
Along the Principal Hugoniot
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The structure change in CH at 1 to 2 Mbar has been found to 
be consistent with the turn-on of reflectivity in both experiment 
and QMD calculations. 

The Vienna ab initio simulation package (VASP)43-45 was 
used for our QMD calculations within the isokinetic ensemble 
(particle/volume/temperature NVT constant). The VASP code 
is based on the finite-temperature density-functional theory 
(FTDFT) in which electrons are treated quantum-mechanically 
by a plane-wave basis within the generalized gradient approxi-
mation (GGA), using the Perdew-Burke-Ernzerhof (PBE) 
exchange-correlation function.46 Projector augmented wave 
(PAW) pseudopotentials were used to account for the core 
electrons. To converge the energy and pressure calculations, 
we set the plane-wave cutoff energy to 1000 eV and adopted 
hard potentials with tight cores (core radii of 1.1 and 0.8 a.u. 
for C and H, respectively). The system was assumed to be in 
local thermodynamical equilibrium with equal electron and 
ion temperatures (Te = Ti). A periodically replicated cubic cell 
was used with 125 atoms for each species of H and C, with 
the volume of the cell determined by the CH density. For each 
molecular dynamics (MD) step, a set of electronic-state func-
tions for each k point was self-consistently determined for a 
given ionic configuration. Then, the ions were moved classically 
with a velocity Verlet algorithm, according to the combined 
ionic and electronic forces. The ion temperature was kept 
constant by a simple velocity scaling. A set of self-consistent 
ion trajectories and electronic-wave functions resulted from the 
MD time propagation. These trajectories provide a consistent 
set of static, dynamic, and optical properties of warm dense CH. 
The QMD calculations employed a C-point (k = 0) sampling 
of the first Brillouin zone in the cubic cell. Testing with a 2 # 
2 # 2 Monkhorst-Pack k-point grid, we found that the result-
ing pressure and energy varied by only +2%. For the lowest 

temperature point, we used 650 bands and a time step of Dt = 
0.5 fs, while for the highest temperature points, we employed a 
larger number (8000) of bands and a smaller time step of Dt = 
0.0325 fs. The correlation times varied slightly at 5.0 to 6.0 fs.

To search for the shock Hugoniot of CH at a given tempera-
ture, we performed QMD calculations for two close densities 
differing by only +0.05 g/cm3. The obtained energy and pres-
sure were used to evaluate how far the two calculated densities 
were from the true Hugoniot point, which is defined by the 
Hugoniot equation

 f .E E P P
2
1 1 1 0Hug f

f
0 0

0
- -# t t= + + =` ej o  

The pressure, internal energy, and density of the initial 
unshocked CH are characterized by (P0, E0, t0), while the 
shock has the quantities of (Pf , Ef , tf). The initial density used 
in the experiments was t0 = 1.05 g/cm3. By linearly interpo-
lating/extrapolating through the two calculated points to make 
Hug / 0, we can determine the Hugoniot point (Ph, Eh, th) for 
the given temperature. The principal Hugoniot of CH is dis-
played in Table 138.VIII, in which the shock and particle veloci-
ties s P Ph h h0 0 0

2- -t t t t=U ^ _h i9  and ,U P P Up h s0 0- t=_ _i iB  
respectively, are also given. The highest calculated pressure 
point reached an unprecedented level of P + 62 Mbar.

To explore the change of material structure along the princi-
pal Hugoniot, we have plotted the pair-correlation functions g(r) 
in Fig. 138.43 among ions of (a) carbon–carbon, (b) carbon-
hydrogen, and (c) hydrogen-hydrogen. Figure 138.43 displays 
calculations for two temperatures at T = 5000 K (solid red line) 
and T = 15,000 K (dashed blue line), corresponding to pres-
sures of 0.914 Mbar and 2.198 Mbar, respectively. The peaks 
in g(r) appearing at a low temperature of 5000 K wash out as 

Table 138.VIII: The principal Hugoniot of polystyrene (CH) predicted by QMD calculations.

T (K) t (g/cm3) P (Mbar) Us (km/s) Up (km/s) t/t0

2,000 1.941 0.264 6.966 3.198 1.848

5,000 2.551 0.914 11.961 7.037 2.429

15,000 2.938 2.198 17.924 11.519 2.798

30,000 3.139 3.872 23.448 15.605 2.990

60,000 3.379 7.370 31.848 21.951 3.218

90,000 3.561 11.392 39.174 27.624 3.392

120,000 3.681 15.698 45.691 32.659 3.506

220,000 3.959 31.468 63.835 46.904 3.770

400,000 4.136 62.406 89.230 66.575 3.939



Static and Optical prOpertieS Of Warm denSe pOlyStyrene alOng the principal hugOniOt

LLE Review, Volume 138144

the pressure increases to +2 Mbar, indicating a change in the 
material structure around P - 1 to 2 Mbar, which is found to 
be consistent with the turn-on of reflectivity (discussed below). 

CH Hugoniot is compared with both experiments and models 
in Fig. 138.44 by plotting the pressure as a function of the shock 
density. The QMD results (red circles) are compared with a gas-
gun experiment19 (purple triangles), a Nova experiment20 (green 
diamonds), a recent OMEGA experiment25 (blue squares), and 
the SESAME model21 (dashed–dotted line). It is noted that the 
OMEGA data have been corrected using the improved quartz 
standard.47 Figure 138.44 shows that the QMD-predicted 
Hugoniot pressure of CH is in good agreement (within 6% or 
less) with recent OMEGA experiments and gas-gun experi-
ments for pressures less than +10 Mbar, in which the SESAME 
model is also close to both QMD and experiments. In the 
high-pressure regime (P = 10 to 62 Mbar), however, the QMD 
predictions indicate a slightly stiffer behavior than the SESAME 
model (SESAME 7593). For the highest pressure explored (P + 
62 Mbar), the compression predicted by the QMD calculation 
is +5% lower than what the SESAME model suggested. For the 
same density of t = 4.1 g/cm3, the QMD-predicted pressure of 
+62 Mbar is higher than the 33 Mbar inferred from SESAME. It 
is not as stiff, however, as the early Nova experiment20 indicated.

In Fig. 138.45, the measured shock temperatures from the 
OMEGA experiment25 are compared with both the QMD 
calculations and the SESAME model (SESAME 7593). It is 
found that the SESAME model slightly overestimates the 
shock temperature by +10% for this low-pressure regime (P < 
10 Mbar), while the QMD results reproduce the OMEGA 
measurement very well except for the highest data point. The 
highest data point, which has a higher temperature than both 
the QMD and SESAME predictions by 20% to 30%, might 
have been compromised by the normalization to that of the 
quartz standard.25 A similar discrepancy for the highest data 
point was also observed in the previous QMD calculation42 by 
Wang et al.42 In the Fig. 138.45 inset, the comparison of shock 
temperature between QMD and the SESAME model has been 
extended to a wider range of pressures. The shock temperature 
predicted by QMD is higher than that of the SESAME model 
for pressures of P > 20 Mbar. This is consistent with the QMD-
predicted stiffer behavior of CH for this high-pressure regime 
(see Fig. 138.44).

Finally, we examine the reflectivity of shocked CH along 
the principal Hugoniot. In both the OMEGA experiment25 and 
a LULI experiment,23 the reflectivity was determined by the 
signal level of the probe beam (m = 532 nm) reflected by the CH 
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shock front, which was detected by the VISAR streak camera. 
In the QMD calculations, we obtained a consistent set of trajec-
tories of the ionic configuration during the molecular dynamics 
time propagation. We chose about ten uncorrelated snapshots 
of these configurations to calculate the velocity dipole matrix 
elements Dmn from the VASP wave functions. The quantity 
Dmn is used to compute the frequency-dependent Onsager 
coefficients within the Kubo-Greenwood formalism:48
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where V = 1/t is the atomic volume, Em(En) is the energy of the 
mth (nth) state, and H is the enthalpy (per atom) of the system. 
The quantity of Fmn is the difference between the Fermi-
Dirac distributions for the m and n  states at temperature T. In 
practical calculations, the d function in the above equation is 
approximated by a Gaussian function of width DE (-0.5 eV). 
From the real part of the electric conductivity, v1(~) = L11(~), 
we obtain the imaginary part of the electric conductivity from 
a principal value integral:
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The dielectric function, e(~) = e1(~) + ie2(~), can be calcu-
lated by
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Using the dielectric function, one obtains the real [n(~)] and 
imaginary [k(~)] parts of the refraction index:
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Finally, the reflectivity is defined in the following general way:
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where n0 is the refraction index of the ambient. The choice of 
n0  = 1 is often seen in textbooks, where the ambient is assumed 
to be vacuum or air. In the shock experiments, however, the 
reflectivity was measured as the shock propagated into the 
unshocked CH foil. The light reflection occurs at the interface 
between shocked and unshocked CH. Therefore, one must 
choose n0 to be the refraction index of the unshocked CH, 
which was calculated to be n0 = 1.94 in our QMD simulation 
of solid CH at room temperature. With this value of n0 = 1.94, 
the resulting QMD reflectivity of CH shock is compared with 
both the OMEGA experiment25 and the LULI measurement23 
in Fig. 138.46. The saturation level of the reflectivity predicted 
by the present QMD calculations agrees well with experiments. 
The turn-on of reflectivity +1 to 2 Mbar is in closer agreement 
with the LULI experiment but seems to appear earlier than 
for the OMEGA experiment. If we improperly choose n0 = 1, 
the results (black triangles) overestimate the reflectivity from 
+40% to +60%. The overestimated reflection level of +60% 
was exactly the same as what was seen in the previous QMD 
calculation by Wang et al.42 The inset in Fig. 138.46 plots the 
reflectivity for a wider range of pressures, and the reflectivity 
appears to be slowly increasing beyond 15-Mbar pressures, 
similar to the behavior seen in shocked deuterium18,49 occur-
ring at P + 2.8 Mbar. 

In summary, we have performed first-principles calculations 
for the principal Hugoniot of CH, using the QMD method. The 
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Figure 138.45
The shock temperature of CH is plotted as a function of pressure, along the 
principal Hugoniot. The QMD results (red circles) are compared with the 
recent impedance-matching experiment on OMEGA.25 The inset shows the 
temperature comparison between the QMD prediction and the SESAME model 
to the entire explored pressure range.
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QMD results agree very well with the pressure and temperature 
measurements up to P = 10 Mbar. In this pressure range, the 
SESAME model (SESAME 7593) predicted a similar pressure 
but slightly overestimated the shock temperature. For high-
pressure regimes (P = 10 to 62 Mbar), the QMD-predicted 
shock temperature is higher than suggested by the SESAME 
model, thereby resulting in a stiffer CH shock in QMD simu-
lations. Moreover, the QMD-predicted reflectivity of shocked 
CH agrees with a recent OMEGA experiment once the correct 
refraction index of the ambient (unshocked CH) is taken into 
account. It was found that the reflectivity starts to turn on at 
a somewhat smaller pressure than the recent experiment on 
OMEGA but appears to be closer to the LULI experiment. 
These results might stimulate more-accurate experiments at the 
high-pressure regime. Precise EOS and opacity tables based 
on these results could benefit fine tuning future ICF designs.
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Figure 138.46
The reflectivity of shocked CH pressure for VISAR light at m = 532 nm along 
the principal Hugoniot. The QMD results, using the proper n0 of unshocked 
CH (red circles) and the improper vacuum n0 (black triangles), are compared 
with the LULI measurement23 and the recent OMEGA experiment.25 The 
inset shows the reflectivity in the entire pressure range.
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Introduction
The concept of depositing a corrugated multilayer dielectric 
reflector on a sinusoidal diffraction-grating surface as described 
by Li and Hirsh1 is attractive for high-laser-damage applica-
tions since the diffraction grating does not contain contami-
nants from the grating patterning and etching processes, as is 
typical for multilayer dielectric diffraction gratings.1-4 The 
concept behind such a grating is that each layer in the multilayer 
structure acts as a diffractive element, with the overall diffrac-
tion efficiency of the grating being the combined efficiency of 
all the layers. When such a device is fabricated, any pattern-
ing, etching, or replication to provide the surface relief is done 
on the substrate surface, with low-absorption materials then 
deposited to achieve high diffraction efficiency. In this manner, 
the incident laser light encounters only high-damage-threshold 
materials, having sufficiently reflected and/or diffracted before 
reaching any remaining organic materials at the substrate sur-
face. The performance of such a structure can be calculated 
based on the electric-field contributions from each interface, 
taking into account the local curvature of the surface relief 
as demonstrated by Li.5 The primary remaining challenge in 
such an approach is to improve the contour conformation of 
the coated dielectric layers, with traditional coating methods 
leading to a planarization of the surface relief, as illustrated in 

Fig. 138.47(a) (Ref. 1). The goal in depositing such a coating is 
that each layer interface should have an identical surface relief, 
by depositing a consistent thickness over the surface structure 
regardless of the local orientation, as shown in Fig. 138.47(b).

Ion-beam sputtering (IBS) typically produces high-quality 
optical coatings, characterized by a dense film structure exhib-
iting low scatter and low absorption.6,7 By using appropriate 
high-band-gap materials, IBS may produce high-quality films 
suitable for high-fluence laser applications.8 In addition, IBS is 
based on the ablation of target material using a directional ion 
source, with film deposition resulting from well-characterized 
momentum transfer of the ions incident on the target surface. 
The resulting deposition source is of an extended-area, relative 
to evaporation sources that appear to be a point for sufficiently 
large deposition systems. In this manner, larger substrates 
may be coated with a directional deposition, rather than being 
limited by the extent of an evaporation source.

This effort describes a collimated IBS process and its 
application for depositing a conformal multilayer reflector 
over a sinusoidal diffraction grating. By conformally deposit-
ing alternating hafnia and silica dielectric layers to enhance a 
silver layer on a nominal 1740-lines/mm sinusoidal grating, a 

Fabrication of a Continuous-Enfolded Grating 
by Ion-Beam-Sputter Deposition

G10065JR

(a) (b)

Figure 138.47
(a) Growth of the multilayer film over the grating normal to the local surface leads to rapid planarization of the grating structure. (b) Collimated deposition, 
with equal growth across the surface relief in the direction normal to the substrate plane, preserves the grating surface relief through the multilayer.
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diffraction efficiency of 93% has been achieved for p-polarized 
light incident from the air surface. Laser-damage testing indi-
cates that by using this type of structure, a 1-on-1 fluence of 
2.66!0.15 J/cm2 can be achieved at 1053-nm, 65° incidence 
with a 10-ps pulse. Modifications will be necessary to deposit 
both the metal and dielectric layers in a single coating cycle, 
and further improvements calibrating the conformal structure 
will be pursued. The transfer function of the layered surface 
relief must be determined under different deposition conditions, 
but the demonstrated control suggests that continuous-enfolded 
gratings may be fabricated with high diffraction efficiency by 
using this method.

Background
The basis of the continuous-enfolded grating structure is 

that the superposition of individual diffracted components 
from each layer in the multilayer coating results in overall 
high diffraction efficiency. The absorption present in a metallic 
coating limits the possible laser-damage threshold, so it is nec-
essary to use a high-damage-threshold dielectric interference 
coating to limit the electric-field intensity striking the metal 
surface, increasing the overall laser-damage resistance of the 
diffraction grating. Each layer, however, must be conformally 
mapped to the surface beneath. Growth of a layer perpendicular 
to the local grating surface would rapidly planarize the grating 
structure; instead, the surface relief must be maintained in each 
layer, which is equivalent to uniform film growth perpendicu-
lar to the substrate surface without regard to the location or 
surface profile.

While evaporated coating processes can be designed to 
provide a uniform film thickness over a substrate surface, the 
angles of incidence on the substrate surface influence the rela-
tive thickness with a cosine dependence.9 Furthermore, the 
source extent is generally quite small, limiting the region that 
may be coated with a collimated evaporant vapor flux. Sputter-
ing processes make use of extended target sources that might be 
configured to provide an incident vapor flux of small angular 
extent, even over an extended substrate aperture. Control of 
the source distribution and/or the orientation of the substrate 
surface was considered to yield the desired deposition profile 
over a sinusoidal grating structure.

Experimental Procedure
A single deposition system was not available to meet all 

needs in investigating this coating, so it was necessary to use 
three different coating chambers throughout this process: 
First, an MRC 902M magnetron sputtering system was used 
to deposit a layer of aluminum over a photoresist-patterned 

grating to preserve the grating structure during epoxy replica-
tion. The aluminum film remained on the replicated grating, 
but the evaporation of an 80- to 100-nm-thick silver layer 
over the aluminum in a 54-in. coating chamber configured 
with a traditional planetary rotation was required to increase 
diffraction efficiency. This may also have the added benefit 
of preventing any remaining organic contaminants from the 
photoresist from being exposed to the incident laser intensity. 
The silver-coated replicated grating was then mounted in a 
custom 46-in. ion-beam-sputtering system equipped with a 
12-cm Veeco radio-frequency (rf) ion source with converging 
grids, a rotatable target mount with hafnia and silica targets, 
a 25.4-mm-thick aluminum honeycomb filter with 3-mm hex-
agonal cells to collimate the vapor, and a stepper-motor–driven 
oscillating substrate mount as shown in Fig. 138.48. Coating 
thickness was controlled with a single quartz-crystal monitor.

G10067JR

Veeco 12-cm 
rf ion source 
with collimating 
grids

3-mm × 25.4-mm 
Al honeycomb for 
collimation of �ux

Stationary substrate 
with stepper-controlled 
angular orientation 
relative to vertical

Target assembly 
with HfO2 and 

SiO2 targets

Quartz- 
crystal 
monitor

Figure 138.48
Experimental ion-beam-sputtering system for depositing hafnia/silica mul-
tilayer coatings over a sinusoidal grating structure. The target assembly was 
rotated to select a hafnium-dioxide or silicon-dioxide target, while the grat-
ing substrate remained directly above the target, oscillating in a controlled 
manner to provide uniform coating distribution over the surface relief of the 
grating. rf: radio frequency.

The deposited-coating design is an enhanced silver reflector 
with seven dielectric layers deposited over the metal coating:

 . ,L HLHLHL0 9Al coated grating Ag air-  
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where L and H represent quarter-wave optical thicknesses at 
1053 nm of silica and hafnia, respectively. This design provides 
a reflectance of greater than 99% at 1053 nm in p polarization 
over an angle range of 62° to 72°. The substrate is an epoxy-
replicated sinusoidal grating with 1740 lines/mm and a depth 
of +150 nm, coated with an aluminum release layer (transferred 
from the original photoresist master grating). At this time we 
have not identified a method for cleaning the replicated grating, 
so deposition is performed on the aluminum, with potential 
contaminants remaining from the photoresist master grating. 
The opaque silver layer is evaporated while the substrate is 
rotated in a planetary rotation system. The IBS process is car-
ried out with the substrate positioned directly above the source 
and oscillating to !26° from the incident vapor flux, with a 
5-min dwell time at each end of the oscillation as shown in 
Fig. 138.49. The substrate continues to oscillate in this manner 
throughout the deposition of each layer, with average deposition 
times for individual layers being greater than 3 h. 

Diffraction efficiency was measured with a 1053-nm laser 
source. Laser-damage testing was performed at 1053 nm with 
10-ps pulses at 66° incidence in air with standard damage-test 
protocols.4 Finally, the samples were cleaved and cross-section 
scanning electron microscopy was performed to characterize 
the conformal mapping of the coating to the underlying grating 
structure. Grating samples were mounted, coated with a thin 
layer of platinum, and imaged in a Zeiss 1530 scanning electron 
microscope (SEM), using in-lens secondary electron imaging 
as well as backscatter detection to enhance the contrast of the 
individual layers.

Results and Discussion
An evaporated coating deposition over a surface-relief 

grating was performed previously, confirming the challenges 
associated with coating over a grating structure as identi-
fied by Li and Hirsh.1,10 A cross-sectional image is shown in 
Fig. 138.50(a), with a clear planarization within approximately 
eight layers.10 The use of a collimated IBS process makes it 
possible to deposit a similar number of layers over a grating 
surface, but with a much higher degree of conformal mapping, 
as shown in Figs. 138.50(b)–138.50(e). The grating image in 
Fig. 138.50(b) results from a deposition without oscillation of 
the substrate above the source, showing greater deposited thick-
ness in the minima of the grating profile and leading to sharper 
peaks in the maxima. The grating images in Figs. 138.50(c) 
and 138.50(d) also appear to have relatively sharp peaks, incor-
porating oscillation and honeycomb filtration, respectively, 
leading to a somewhat triangular shape in the grating profile. 
As seen in Fig. 138.50(e), this may be rounded somewhat by 

Figure 138.50
Scanning electron micrographs of multilayer interference coatings deposited 
over nominally sinusoidal diffraction-grating surfaces. The coating deposited 
by (a) electron-beam deposition quickly planarized, while (b) the IBS coating 
showed significant promise. The addition of (c) an aluminum honeycomb to 
improve vapor flux collimation, (d) !26° substrate oscillation, and (e) a 0° 
dwell in the tip-tilt substrate oscillations significantly improved the conformal 
properties of the coating deposition.
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Figure 138.49
Oscillation of the grating surface relief to !i provides improved deposition 
on the grating sidewalls and reduced planarization.
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dwelling at a normal-incidence deposition position for 1 min 
between the 5-min depositions at !26° substrate orientation (as 
measured from normal-incidence vapor flux). Deposition with 
the relatively collimated IBS source on the stationary grating 
structure provides improved control of the film-growth direc-
tion, enabling one to fabricate a conformal multilayer structure.

The performance of the grating in Fig. 138.50(e) was 
evaluated for diffraction efficiency and laser-damage threshold. 
Given that the coating process was executed in three separate 
deposition systems and the epoxy replication process proved to 
be difficult, there were large regions of the 100-mm substrate 
where the coating delaminated from the epoxy surface. In the 
central region of the grating, however, there remained a test 
area with 93% diffraction efficiency and a 1-on-1 laser-damage 
threshold of 2.66!0.15 J/cm2 for 1053-nm, 65° incidence 
with a 10-ps pulse. For our initial effort, this result is quite 
encouraging since significant degradation of the laser-damage 
resistance is expected as the diffraction efficiency is decreased 
from the theoretical maximum of 98% for a sinusoidal contin-
uous-enfolded grating at 1740 lines/mm. Such a degradation 
in efficiency leads to significant electric-field enhancement 
from multibeam interference of the incident, reflected, and 
diffracted components. Furthermore, this represents a sig-
nificant improvement relative to the 84% diffraction efficiency 
reported by Li and Hirsh,1 which required illumination from 
the substrate side of the grating, a configuration with negligible 
functionality for a high-fluence laser application.

To increase the utility of this grating fabrication technique, 
improved grating-performance modeling as a function of the 
profile of each layer is being pursued to determine the impact 
of deviations from a perfect sinusoidal shape. Control of varia-
tions in the conformal structure can be realized depending 
on the oscillation profile, particularly between the images in 
Figs. 138.50(c) and 138.50(e), where a normal-incidence depo-
sition was added between each !26° deposition. Deposition 
perpendicular to the substrate surface can lead to planarization, 
given the high arrival energies of the ion-beam–sputtered flux, 
while deposition at high angles appears to lead to an alteration 
of the grating profile to more of a triangular or saw-toothed 
shape. The surface mobility of sputtered material can be sig-
nificant for high arrival energies and impact at a glancing angle 
relative to the local substrate surface relief. By orienting the 
local surface relief normal to the incident flux, the mobility of 
arriving material can be limited.

The ideal grating shape must be determined for fabrication 
prior to the coating deposition, which, in conjunction with the 
transfer function of the coating process, determines the overall 
grating performance. Reactive ion etching, epoxy replication, 
and even direct coating of the developed photoresist grating  
are all possible means of fabricating a substrate with the appro-
priate surface-relief profile prior to deposition of the multilayer 
coating, but maintaining such a profile over large apertures is 
essential for developing a suitable production process. As larger 
substrates with high-quality surface relief become available, it 
is expected that a linear translation system will be incorporated 
to uniformly deposit over large apertures.

Conclusions
A continuous-enfolded grating has been demonstrated with 

93% diffraction efficiency and a laser-damage threshold of 
2.66!0.15 J/cm2 at 1053-nm, 65° incidence in p polarization 
when tested in an N-on-1 configuration with a 10-ps pulse. The 
coating consists of a silver layer overcoated with ion-beam-
sputtered hafnia and silica layers to provide greater than 99% 
reflectivity. SEM imaging shows good conformal mapping of 
the coating to the underlying grating structure, with available 
controls within the process to adjust the evolution of the grating 
profile throughout the layers. Efforts will continue to integrate 
the coating process in a single deposition system, better char-
acterize the deposited film, develop a means to better clean the 
replicated grating prior to deposition, and expand the usable 
area of the coated grating. Improved modeling of the varia-
tions in the grating profile should lead to greater diffraction 
efficiency and laser-damage resistance.
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