Measurements of Electron Density Profiles
Using an Angular Filter Refractometer

Introduction
An understanding of the underdense plasma conditions in laser–plasma experiments at large laser facilities is important for many high-energy-density (HED) physics studies. The growth of laser–plasma instabilities depends on the coronal plasma density profile, flow, and temperature. When they are above threshold, they can feed back onto the hydrodynamics often requiring ad hoc modeling of the laser absorption or heat transport. In high-temperature plasmas, the primary instabilities of interest are stimulated Brillouin scattering, stimulated Raman scattering, and two-plasmon decay.

Quantitative characterization of HED plasma density profiles in the corona where the laser–plasma interactions are most active is challenging. Incoherent x-ray sources are useful for diagnosing cold ($T_e \leq 10$ eV) and dense ($n_e \approx 10^{23}$ cm$^{-3}$) plasmas, where absorption and scattering techniques such as radiography/penumbral imaging and x-ray Thomson scattering are employed. Optical wavelengths are typically employed to probe lower-density ranges where the plasma density is inferred from the phase change of the probe beam. These diagnostics are designed to access the plasma density by measuring the probe beam’s phase (interferometry), refraction angle (schlieren imaging), grid image refractometry, and displacement (shadowgraphy). In the range of densities above $10^{20}$ cm$^{-3}$, typical HED plasmas present large integrated optical phases that make it difficult to quantitatively measure the density profile. Soft x-ray lasers present an alternative to access these density ranges, but are a complex radiation source and often not practical for application to large-scale diagnostic systems.

A qualitative picture of the underdense plasma gradients can be made using shadowgraph and schlieren imaging, although these techniques are not precise enough to extract the plasma density profile. In shadowgraphy, the displacement of probe rays is mapped by imaging a plane behind the object in question. An image is recorded not of the object, but of its shadow, which does not have a 1:1 spatial correspondence with the object. Extracting the plasma density would involve deconvolving the spatial correspondence, calculating the absorption profile of the probe beam, and a double integration to achieve the probe’s phase. This typically introduces an unacceptable amount of error into the density measurement. Schlieren techniques map the refraction of the probe beam by blocking all or part of the unrefracted probe beam with a knife edge or a circular stop. In the case of using a coherent probe pulse produced by a laser, only a single refraction angle is measured, lending this technique to be used for the observation of sharp density gradients such as in the presence of a shock, where the binary response of the diagnostic is useful. Extracting quantitative information from the density gradients with a significant dynamic range involves the use of an incoherent probe pulse such as a light-emitting diode with an extended source size.

Interferometry is the most-common technique used for measuring plasma density profiles in underdense plasmas. As the probe passes through higher-density regions of the plasma, the interferometric fringes become closer and are eventually unresolvable. It is difficult to quantify this limitation in resolution, but for a particular profile, synthetic interferograms can be generated to study the peak plasma density that can be resolved using interferometry. Taking a typical HED laser–plasma plume from a planar target modeled as $n_e = n_0 \exp \left[-\left(x^2 + y^2\right)/L_x^2\right] \exp \left(-z/L_z\right)$ with $L_z = 400$ μm and $L_n = 300$ μm, the maximum peak density resolvable with a 263-nm probe on a standard detector is $10^{20}$ cm$^{-3}$, which is consistent with the peak densities measured by D. Ress et al.

Angular filter refractometry (AFR)—a novel diagnostic—has been developed to characterize the plasma density profile up to densities of $10^{21}$ cm$^{-3}$ by producing a contour map of refraction angles. This is accomplished by using angular filters that block certain bands of refraction angles, casting shadows in the image plane. The plasma density is calculated from the measured refraction angles of a probe beam after passing through the plasma. The maximum measured density is limited by the $f$ number of the optical collection system, the length of plasma in the direction of the probe, and the magnitude of the transverse gradients. AFR provides an accurate...
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Diagnosis of the underdense plasma profiles in experiments relevant to laser-plasma instabilities.

The following sections (1) describe the operation of the AFR diagnostic and how the experimental images can be analyzed to produce two-dimensional (2-D) plasma density profiles; (2) review experiments in which the diagnostic was used to characterize the plasma expansion from ultraviolet irradiated CH planar and spherical targets; and (3) present the conclusions. The error analysis of the AFR diagnostic is presented in the Appendix.

Angular Filter Refractometry

The AFR diagnostic is a part of the fourth-harmonic probe system on OMEGA EP. A simplified optical schematic of the system is shown in Fig. 137.42. The red lines represent the incoming ray path of the probe beam. It originates from the conversion of a Nd:glass laser pulse to its fourth harmonic (probe wavelength \( \lambda_p = 263 \text{ nm} \)) and has a pulse width of 10 ps with 10 mJ of energy. The beam passes through the target chamber center (TCC) slightly diverging at \( f/25 \) with a beam diameter of \( 3.5 \text{ mm} \). After passing through the TCC, the probe is collected at \( f/4 \) and collimated for transport over >4 m to the diagnostic table, where the plasma plane is relay imaged to a charge-coupled-device (CCD) camera with a resolution of \( 5 \mu \text{m} \) over a 5-mm field of view.

1. Diagnostic Setup and Calibration

The AFR diagnostic uses an angular filter [Fig. 137.43(a)] placed at the focus of the unrefracted probe beam (Fourier plane). The opaque regions of the angular filter block bands of refraction angles, resulting in shadows in the image plane. The diagnostic relies on the direct proportionality between the angle of refraction of a probe ray at the object plane and its radial location in the Fourier plane. This relation correlates the shadows produced by the angular filter to contours of the constant refraction angle. For a single-lens imaging system and a collimated probe beam, it can be shown that a ray refracted at the object plane passes through the Fourier plane at a distance from the optical axis \( r \), which is equal to the focal length of the collection lens \( f \), times the refraction angle \( \theta \), regardless of its spatial origin in the object plane [assuming paraxial propagation \( \cos(\theta) \approx 1 \)] (Ref. 20). For the case of a diverging probe beam (used in the AFR diagnostic), a more-general relation is determined using geometric optics where \( r \) is equal to a constant times the refraction angle \( \theta_{\text{ref}} \), according to

\[
 r = \theta_{\text{ref}} \times \left( \frac{d_{s} f}{d_{1} + d_{s} - f} \right),
\]

(1)

where \( \theta_{\text{ref}} = \theta_{\text{tot}} - \theta_{0} \), \( \theta_{\text{tot}} \) is the ray angle with respect to the optical axis, \( \theta_{0} \) is the initial unrefracted angle, \( d_{1} \) is the dis-

![Figure 137.42](image-url)

A schematic representation of angular filter refractometry using the fourth-harmonic probe on OMEGA EP (distances not to scale). The unrefracted probe (red) focuses at the Fourier plane, where distinct refraction angles are filtered out by an angular filter. Shadows from the opaque regions of the angular filter form contours of constant refraction angle in the image plane. TCC: target chamber center.
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Figure 137.43(c) shows an image created by using a cylindrical calibration lens where the probe light is refracted only in the vertical direction. At the Fourier plane, the beam has a vertical line focus. Upon returning to the image plane, the filtered regions form bands in the horizontal direction showing the contours of constant refraction of a cylindrical lens.

2. Analysis

The angle of refraction of a probe ray exiting a plasma is related to the transverse gradient of phase accrued by that ray according to

$$\theta_{\alpha} = -\frac{\lambda_p}{2\pi} \frac{\partial \phi}{\partial \alpha},$$

where $\alpha = (x$ or $y)$ represents the spatial component of the measured refraction in the $x$-$y$ plane (see Fig. 137.42). $\lambda_p$ is the probe laser wavelength, $\phi = \int k_p dz$ is the total accumulated phase of a probe ray passing through the plasma, $k_p$ is the probe wave number, and $z$ is the propagation direction of the probe. The phase of the probe is related to the plasma density since the refractive index is given by $n(x, y) = 1 - n_c/n_{cr}$, giving

$$\phi(x, y) = \frac{\pi \lambda_p}{2\pi n_{cr}} \int_{-\infty}^{\infty} n_c(x', y', z) dz,$$

where $n_c(x, y, z)$ is the plasma density and

$$n_{cr} = 1.1 \times 10^{21} / \lambda_p^2 (\mu m) \text{ cm}^{-3} = 1.6 \times 10^{22} \text{ cm}^{-3}$$

is the critical plasma density for a probe wavelength of $\lambda_p = 263 \text{ nm}$. It is assumed that $n_c \ll n_{cr}$. In Eq. (3), changes in $x$ and $y$ along the ray path are ignored. Assuming the plasma density profile is axisymmetric around the $y$ axis, this equation can be Abel inverted for a fixed $y$ coordinate to solve for the density as a function of the probe phase:

$$n_c(R = \sqrt{x^2 + z^2}) = -\frac{\lambda_p n_{cr}}{\pi^2} \int_{0}^{-\infty} \frac{\partial \phi}{\partial x} \frac{dx}{\sqrt{s^2 + R^2}}.$$

To arrive at Eq. (4) from the standard Abel integral, the substitution $s = \sqrt{x^2 - R^2}$ was made to eliminate the singularity at $x = R$.  

To accurately determine the constant of proportionality in Eq. (1) (bracketed term), the diagnostic is calibrated by placing a planoconcave lens with a focal length of $-20 \text{ mm}$ at TCC that imparts a known amount of refraction as a function of space transverse to the propagation direction $(x, y)$. Probe rays that exit the lens with a refraction angle of $\theta_{ref} = 0.09^\circ$ graze the edge of the central dot at $r = 250 \mu m$ and return to their location $(x', y')$ in the magnified image plane, where they form the edge of the central blue circle seen in Fig. 137.43(b). Higher refraction angles are either blocked by the opaque rings or transmitted between them, forming the other light and dark bands in the image. By measuring the radial distance of each band, the positions of the rays at the calibration lens are determined, allowing one to calculate the refraction angles. The resultant calibration for the image shown relates the angle of refraction to the radial position on the angular filter, $\theta_{ref} = (0.368 \pm 0.0029) \times r$. 

Figure 137.43(a) shows a central opaque dot of 500-$\mu m$ diameter surrounded by 2-mm-wide concentric rings alternating between transparent and opaque. (b) An image formed when a negative-focal-length $(f = -20 \text{ mm})$ spherical lens placed at target chamber center (TCC) is used to deterministically refract the probe beam to calibrate the system. The light rings correspond to specific refraction angles on the surface of the lens. (c) A similar image is formed as in (b) but with a cylindrical lens of negative focal length $(f = -20 \text{ mm})$. The refraction takes place in one direction, producing the lines in the image plane.
For the circular angular filter shown in Fig. 137.43(a), the total refraction angle is measured, \( \theta_{\text{tot}} = \sqrt{\theta_x^2 + \theta_y^2} \). Owing to the shape of the plasmas expanding from the flat and spherical targets studied here, the direction of the refraction is assumed to be radial; therefore, Eq. (2) is integrated in the radial direction about the assumed center of the plasma to solve for the phase of the probe beam exiting the plasma. The gradient of the phase in the \( x \) direction (perpendicular to the axis of symmetry) is used to solve for the plasma density using Eq. (4). An error analysis of the data reduction and calibration is presented in Appendix A (p. 56).

To reduce the numerical error introduced by calculating the gradient in phase, an angular filter with straight lines parallel to the \( y \) axis can be used to directly determine the component of the refraction in the \( x \) direction \( (\partial \phi / \partial x) \). In this case the measured refraction angle \( \theta_x \) can be directly inserted into Eq. (4) so that both the integration in Eq. (2) and the derivative in Eq. (4) are skipped.

**Experimental Results**

The plasma density profiles for flat and spherical plastic CH targets driven by four ultraviolet laser beams \( (\lambda_0 = 351 \text{ nm}) \) incident at an angle of 23° with respect to the target normal were measured. Each beam had \( 2 \) kJ of energy in a 2-ns square temporal pulse shape. Distributed phase plates\(^{21} \) were used to produce a 9.5-order super-Gaussian spot with 430-\( \mu \text{m} \) (1/e) width on the target surface, resulting in a total peak overlapped intensity of \( 8 \times 10^{14} \text{ W/cm}^2 \). The fourth-harmonic probe pulse passed transverse to the target normal. The short probe pulse’s duration of 10 ps ensures that there is minimal hydrodynamic movement of the plasma over the course of the measurement. The timing of the probe is defined from the 2% intensity of the ultraviolet drive beams to the peak intensity of the probe.

Figure 137.44 illustrates the AFR technique. Figure 137.44(a) shows the AFR image obtained from probing an irradiated flat CH target \( (3 \text{ mm} \times 3 \text{ mm} \times 0.125 \text{ mm}) \) at 1.5 ns. The contour lines of the total refraction angle show the general shape of the plasma plume expanding from the surface of the target located at \( y = 0 \). The diffraction pattern seen in the image is a result of the sharp edges of the angular filter aperturing the beam in between image planes. This effect can corrupt the spatial location of the edges of the refractive bands; therefore, the analysis was based on the central location of the refractive band, which is unaffected by diffraction. The spatial registration of the image to the target surface is described in Appendix A. Images similar to Fig. 137.44(a) but with only one angular band were reported from a schlieren setup in Ref. 22. These images did not contain enough information to allow for reconstruction of the plasma density but they compared well with hydrodynamic simulations.

The phase map was calculated by radially integrating the refractive contours using Eq. (2) and applying a 2-D interpolation to obtain a phase value on each pixel [Fig. 137.44(b)]. It is instructive to note that absolute phases of greater than 1000 rad are observable by this diagnostic before the f/4 cutoff of the collection lens is reached. This is equivalent to over 150 fringe shifts across \( -1 \text{ mm} \) of plasma, illustrating the challenges of using interferometry with these types of plasmas. Figure 137.44(c) shows the calculated plasma density profile that reaches densities up to \( 10^{21} \text{ cm}^{-3} \). This may be compared with the density profile in Fig. 137.44(d) from a 2-D DRACO\(^{23,24} \) hydrodynamic simulation. The DRACO simulations reported here use a flux-limited heat transport model that limits the Spitzer–Harm flux to a fraction (0.06) of the free-streaming value\(^{25} \).

1. Flat CH Foil Experiments

Figure 137.45 shows the temporal evolution of the plasma expansion from flat CH targets irradiated under nominally identical conditions and probed at different times. The expansion of the plasma is illustrated by the movement of the contours.
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in the radial direction away from the target surface (y = 0). Figure 137.45(d) is from the same shot as Fig. 137.44(a). An estimate of the plasma expansion is obtained by assuming a 2-D Gaussian-shaped plasma in the target plane direction and an exponential profile in the target normal direction of the form \( n_e(y) = n_0 \exp(-y/L_n) \), where \( L_n \) is the plasma scale length. Taking two points in the center of the profile at \( x = 0 \), Eqs. (2) and (3) can be used to show \( L_n = (y_1 - y_2) / \ln (\theta_2 / \theta_1) \). Following two points of constant refraction yields the proportionality \( L_n \propto y_1 - y_2 \). As time increases, the widening and separating of the refractive bands signify a proportionate increase in the plasma scale length as the plasma expands away from the target.

Figure 137.46 shows 1-D density profiles along the y axis obtained from the experimental images shown in Fig. 137.45. Density data are extracted over almost two orders of mag-

![Figure 137.45](image)

Central portions of AFR images illustrating plasma expansion from flat CH targets irradiated with -9 kJ of ultraviolet (351-nm) light in a 1-mm spot. The images were obtained at probe timings of (a) 0.56 ns, (b) 0.84 ns, (c) 1.1 ns, (d) 1.5 ns, and (e) 2.0 ns.

![Figure 137.46](image)

Plasma density profiles along the target normal at the center of the plasma profile (x = 0) obtained from the AFR images of Fig. 137.45 (solid lines). The shaded regions represent DRACO simulations covering a time span of 40 ps, corresponding to the ± error in measuring the probe-pulse timing with respect to the ultraviolet drive pulses. The original target position is located at y = 0. The error bars on the experimental data represent ±15% as derived in Appendix A (p. 56).
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magnitude ranging from $\sim 3 \times 10^{19}$ to $10^{21}$ cm$^{-3}$. The upper end is limited by refraction of the probe beam outside of the $f/4$ collection optics, and the lower end is limited by the smallest measurable refraction angle by this angular filter (0.21°). The profiles are approximately exponential, and for the early times ($\leq 1.1$ ns) shown in Fig. 137.46(a), the plasma expands away from the surface driven by the ablation. This is evident in the increase in the position for a given value of density as time increases. The expansion ceases at later times ($\geq 1.5$ ns) shown in Fig. 137.46(b) except at the low-density region of the profile. The shaded regions in Fig. 137.46 represent lineouts from the DRACO-simulated plasma profiles, where the width of the shaded region accounts for the ±20-ps timing error in the probe pulse. The experimental data agree very well with the simulations for early times ($< 1$ ns). For times $\geq 1.1$ ns, the simulations predict higher plasma densities than are experimentally measured. This can also be seen from a comparison between Figs. 137.44(c) and 137.44(d).

2. CH Spherical Experiments

Experiments designed to change the density profiles while maintaining a constant drive intensity varied the radius of curvature of the targets using spheres of different diameters. As the radius of curvature is decreased, the plasma flow becomes more three dimensional, reducing the density scale length along the target symmetry axis. Figure 137.47 compares the plasmas from irradiated CH spheres with diameters varying from 0.4 mm to 8 mm. In the three AFR images of Figs. 137.47(a)–137.47(c), the contour spacing and thickness increase with the diameter of the spheres, indicating that the plasma scale length is increasing. This is a result of the plasma expansion becoming more divergent with decreasing radius.

Figure 137.47(b) compares the measured density profiles with profiles calculated with DRACO. At the smallest diameter of 0.4 mm, the calculated profile agrees well with the measured profile. For the larger diameters of 1.9 mm and 8 mm, there are clear discrepancies between the profiles. This observation is consistent with the discrepancy seen at 1.5 ns for the flat CH target [Fig. 137.46(b), purple line]. The profiles for a diameter of 8 mm are very close to the corresponding profiles in Fig. 137.46(b).

Conclusion

A characterization of the density profiles in HED-relevant long-scale-length plasmas was presented. Angular filter refractometry—a novel diagnostic—was used to map the refraction angle of a 263-nm probe after it passed through a plasma, enabling one to measure densities of $10^{21}$ cm$^{-3}$ in millimeter-

Figure 137.47

AFR images obtained at a probe timing of 1.5 ns for ultraviolet-irradiated CH spheres with radii equal to (a) 400 μm, (b) 1.9 mm, and (c) 8 mm. The number of bands in these images is less than in those of Fig. 137.45 because a different angular filter with fewer opaque rings was used. (d) Corresponding plasma density profiles along the target normal at the center of the plasma profile ($x = 0$). The solid lines represent the experimental data and dashed lines the DRACO simulations. The original target surface is located at $y = 0$. 
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scale plasmas. The plasma expansion from kilojoule-level, ultraviolet-irradiated CH targets was studied as a function of time for planar targets and radius for spherical targets. These results were compared with 2-D DRACO hydrodynamic simulations showing good agreement for the planar targets at early times and for the spherical targets at small radii. The hydrodynamic simulations predict higher densities for the planar targets at late times and for the spherical targets with larger radii. The difference between the experimental and simulation data is under active investigation and focused on correlations to laser–plasma instabilities that could possibly modify the plasma profile at large scale lengths.
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Appendix A: Error Analysis

The calibration of refraction angles and the post-analysis process are the two significant sources of error in the calculation of plasma density from the AFR images. To estimate the error in the calibration process, the system was calibrated four times over a two-month period to take into account the reproducibility of the lens placement at TCC and the accuracy of marking the edges of the refractive bands. For each calibration, a constant of proportionality relating the refraction angle $\theta_{\text{ref}}$ to the radial location on the angular filter $r$ was calculated. The standard deviation in that constant was found to be $\sigma = 0.0029/\text{mm}$. This error was propagated through the analysis process and yielded a corresponding standard deviation error in the plasma density of 2%.

The reduction of an experimental AFR image to a plasma density profile includes many steps: locating the refraction bands, radially integrating the refraction angle to produce a phase, and Abel inverting the phase to produce plasma density. There is an error in the optical imaging system caused by the continuous refraction by an extended plasma around the object plane. It is difficult to estimate the contribution of each of these effects to the error. The error was therefore extracted by analyzing a synthetic AFR image created by an optical model. The optical ray-trace code FRED\textsuperscript{27} was used to assess the performance of the optical probe system and data-reduction method. FRED is a nonsequential ray-trace package that provides synthetic probe images for an assumed plasma density profile. The full diagnostic system was simulated in FRED. An analytic plasma density profile was used in the optical model to create a synthetic AFR image. This image was post-processed and the resulting plasma density profile was compared to the original to extract the error. The standard deviation of the error in a pixel-by-pixel comparison of the two profiles was 12.2%. Adding this to the error in calibration gives a total error in the plasma density calculation of ±14.2%.

It is important to register the AFR images with respect to the original position of the target surface, especially for comparing to hydrodynamic simulations. For this purpose a background shot (without the drive beams) is taken to produce a shadow of the target onto the CCD by removing the angular filter. The front surface of the target is determined by measuring the position of an alignment fiber (80-μm diameter) that is attached to the middle of the flat target on the rear surface. In this manner, any difficulty in clearly observing the front surface, which extends about a millimeter beyond the object plane, is mitigated. The fiber tip resides at TCC and is imaged sharply. With prior knowledge of the separation between the fiber tip and the front surface of the target, the position of the original surface is accurately determined within ±10 μm, near the resolution limit of the diagnostic. For spherical targets, the surface is sharply imaged and therefore directly observed without a fiducial.

The timing of the optical probe is measured with respect to the ultraviolet drive laser beams by comparison to a timing fiducial used to synchronize all laser beams on OMEGA EP. A small portion of each beam is picked off upstream of TCC and measured on a UV streak camera to compare to the fiducial on shot. The absolute calibration of the distance between these timing diagnostic signals and TCC is measured periodically with a time-resolved x-ray target diagnostic, also referenced to the facility timing fiducial. Multiple calibrations measured over several months have shown a scattering of ±20 ps. This error is taken into account when comparing to DRACO simulations by using two time steps and shading the area between $t_0 - 20$ ps and $t_0 + 20$ ps, where $t_0$ is the measured experimental timing of the optical probe.
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