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I. Begishev, C. Dorrer, and R. Roides (not pictured)]; System Science group (B. Kruschwitz and J. Kelly); Electronics group 
(W. Bittle and G. Kick); and Laser Sources group (E. Hill, A. Consentino, and G. Balonek) were involved in designing, building, 
and operating systems to support the multi-FM smoothing demonstration, with primary goals of safe operation on a NIF-like 
system and characterization of beam-smoothing performance.

The picture on the left shows Rick Roides making adjustments to the fiber front end built to support the demonstration of multi-FM 
beam smoothing on OMEGA EP. The figure on the right presents equivalent-target-plane measurements of the OMEGA EP focal 
spot after frequency conversion, propagation in a distributed phase plate, and focusing. High-contrast speckles are observed 
without smoothing by spectral dispersion, but significant beam smoothing is demonstrated with multi-FM phase modulation and 
a diffraction grating in the NIF preamplifier module.
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In Brief

This volume of the LLE Review, covering January–March 2013, features “Commissioning of a Multiple-
Frequency-Modulation Smoothing by Spectral Dispersion Demonstration System on OMEGA EP” by 
B. E. Kruschwitz, J. H. Kelly, C. Dorrer, A. V. Okishev, L. J. Waxer, G. Balonek, I. A. Begishev, W. Bittle, 
A. Consentino, R. Cuffney, E. Hill, J. A. Marozas, M. Moore, R. G. Roides, and J. D. Zuegel. In this article 
(p. 75), the performance of OMEGA EP seeded by optical pulses with high-frequency phase modulations 
is described. This demonstration includes angular dispersion by a diffraction grating, propagation and 
amplification in a NIF preamplifier module and one OMEGA EP beamline, frequency conversion, and 
beam smoothing after a distributed phase plate and focusing. Laser operation is characterized in conditions 
relevant to an implementation of multi-FM beam smoothing on the NIF to support polar drive.

 Additional highlights of research presented in this issue include the following:

• J. H. Kelly, A. Shvydky, J. A. Marozas, M. J. Guardalben, B. E. Kruschwitz, L. J. Waxer, C. Dorrer, 
E. Hill, and A. V. Okishev present modeling and simulation results describing the propagation of 
spatially dispersed frequency-modulated optical pulses. A Miró model is used to set a peak-power 
limit for multi-FM pickets, taking into account nonlinear propagation in the optical components and 
conversion of frequency modulation into amplitude modulation because of diffraction.

• C. Dorrer, R. G. Roides, R. Cuffney, A. V. Okishev, W. A. Bittle, G. Balonek, A. Consentino, E. Hill, 
and J. D. Zuegel describe the fiber front end built to support the demonstration of multi-FM beam 
smoothing on OMEGA EP.  High-bandwidth pulse shaping, multi-FM phase modulation, spectral-
amplitude compensation, chromatic dispersion compensation, and fail-safe systems have been 
implemented to provide seed pulses that meet all operational requirements.

• J. F. Myatt, R. W. Short, A. V. Maximov, and W. Seka (LLE); H. X. Vu (University of California); 
D. F. DuBois (LANL); D. A. Russell (Lodestar Research); and J. Zhang and D. H. Edgell (LLE and 
Department of Mechanical Engineering, University of Rochester) present a generalization of the 
extended Zakharov model of two-plasmon decay that includes the evolution of the electron-distribution 
function in the quasi-linear approximation. This makes it possible to investigate anomalous absorption 
of laser light and hot-electron production caused by the two-plasmon–decay instability of multiple 
overlapping electromagnetic waves.

• J. Li and J. R. Davies (LLE and Department of Mechanical Engineering, University of Rochester); 
W. B. Mori (University of California); C. Ren (LLE, Department of Mechanical Engineering and 
Department of Physics and Astronomy, University of Rochester); A. A. Solodov and W. Theobald 
(LLE);  T. Ma (LLNL and University of California); and J. Tonge (University of California) present 
particle-in-cell simulation results pertaining to cone-in-shell integrated fast-ignition experiments 
at the Omega Laser Facility, providing further evidence of the detrimental effects of pre-plasma in 
the cone. Studies of hot-electron generation from laser/pre-plasma interactions and transport show 
that the generated hot electrons are dominated in number by low-energy electrons but in energy by 
multi-MeV electrons.
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• J. E. Schoenly (University of Toronto, LLE, and Institute of Optics, University of Rochester); W. Seka 
(LLE and Institute of Optics, University of Rochester); and P. Rechmann (University of California) 
describe experiments and models relating to dental calculus ablation in human teeth using 400-nm 
laser pulses. Calculus-removal rates, microscopy, and spectroscopy after irradiation are consistent 
with tissue-specific ablation at 400 nm caused by absorption by bacterial porphyrins within calculus. 
A heuristic model for calculus ablation agrees well with observed data.
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Introduction 
Smoothing by spectral dispersion (SSD) has become a critically 
important method for smoothing laser-imprinted nonuniformi-
ties in target implosions.1 The spot shape on target is gener-
ally controlled using distributed phase plates (DPP’s), which 
effectively control the low-order beam profile but introduce 
fine-scale speckle structures that require smoothing.2 Recently, 
a new concept for a one-dimensional (1-D) SSD system was 
proposed that utilizes multiple frequencies for phase modu-
lation (multi-FM SSD).3 By carefully selecting modulation 
frequencies, resonant features that often limit the effectiveness 
of SSD systems can be eliminated. As a result, effective beam 
smoothing can be achieved with a 1-D system using a mod-
est modulation bandwidth in a frequency-conversion scheme 
that utilizes a single tripler crystal. These features allow for 
the integration of multi-FM SSD into either the OMEGA EP 
Laser System4 or the National Ignition Facility (NIF)5 laser. 

Polar-drive experiments on the NIF will require pulse 
shapes that incorporate multi-FM SSD.6 Conceptual pulse 
shapes are illustrated in Fig. 134.1. The three different shapes 
correspond to three different latitudes of the beams entering 
the NIF target chamber, with Ring 1 corresponding to higher 
latitudes and Ring 3 being nearest the equator. Beam smoothing 
using multi-FM SSD is required only during the three pickets 
at the beginning of the pulse. During the main pulse, at which 
higher power levels are required and amplitude modulation 
becomes a correspondingly greater concern, only the standard 
NIF 1-D SSD and stimulated Brillouin scattering suppression 
(SBSS) would be applied. Therefore, dynamic application of 
the multi-FM SSD bandwidth must be accommodated in the 
system design.

To demonstrate multi-FM SSD on a laser system with an 
architecture similar to the NIF, a prototype system was devel-
oped and integrated into a long-pulse beamline of OMEGA EP. 
Simulations of amplitude modulation caused by free-space 
propagation of a frequency-modulated beam in the OMEGA EP 
beamline and the design and performance of the fiber front 
end supporting multi-FM experiments on OMEGA EP are 

presented in Simulations of the Propagation of Multiple-FM 
Smoothing by Spectral Dispersion on OMEGA EP (p. 85) 
and Fiber Front End with Multiple Phase Modulations and 
High-Bandwidth Pulse Shaping (p. 98). This article describes 
the prototype system and presents results from the integration 
and commissioning on the OMEGA EP beamline. Particular 
attention is paid to the important issue of amplitude modula-
tion in the high-power beam at critical points in the system.

System Description 
The prototype multi-FM SSD front end is illustrated in 

Fig. 134.2. A fiber front end comprises two separate channels—
a main-pulse channel and a multi-FM picket channel.7 (Details 
on the phase modulation for multi-FM and other system 
specifications can be found in Table 134.I.) The main-pulse 
channel is similar to the NIF front end, including phase modu-
lation at 3 GHz for SBSS and 17 GHz for SSD, although the 

Commissioning of a Multiple-Frequency–Modulation Smoothing 
by Spectral Dispersion Demonstration System on OMEGA EP

E21263JR

100

200

300

400

500

600

0
2

Beam smoothing
on pickets is required 

to limit imprint

4 6

Main drive

8 100
N

IF
-e

qu
iv

al
en

t U
V

 p
ow

er
 (

T
W

)

Time (ns)

Multi-FM
modulation

SBSS and SSD
modulation

Ring 1
Rings 2, 3a
Rings 3b, 4

Figure 134.1
Representative triple-picket pulse shapes for polar-drive experiments on the 
NIF. The three pulse shapes correspond to beams entering the target chamber 
at different latitudes. In all cases, multi-FM smoothing by spectral disper-
sion (multi-FM SSD) is applied for only the picket pulses. SBSS: stimulated 
Brillouin scattering suppression.
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Figure 134.2
Schematic layout of the multi-FM SSD prototype front end. Red lines indicate the optical path, black lines indicate electrical trigger signals, and green blocks 
indicate laser diagnostics. PAM: preamplifier module.

Table 134.I: Specifications of the multi-FM SSD  
demonstration system.

Parameter Value

Modulation frequencies  
( f1, f2, f3)

21.165, 22.837, 31.881 GHz

Modulation indices (d1, d2, d3) 0.45, 1.04, 2.07 rad

Grating angular dispersion  
(in PAM), di/dm

381.4 nrad/Å

Spectral bandwidth 7.3 Å

Magnification, PAM  
to beamline

21.5

Temporal skew from pulse-
front tilt

229 ps

17-GHz, 1-D SSD phase modulation was not utilized for high- 
energy shots.

The two channels are fiber optically combined and injected 
into a NIF preamplifier module (NIF PAM).8 Pulses are ini-
tially amplified to the mJ level in a regenerative amplifier. The 
fiber front end also contains a system safety feature called the 
PAM trigger interrupt safety system (PTISS), which monitors 

the seed pulses and prevents emission of an amplified pulse 
from the regenerative amplifier in the event of an unsafe con-
dition.7 Upon exiting the regenerative amplifier, the beam is 
passed through an apodizer that shapes the edges of the beam 
and precompensates for spatial-gain variations in the beamline 
amplifiers. After an image relay, the beam is injected into a 
multipass amplifier (MPA), where it undergoes amplification 
to +500 mJ via four passes through a flash-lamp-pumped, 
32-mm-diam # 300-mm-long Nd:glass rod amplifier. The 
beam is angularly multiplexed in the MPA and passes through 
a spatial filter with an array of four 5.16-mm-diam pinholes 
on each pass. After accounting for magnification into the 
OMEGA EP beamline, these pinhole sizes correspond to a 
full-angle acceptance of +200 nrad in the final OMEGA EP 
beam, making them the tightest pinholes in the system.

A diffraction grating inserted into the MPA after the 
second pass of the MPA disperses the SSD bandwidth. The  
1700-lines/mm gold grating is aligned at the Littrow angle and 
mounted on a translation stage that also supports a flat mirror. 
This allows us to translate the mirror into place and operate 
the system without any angular dispersion of the SSD band-
width. Note that because phase modulation is performed in a 
fiber system, there is no pre-shear diffraction grating as found 



Commissioning of a multiple-frequenCy–modulation smoothing by speCtral dispersion demonstration system

LLE Review, Volume 134 77

in most SSD systems. As a result, the dispersing diffraction 
grating also introduces a pulse-front tilt, or temporal shear, of 
229 ps across the beam width.

After exiting the NIF PAM, the beam passes through a set 
of image relays and is injected into the OMEGA EP beamline. 
One of the image relays is adjustable to allow for fine control 
of the image plane’s position.

Two sets of beam diagnostics are provided within the multi-
FM front-end system. The front-end diagnostics characterize 
the output of the regenerative amplifier and comprise an energy 
diagnostic, a spectrometer (<5-GHz resolution), and fast photo-
detection (45-GHz response) for measuring amplitude noise. 
The Laser Sources diagnostics, characterizing the beam at the 
output of the NIF PAM, contain energy diagnostics, cameras 
that image the near-field and far-field beam profiles, a streak 
camera that measures the pulse shape, and a setup for measur-
ing the amplitude noise near an image plane of the diffrac-
tion grating.

The pulse exiting the Laser Sources Bay is injected into the 
OMEGA EP long-pulse beamline (illustrated in Fig. 134.3). 

The OMEGA EP beamline is similar to a folded version of 
the NIF beamline. The beamline is an angularly multiplexed 
system in which a pulse undergoes two passes through the 
seven-disk booster amplifier and four passes through the 
eleven-disk main amplifier. The transport and cavity spatial 
filters (TSF and CSF, respectively) are each populated with 
300-nrad full-angle pinholes to filter high-frequency spatial 
modulations on the beam. After under going full amplification 
in the beamline, the pulse exits the TSF and propagates to 
the frequency-conversion crystals (FCC’s), which convert the 
1.053-nm beam to the third harmonic. One critical difference 
from the NIF system is that the FCC’s are physically separated 
from the final focusing optics by 8 m. The final focusing optics 
include a DPP, a focusing lens (f = 3.4 m), a vacuum window, 
and a thin debris shield.

Finally, one important consideration for a frequency-
converted system with SSD is that the 1~ beam at the input 
of the frequency conversion should have a minimal amplitude 
modulation (AM). Because propagation away from the dis-
persing grating in a SSD system will convert FM to AM, it is 
beneficial to accurately image the grating to the FCC plane. 
This was accomplished on OMEGA EP by translating the 

Figure 134.3
Schematic layout of the OMEGA EP long-pulse beamline. PEPC: plasma-electrode Pockels cell.

IR
diagnostics

package

Injection
diagnostics

package

UV
diagnostics

package

G9844JR

Fold
mirror

Booster
ampli�er

IR transport
mirror(s)

UV transport
mirror(s)

OMEGA EP
target

chamber

Frequency-
conversion

crystals
(FCC’s)

Deformable
mirror

Main
ampli�er

PEPCPolarizerCavity 
end mirror

Cavity
spatial

�lter (CSF)

Transport spatial
�lter (TSF)

Phase plate,
focus lens,

and vacuum
window

Injection

Multi-FM SSD
front end



Commissioning of a multiple-frequenCy–modulation smoothing by speCtral dispersion demonstration system

LLE Review, Volume 13478

adjustable image relay in the front end (see Fig. 134.2) to shift 
the grating image plane onto the FCC’s.

Three different diagnostics packages monitor the beam 
properties at various points in the system. An injection 
diagnostic package measures the energy, pulse shape, and 
near-field beam profile of the beam prior to up-collimation 
into the beamline. At the output of the beamline, the infrared 
diagnostics package (IRDP) contains diagnostics that measure 
the energy, near-field and far-field beam profiles, pulse shape, 
and wavefront of the 1~ amplified beam. Finally, after the fre-
quency conversion, the ultraviolet diagnostics package (UVDP) 
measures the energy in the first, second, and third harmonics, 
and the near field, far field, and pulse shape of the 3~ beam. 
The UVDP also has provisions for inserting a DPP to measure 
the focal spot at an equivalent target plane.

Amplitude-Modulation Concerns
One of the key concerns with frequency modulation in 

a high-energy laser system is the generation of high peak 
intensities caused by AM. FM can be converted into AM by 
a number of mechanisms.9 Ideally, a direct AM measurement 
in the planes of all the optics would ensure that AM is within 
tolerable levels; however, this measurement would be extremely 
difficult to make. A streak camera—the deployed pulse-shape 
diagnostic—does not have sufficient resolution to accurately 
measure noise at the multi-FM SSD frequencies. Therefore, for 
this demonstration, our approach was to measure the AM in 
the front end of the system and produce a budget for further 
AM in the beamline, based on simulations where possible and 
on conservative estimates where simulation was impossible. 
This budgeting process, which resulted in a limit to the peak 
power that could be safely produced on the system, is described 
in this section along with the results.

1. Amplitude Modulation in the UV Optics
A model of multi-FM propagation in the final stages of the 

OMEGA EP system is presented in Simulations of the Propa-
gation of Multiple-FM Smoothing by Spectral Dispersion on 
OMEGA EP (p. 85).10 The model, implemented in the laser 
simulation code Miró,11 simulated a pulse with multi-FM SSD, 
beginning from the final pinhole in the TSF and propagating to 
the final UV optics at the target-chamber port. The pulse was 
assumed to be free of AM and to cleanly propagate through this 
final pinhole, and the SSD diffraction grating was assumed to 
be well imaged to the FCC plane. Amplitude modulation caused 
by the frequency-conversion process and propagation away 
from the FCC’s was simulated, and a spatiotemporal model of 
the pulse intensity was developed for each optic. From this data, 

the B-integral (RB) accumulated from the final pinhole through 
the remaining transmissive optics was calculated. To keep the 
accumulated RB below 2.0 rad, it was determined that the 
maximum 3~ power on target (in the absence of other sources 
of AM) should be limited to 1.6 TW. Note that the simulations 
were performed assuming a grating with a larger dispersion 
(1800 lines/mm) than was actually used for this commissioning. 
Using this result as a basis for setting a system performance 
limit was therefore a conservative approach.

2. Amplitude Modulation via Amplification  
in the OMEGA EP Beamline
Amplification of the broadband multi-FM pulse can lead to 

FM-to-AM conversion and therefore must be considered when 
apportioning a budget for AM in the laser chain. Specifically, 
we consider the effects of material dispersion, gain narrowing, 
and phase changes caused by the line shape of the gain medium, 
referred to as the Kramers–Kronig phase. Additional effects 
such as etaloning in the system’s optics or spectral clipping 
on the pinholes were not considered because these effects are 
specific to the optics and alignment of the particular beamline. 
A broadband, 1-D model of the IR portion of OMEGA EP, 
including material dispersion of all of the optics, the gain 
spectrum of the Nd-doped, LHG-8 glass amplifiers, and 
the phase introduced by this gain spectrum, was developed. 
Because the multi-FM spectral width is comparable to that 
of the gain spectrum of the Nd:glass, one expects that gain 
narrowing and the associated phase effects may alter both the 
power spectrum and the spectral phase of the multi-FM pulse, 
thereby producing AM.

Figure 134.4 shows the results of the model described 
above for a noise-free multi-FM pulse that is injected into the 
beamline (red). The multi-FM spectrum was created using the 
parameters shown in Table 134.I. This simulation shows that 
one can expect some FM-to-AM conversion to take place in 
the amplifier chain, producing an output pulse with amplitude 
modulation (blue). Zooming in on the modulation pattern, it 
is clear that amplification of the FM pulse in the OMEGA EP 
laser chain will lead to about a 10% peak-to-mean modulation 
on the pulse as a result of the effects considered in the model. 
This amount of AM must be included in the modulation budget 
as will be discussed in the following section.

3. Peak-Power Specification and AM Budget
A budget to allow for a reasonable level of AM accumulation 

in the OMEGA EP Laser System was developed to specify a 
peak power. The 1.6 TW determined from the Miró model of 
the final optics was used as a starting point, and allowances 
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Figure 134.4
Result of a simulation of amplitude modulation in a 1~ pulse introduced by amplification in the OMEGA EP beamline.

Table 134.II:  Amplitude modulation budget and peak-power specification.

Allowance Resulting Peak Power

B-integral in UV optics (Miró model) — 1.6 TW

AM in front end 15% peak to mean —

AM introduced in beamline 10% peak to mean —

Other “technical” sources of AM 20% peak to mean —

Root-sum-square total 27% 1.17 TW

Safety margin 28% 0.85 TW

were made for other sources of AM. The first of these was 
AM arising in the beamline (via dispersion, gain narrowing, 
and the Kramers–Kronig phase), as discussed in Amplitude 
Modulation via Amplification in the OMEGA EP Beamline 
(p. 78). The second was AM arising from “technical” sources 
of AM that cannot be predicted via simulation. These include 
AM arising from etalons, loss of spectrum from clipping on 
pinholes, etc. Finally, an allowance was made for residual 
AM in the front end. These sources of AM were assumed to 
contribute incoherently and were root sum squared to form an 
overall budget. Finally, a safety margin was applied to allow for 
both model uncertainties and energy instability in the system. 
A summary of the AM budget is shown in Table 134.II.

The result of the budgeting process is that the maximum 
UV on-target power for which OMEGA EP will utilize the 
multi-FM SSD system is 0.85 TW.

System Integration and Commissioning
1. Spectral Dispersion Concerns in the PAM Spatial Filters

One of the key concerns in limiting AM in the SSD system 
is to ensure that the spectrum, which is dispersed in the far 

field as a result of dispersion from the diffraction grating, 
cleanly passes through the pinholes of the system. The limit-
ing pinholes in the system are in the multipass amplifier in the 
NIF PAM, i.e., the first pinholes after the diffraction grating. 
Therefore, the dispersion of the grating was selected to ensure 
that the beam can propagate through these pinholes without 
spectral clipping. To evaluate this, the far-field camera in the 
Laser Sources diagnostics (see Fig. 134.2) was used to image 
the dispersed spectrum at the output of the PAM and compared 
to the expected spectrum resulting from the multi-FM modula-
tion. The result is shown in Fig. 134.5.

Inspection of the plot in Fig. 134.5(b) clearly shows that all 
the significant sidebands of the modulation spectrum can be 
observed in the output beam and therefore are not being clipped 
in the pinholes. In fact, under perfect alignment conditions, the 
pinhole cutoff frequency is given by

 ,f c
d d

/

0
2

1 2
cutoff

gratingm i m

i
=

_ i
 (1)
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where i1/2 is the acceptance half-angle of the spatial filter 
(2.07 mrad for the spatial filter with a 1.249-m-focal-length 
lens and 2.58-mm-radius pinhole), (di/dm)grating is the angular 
dispersion of the diffraction grating (given in Table 134.I), and 
m0 is the central frequency of the seed source (1053.044 nm). 
The result is an ideal cutoff frequency of 146 GHz, significantly 
higher than the highest signal frequency shown in Fig. 134.5. In 
practice, the pinhole cutoff will be somewhat lower because of 
misalignment into the spatial filters and between the multiple 
passes through the MPA. Finally, noise measurements on the 
beam at the output of the MPA in the Laser Sources diagnostics 
have confirmed that the AM is below the 15% peak-to-mean 
allowance in Table 134.II (see Fig. 134.34).

2. Commissioning on OMEGA EP
The commissioning process on OMEGA EP proceeded 

by initially activating without dispersion of the modulation 
bandwidth, by removing the diffraction grating from the beam 
path in the NIF PAM and inserting the mirror (see Fig. 134.2). 
Each of the two channels (the multi-FM SSD channel and the 
main-pulse channel) was introduced individually. Initial shots 
were taken just within the Laser Sources Bay to confirm stabil-
ity and acceptable beam quality and to develop configurations 
to produce the appropriate energies. Subsequent shots energy 
ramped the system first just to the beamline output. Finally, a 
UV energy ramp to the system limits was undertaken and the 
picket and main channels were combined. After full-system 
performance was demonstrated, the diffraction grating was 
inserted and the system was methodically ramped to full per-
formance. Only the final results are presented herein.

Results from a UV shot near the 0.85-TW system limit using 
a triple-picket pulse applied to the multi-FM channel (no main 
pulse) are shown in Fig. 134.6: the near-field beam profiles at 

the injection [Fig. 134.6(a)]; beamline output [Fig. 134.6(b)]; 
and the UV output [Fig. 134.6(c)]. The beam quality as shown 
is comparable to a typical performance on this beamline with 
the narrowband OMEGA EP front end. The UV pulse shape, 
calibrated to on-target power [shown in Fig. 134.6(d)], indicates 
that the shot did, in fact, achieve a peak power of >0.8 TW. 

The far-field intensities measured on a multi-FM picket-
only shot are plotted in Fig. 134.7. The measured focal spot at 
the beamline output, from the far-field camera in the IRDP, is 
shown in Fig. 134.7(a). A lineout of this image along with the 
simulated dispersion of the modulation spectrum is shown in 
Fig. 134.7(b). The same measurements at 3~ from the UV far-
field camera are shown in Figs. 134.7(c) and 134.7(d). Note that 
the wavefront error accumulated in the beamline has broad-
ened these focal spots, making the different sidebands of the 
1~ spectrum difficult to distinguish in the IR far-field image. 
The width of the focal-spot lineout is consistent, however, with 
the width of the simulated spectrum, providing evidence that 
the spectrum is not clipped by propagation in the beamline.

The 3~ spectrum is by design very complex with a large 
number of closely spaced sidebands approximating a quasi-
uniform modulation spectrum. As a consequence, the far field 
approximates a continuously blurred version of the narrowband 
far-field profile, with the blurring applied in one dimension. 
Note in Fig. 134.7(d) that the width of the far field is consistent 
with the width of the modulation spectrum, indicating that the 
full spectrum was frequency converted. 

In addition to the triple-picket pulse shape shown in 
Fig. 134.6(d), a variety of other pulse shapes have been used 
with the multi-FM SSD source in the process of commis-
sioning. The sample shown in Fig. 134.8 includes a narrow 
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150-ps picket [Fig. 134.8(a)], a series of three 650-ps pickets 
[Fig. 134.8(b)], and a 2-ns square pulse at the system power 
limit [Fig. 134.8(c)].

3. Demonstration of Beam-Smoothing Performance
Upon completion of the commissioning of the multi-FM 

SSD demonstration system on OMEGA EP, an experiment was 
performed to demonstrate the resulting beam smoothing. A 
DPP, designed to produce a super-Gaussian spot with a 1.1-mm 
diameter at the target plane, was mounted in the UV diagnostics 
path. In this configuration, the UV far-field camera measures 
the fluence distribution in an equivalent target plane. For this 
experiment, a single 650-ps picket pulse was used.

A baseline measurement was first made with the narrow-
band main-pulse source (with only the 3-GHz SBSS band-

width applied). To eliminate any dispersion of even this low 
bandwidth, the PAM diffraction grating was not used and was 
replaced with the mirror. The resulting target-plane intensity 
distribution is shown in Fig. 134.9(a). Lineouts through the 
center of the beam in both the horizontal and vertical direc-
tions [shown in Fig. 134.9(b)] indicate a high speckle contrast. 

A smoothed beam profile was measured using the identical 
pulse shape formed with the multi-FM picket seed source. The 
diffraction grating was reinserted into the beam path in the 
PAM to provide dispersion of the bandwidth. The smoothed 
target-plane intensity distribution is plotted in Fig. 134.9(c) and 
the corresponding lineouts in Fig. 134.9(d). The effect of SSD 
on the beam profile is clear, with the smoothing being more 
effective in the horizontal (dispersion) direction, as expected 
in a 1-D SSD system.
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Conclusion
A prototype multi-FM SSD demonstration system has been 

successfully commissioned on a long-pulse beamline of the 
OMEGA EP Laser System. The system utilizes a fiber-based 
front end with a NIF PAM to deliver dispersed, phase-mod-
ulated pulses to the beamline, where the beam is amplified, 
converted to the third harmonic, and focused on the target 
after a DPP. A 0.85-TW limit for the peak power delivered to 
the target using the multi-FM SSD system was derived from a 
combination of simulating pulsed beam propagation through 
the UV optics, modeling the beamline gain processes, and bud-
geting for other potential sources of amplitude modulation. The 
multi-FM system was operated up to the system power limit 
using a variety of pulse shapes, and no evidence of spectral loss 
or beam degradation was observed on the available diagnostics. 
The beam-smoothing improvement obtained with the multi-FM 
SSD system was characterized using equivalent-target-plane 
fluence-profile measurements.

Since commissioning on OMEGA EP, the multi-FM system 
has been used in a number of target campaigns with the goal 
of validating the predicted effect on target physics. This work 
is ongoing, and the system will continue to provide useful data 
critical to future OMEGA EP experiments and potentially 
future polar-drive fusion experiments.
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Introduction
Smoothing by spectral dispersion1 (SSD) is a technique that, 
when coupled with the use of a distributed phase plate (DPP), 
smoothes on-target laser illumination. The principle is shown 
in Fig. 134.10. Frequency modulation (FM) at a frequency 
~M is applied to the laser beam. After transiting a diffraction 
grating, the beam is angularly deflected at ~M as its instanta-
neous frequency varies. In the far field of the beam, where the 
target is positioned, the focal spot is laterally deflected. If the 
deflection is sufficiently greater than the far-field feature size of 
a DPP located before the focusing lens, significant smoothing 
is obtained on a time-averaged basis.

The selection of the appropriate ~M, grating dispersion 
di/dm, asymptotic smoothing time xasymp, and DPP feature 
size is subject to an optimization that depends on the target 
hydrodynamics and the particular Legendre modes to be 
reduced.2 For the work described here, three simultaneous 
modulation frequencies were optimum,3 therefore the “multi-
FM” nomenclature.

Simulations of the Propagation of Multiple-FM Smoothing 
by Spectral Dispersion on OMEGA EP

The actual implementation of SSD puts the modulator(s) and 
the grating in the front end of the laser where the apertures and 
energies are small, thereby avoiding optical-damage issues and 
the high cost of large specialty optics such as gratings. This 
requires, however, the propagation of dispersed FM beams 
through the amplifier and frequency-conversion sections 
of the laser. Conversion of this dispersed FM to amplitude 
modulation (AM) becomes a concern, particularly in the high-
energy/high-intensity sections of the laser. There are numerous 
mechanisms for the conversion of FM to AM,4 particularly in 
fiber components. The conversion of FM to AM inherent in 
free-space propagation is the mechanism of exclusive concern 
in this article. 

FM-to-AM Conversion from Free-Space Propagation
1. Geometrical-Optics Model

Undispersed FM beams, by definition, have no AM. This 
condition is readily seen by examining the Bessel-function 
expansion of a single-tone FM signal,5 E(t):
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where Jn is the nth-order Bessel function, d is the modulation 
depth, ~0 is the optical frequency, ~M is the modulation (tone) 
frequency, and A is a constant. Taking the magnitude of Eq. (1) 
leads to KE(t)K = A. Note that this result depends critically on 
maintaining the phase relationship6 of each sideband in the 
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Bessel-function expansion. This result may be readily extended 
to two-tone modulation:
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and so on for multitone modulation. The result is the same: as 
long as the sideband phases are maintained, there is no AM.

The effect of diffraction from the grating is to introduce 
a dephasing of the sidebands that depends on the sideband 
frequency, the dispersion of the grating, and the distance from 
the grating plane. Rewriting Eq. (1) with the grating disper-
sion in the y direction of a beam propagating in the z direction 
included yields
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with the z direction taken along the propagation direction of 
the fundamental frequency (n = 0, z = 0 at the grating), j and 
k being the unit vectors in the y and z directions, the r vector 
being the distance from the grating to a point on the beam at 
coordinates (y,z), and in being the propagation angle of the  
nth sideband. The angle in is given by

 .nd
d

n Mi ~=
~
i

 (5)

Equation (3) demonstrates that for any finite distance from the 
grating, the sideband n becomes dephased from the pure-FM 
phasing by the quantity kn • r. 

In the case of two-tone modulation, Eq. (3) becomes
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where kn,m • r is given by
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and so on for multitone modulation.

Because this dephasing is a function of r, it leads to not 
only temporal AM but also spatial AM. Chuang7 developed an 
analytic expression for the spatiotemporal AM from a single 
modulator in the geometrical-optics approximation. In the case 
of free-space propagation, the intensity I(y,z,t) in a plane at a 
distance z from the grating is given by7
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where I0 is the intensity at the grating plane (assumed to be at 
z = 0) and y0 is the y location of the ray being traced at z = 0. 
Note that since the beam has not yet propagated any distance, 
I0 will have no SSD-induced time variation or y- (dispersion) 
direction variation. The quantity b is the grating-induced shear 
in radians per unit transverse length in the dispersion direction 
at the modulation frequency ~M. A straightforward calculation 
of the shear8 yields
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The result in Eq. (9) is valid where diffraction effects are 
negligible. Since some regions of I0 will have positive phase 
curvature (i.e., be focusing), there will exist a critical distance 
zr at which the intensity goes to infinity (i.e., a caustic exists) in 
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the geometrical-optics approximation and Eq. (9) is no longer 
valid. This is trivially seen by inspecting the denominator in 
Eq. (9). At

 z zr

k
2

0
= =

db
 (11)

the denominator of Eq. (9) is equal to zero where the sine 
function is equal to –1. The distance zr is termed the “criti-
cal distance.”

It is more physically intuitive to derive this result from a 
wavefront curvature standpoint. This is shown in Fig. 134.11. 
From Eq. (4) we may write the expression for the wavefront 
in terms of either the phase z or the optical path difference 
(OPD) z as:
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The critical distance zr is calculated by applying the expression 
for the radius of curvature of an arc at the point ~Mt + by = –r/2 
where the wavefront is focusing:
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Inserting the expression in Eq. (12) for the OPD z into 
Eq. (13) yields
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for the critical distance. The critical distance zr plays the same 
role as a focal length in geometrical optics. As such, the usual 
geometrical-optics formulae may be applied to it. 

For distances z < zr ,  the model in Eq. (9) can be used to visu-
alize the spatiotemporal modulation related to the propagation 
of SSD. The case of a 1.054-nm-wavelength, 0.75-ns # 10-cm 

FWHM (full width at half maximum) Gaussian pulse modu-
lated at 10 GHz, d = 4 rad with 60-Å/nrad dispersion is shown 
in Fig. 134.12. Note that a similar plot of the intensity versus 
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Schematic of the calculation of the critical distance zr ,  from the local radius 
of curvature of the phase front. The usual formula for the curvature of an 
arc is applied to the expression for the optical path difference (OPD) at the 
location of positive phase curvature or ~Mt + by = –r/2.
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x,t rather than y,t would show no modulation. It is worth noting 
that for this particular example, z = 2000 cm and zr = 6800 cm; 
therefore the geometrical-optics condition for validity is well 
satisfied. The ratio of z/zr + 0.3 is typical of the ranges of inter-
est for large laser systems. Figure 134.13 displays lineouts in 
the temporal and spatial dispersion directions. The intensifica-
tion relative to the unmodulated beam becomes of concern in 
those regions of a laser where the beam is close to the coating-
damage, self-focusing, or stimulated-scattering limits.

From Eq. (9) an expression may be written for the normal-
ized peak-to-valley amplitude modulation a, assuming that the 
slowly varying envelope is removed:

 .z
I I

I I

k
z

2
2

max min

max min

0

2

a = =
- db

+
_ `i j  (15)

From Eq. (15) it is seen that the normalized peak-to-valley 
modulation, in the geometrical-optics limit, is proportional 
to the propagation distance z, the modulation index d, and the 
square of the shear b.

2. Linear-Dispersive-Filter Model
Hocquet et al.9 developed a similar metric termed a “distor-

tion criterion” for temporal AM caused by SSD propagation 
away from a grating. Starting with the concept of free-space 
propagation as a linear dispersive filter,10 the temporal Fourier 
transform of the electric field, E(z,~), at a distance z from a 
grating is written as

 , , ,E z E H z0~ ~ ~=_ _ _i i i  (16)

where H(z,~) is a Fourier-domain transfer function. In the 
case of a grating, this transfer function is a phase-only filter. 
The phase can be expanded in a Taylor series in ~ of which 
the quadratic component z2, the quadratic spectral phase, is 
the first term of interest for AM calculation. Assuming z2 is 
small, the transfer function is written as
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Substituting Eq. (17) into Eq. (16) and using Eq. (1) for E0(~) 
and then inverse transforming and taking the magnitude of the 
resulting inverse transform yields
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Hocquet defines the “distortion criterion” a as in Eq. (15). The 
values of Imax and Imin obtained by substituting !1 for the 
extrema of the cosine function in Eq. (18) lead to 
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Substituting Chanteloup’s11 expression for the quadratic part 
of the spectral phase z2(z) at y = 0, the center of the beam, 
into Eq. (19) yields
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where a grating at Littrow angle i0 and a linear groove density 
of N per unit length have been assumed. Applying the expres-
sion for the dispersion of a grating at the Littrow angle
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in Eq. (10) and substituting ,k c0 0~=  Eq. (20) is seen to be 
identical to Eq. (15), which is Chuang’s result.7 The geometri-
cal-optics and linear-dispersive-filter models, using completely 
different approaches, lead to the same result for the normalized 
peak-to-valley amplitude modulation. We choose to continue 
with Chuang’s result since it provides a spatiotemporal descrip-
tion of the pulse intensification resulting from SSD propagation 
that may be readily compared to numerical models.

3. B-Integral Considerations
The so-called B- or “breakup” integral is an important 

measure of the transverse stability of a high-intensity beam. 
Physically, it is the integral of the local phase pushback in 
radians caused by propagation of the beam through media of 
thickness L with a positive |3. By definition, it is

 , , , ,B I x y z t zd
L2

_ c
m
r

0
_ i#  (22)

where c is a characteristic of the material.12 In large laser sys-
tems, values of B in excess13 of 2.0 to 2.2 rad between spatial 
filters can lead to catastrophic small-scale self-focusing of the 
beam. Laser-performance limits, particularly for temporally 
short pulses that do not experience significant gain saturation, 
are determined by the requirement to limit B. This is known 
as the “peak-power limit.”

During laser design, the B-integral is calculated using the 
average local intensity; that is, transverse small-scale features 
that would be eliminated in a spatial-filtering operation are 
averaged out prior to computing B. In a system with SSD 
applied, the pinholes are carefully sized to ensure passage of 
the dispersed beam (at least to the Carson14 limit = 2d~M) 
through the system. The local intensification on any optical 
component induced by the propagation of SSD therefore needs 
to be carefully included in the calculation of the system’s 
peak-power limit.

Modeling
LLE’s OMEGA EP laser is a multipass-architecture laser 

similar to that of the National Ignition Facility (NIF)15 with 
important differences to optimize it for its primary mission of 
radiography of cryogenic implosions on the OMEGA laser16 
and separate flat-target experiments. The laser is shown sche-
matically in Fig. 134.14. The multipass cavity formed by the 
end mirror and the deformable mirror is identical to that of 
the NIF. The input–output arm containing the booster ampli-
fier is different, however, than that of the NIF. Because the 
beam-path distance to OMEGA EP’s UV target chamber is 
significantly shorter than that to the NIF’s (80 m versus +140 m 
from the fold mirror to the target), the transport spatial filter is 
shorter. OMEGA EP’s frequency-conversion crystals (FCC’s) 
are located 8.1 m in front of the f/6.5, UV focus lens with a 
3.4-m effective focal length. The most-damage-threatened 
component, the 4.0-cm-thick fused-silica vacuum window, is 
located 25 cm downstream of the focus lens in the converging 
beam. The distributed phase plate (DPP) is located 20 cm in 
front of the focus lens.

Unlike on the NIF, the 11-mm-/9-mm-thick, type-I/type-II, 
KDP/KD*P frequency-conversion crystals are located on the 
floor upstream of the focus lens. The IR input polarization is 
vertical. The SSD dispersion direction is in the sensitive direc-
tion of the doubler (horizontal) at the FCC’s.17 The sign of the 
dispersion is chosen to compensate the frequency detuning18 
at the FCC’s. A more-optimal choice, in terms of conversion 
efficiency, would have the dispersion direction in the sensitive 
direction of the tripler. The two UV transport mirrors imme-
diately following the UV diagnostic beam splitter (DBS) are 
dichroic and strip residual 1~ and 2~ light from the beam so 
that only UV light is delivered to the focus lens.

Frequency conversion is an intensity-dependent nonlinear 
process that can increase amplitude modulation, particularly 
if operating in an unsaturated input intensity regime like the 
11-mm-/9-mm-thick OMEGA EP FCC’s. Since amplitude 
modulation from SSD propagation is minimized at the actual 
SSD grating and its image planes, the FCC’s are located at a 
grating image plane. In the simulation, this is accomplished by 
translating the SSD grating in the front end of the system in the 
axial direction to make use of the large longitudinal magnifica-
tion19 M + 400 (M = m2, where m is the lateral magnification) 
of the system to shift the image. Magnification differs in the 
horizontal and vertical directions at least in part because of 
the large number of multipass tilted slabs.20 Detailed ray-trace 
models of the system were used to set the SSD grating image 
on the FCC’s.
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The multi-FM temporal pulse shape consists of one to three 
“pickets” in front of a main compression “drive” pulse. A typi-
cal shape is shown in Fig. 134.15. Multi-FM SSD is applied to 
only one or more of the pickets; the system is capable of apply-
ing 17-GHz, single-FM SSD modulation to the drive pulse.21 
Although the available 17-GHz, single-FM SSD was not applied 
to the drive pulse for the majority of the demonstration shots, 
d = 5.5 of 3.0-GHz stimulated Brillouin scattering suppres-
sion (SBSS) modulation was applied to the drive pulse for all 
the demonstration shots. The bulk of the on-target smoothing 
benefit is obtained prior to the second picket.2 The pickets 
themselves have a UV FWHM of 150 ps.

The pickets shown in Fig. 134.15 are temporally short 
(150-ps FWHM in the UV, +175 ps in the IR) compared to 
the main pulse. Because of their short pulse width, as these 
pickets increase in energy, they represent a peak-power threat 
to the system rather than an optical coating damage–fluence 
threat. It is therefore necessary to calculate the maximum 
B-integral attained at any spatiotemporal point in the pulse 
to assess the threat to the system. In order to do that for the 
complicated actual case of three modulators and laser system 
components including frequency conversion, the propagation 
code Miró is used.

Miró is a comprehensive laser design and simulation code 
developed22,23 at CEA/CESTA, France. Miró models typical 
high-peak-power laser components and operations such as (but 
not limited to) free-space propagation, amplifiers, frequency 
converters, and gratings. Consistent with the progressively 
increasing levels of sophistication in the typical design process 
of high-peak-power lasers, Miró offers increasing levels of 
modeling sophistication in the form of “modes” of calculation 
starting with basic one-dimensional (1-D) ray tracing up to full 
diffraction calculation that includes broad-spectrum propaga-
tion with group-velocity dispersion.

For these simulations of multi-FM SSD, Miró’s “broad spec-
trum” mode and “inhomogeneous wave” grid transformation 
are used to render the problem computationally tractable. (For 
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more details, refer to the Miró V5f Reference Manual.24) To 
ensure that the SSD model was being set up correctly in Miró, 
the analytical case of Chuang in Fig. 134.13, was first simulated. 
The results are shown in Fig. 134.16. The close agreement 
between the Miró prediction and the analytical treatment of 
Chuang gives confidence that the Miró SSD model has been 
constructed correctly and can be confidently used to predict 
AM in the region where z < zr .

Since the expected picket energies are low (+100 J) and 
the beam areas are large (+1200 cm2), the picket fluence 

(+0.08 J/cm2) is low compared to the equivalent (beam-normal) 
saturation fluence of the system (+5.7 J/cm2). The pickets are 
therefore in the small-signal–gain regime and their highest 
intensities are attained after the booster (final) amplifier, which 
has a small-signal gain of +6. The highest B-integral, which 
is essentially an intensity/length product, is in the section of 
OMEGA EP downstream from the transport spatial filter to the 
target with the most-threatened component being the vacuum 
window on the target chamber. The relevant part of OMEGA EP 
is shown in Fig. 134.17.

The three modulation frequencies applied to the beam are 
detailed in Table 134.III. These modulation frequencies and 
their modulation depth have been chosen for optimal smooth-
ing.25 If the grating-induced beam shear across the nominal 
w = 35-cm beam width is given by

 ,tant cw
2

iD = ^ h  (23)

where i is the angle of incidence on the grating (assumed to 
be at Littrow), then writing tan(i) in terms of the dispersion 
di/dm yields

 t 360 ps
w
c d

d
D = =

m
m
i

 (24)

for the temporal shear introduced by an 1800-lines/mm dif-
fraction grating.

The phasing of the modulators in the Miró model is impor-
tant to ensure that the maximum intensification is calculated. 
The 22.8- and 31.9-GHz modulators impart the most bandwidth 
to the beam and therefore the most local phase curvature. These 
modulators have a 9.1-GHz frequency difference, so near-
maximum local wavefront curvatures can be expected in any 
pulse longer than +110 ps. For this reason the modulators are 
modeled as co-sinusoidal modulators with zero relative phase 
and t = 0 is centered on the picket.
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Table 134.III: FM parameters for the multi-FM SSD system  
on OMEGA EP.

Modulator 1 2 3

Frequency (GHz) 21.165 22.838 31.881

IR modulation depth (radians) 0.450 1.040 2.071

IR bandwidth (Å) 0.7 1.8 4.9

IR dispersion (nrad/Å) 29.3 29.3 29.3

b (m–1) 136.9 147.7 206.3

zr (m) 707.9 263.1 67.8
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To minimize amplification of AM in the frequency-conver-
sion process, the SSD grating was carefully imaged onto the 
FCC’s.26 The component located the farthest from the image 
plane of the grating will experience the greatest intensification 
as a result of propagation. From Fig. 134.17 it is clearly seen 
that these components are the IR diagnostic beam splitter and 
the transport spatial filter’s (TSF’s) output lens upstream of 
the image plane and the vacuum window downstream of the 
image plane. The TSF output lens is +17 m from the image 
plane. When calculating the expected intensification, it is use-
ful to first estimate how close the caustic is approached. To do 
that, the concept of critical distance zr must be extended to a 
multifrequency-modulated beam. Recall from the discussion 
surrounding Fig. 134.11 that zr is the radius of curvature of 
the wavefront caused by one modulation. At points in space 
and time where the frequency modulations are in phase, the 
resulting phase curvature is the sum of the individual phase 
curvatures. The thin-lens law27 for two thin lenses in contact 
may be applied to add the phase curvatures where 1/f is the 
power of a lens of focal length f

 
f f f
1 1 1

f1 2

1

total3
+ + =  (25)

to obtain

 ,z z z
1 1 1
, , ,r r rz1 2

1
total,r 3

+ + =  (26)

where zr,i is the critical distance corresponding to the ith 
modulation. Using Eq. (26) it is immediately found that 
zr,total for this system is 50.1 m and the TSF output lens, 17 m 
from the image plane, is far from the caustic and in the region 
(z/zr + 0.34) where the Miró SSD model has been tested.

The vacuum window is in the UV section of OMEGA EP. 
The critical distance for the UV beam is required. Recall from 
Fig. 134.11 that

z
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because the propagation vector k0 triples after tripling to the 
UV (k0,UV = 3k0,IR), the modulation index d is increased by a 
factor of 3 (dUV = 3dIR), and the grating-induced shear in radi-
ans b at the modulation frequency is unchanged (bUV = bIR). 
Equation (27) implies that for a single modulation, zr is 
unchanged under frequency conversion. This is expected since 
the local wavefront radius of curvature is not expected to be 
changed by frequency conversion.28 By Eq. (26) this also holds 

G9737JR

Target
mirror

IR HR 6
mirror

IR
DBS

TSF
output
lens

IR HR 5
mirror

IR HR 4
mirror

0.9 m
0.2 m

2.5 m

3.5 m

1.0 m End
mirror

FCC
(image plane)

UV
DBS

UV total = 8.5 m

IR total = 17.0 m

2.5 m

3.4 m

9.9 m

1.2 m

0.25 m

DPP
Focus
lens

Vacuum
window

Virtual
vacuum
window

Figure 134.17
The modeled part of OMEGA EP with IR and UV beam patterns 
plotted in red and blue, respectively. The most-threatened component 
is the vacuum window on the target chamber. DBS: diagnostic beam 
splitter; DPP: distributed phase plate; FCC: frequency-conversion 
crystal; TSF: transport spatial filter; HR: high reflector.



SimulationS of the ProPagation of multiPle-fm Smoothing by SPectral DiSPerSion on omega eP

LLE Review, Volume 134 93

for ztotal. The vacuum window is located a physical distance 
of 8.5 m from the image plane and is therefore also far from 
the caustic and in the region where the Miró SSD model has 
been tested.

A screen shot of the Miró model used for these simula-
tions is shown in Fig. 134.18 with the source shown in the 
lower left. The modeled beam was temporally 450 ps long 
and had an experimentally measured temporal profile. This 
is longer than the actual pickets propagated in the system and 
was chosen to ensure that multiple cycles of all three modula-
tors were at the maximum intensity of the pulse shape. The 
spatial shape of the 1~ beam was a 20th-order, square super-
Gaussian with 35-cm FWHM. The grid size for these simula-
tions was ( ),x y u16 384 1024# # # #  where y is the dispersion 
direction and u is the “inhomogeneous wave”29 transformed  
grid coordinate.

The IR phase modulators and the reflection grating used in 
the model to disperse the beam are in the lower left. To reduce 
the model’s complexity and therefore computation time, the 
model’s phase modulation and SSD dispersion were applied at 
the 40-cm aperture (35-cm-sq beam). This required a model 
grating with 289.57 lines/mm used at its Littrow angle of 
8.78° for m = 1.054 nm. The distance in the model from the 
reflection grating to the cavity end mirror was adjusted to 
ensure the grating was imaged onto the mid-plane of the FCC’s.

Although the booster amplifier disks are included in the Miró 
model for future work, they are modeled as zero-B-integral, 

unity-gain optics to reduce computation time. The main laser 
cavity, including the cavity spatial filter (CSF), is modeled as a 
two-pass instead of the actual four-pass to model the imaging 
of the cavity while again reducing model computation time. All 
components in this early part of the laser have their nonlinear 
coefficient c set to zero. All components from the TSF pinhole 
onward have their c’s specified to ensure B is accurately calcu-
lated. The c’s for the optical materials in OMEGA EP at their 
use wavelengths are detailed in Table 134.IV.

Three components have more than one wavelength on them 
simultaneously: the KDP doubler, the KD*P tripler, and the 
fused-silica UV diagnostic beam splitter. The IR B contributed 
by the doubler consists of the B as a resuslt of the IR beam 
itself and the cross-phase-modulation contribution caused by 
the 2~ beam on the IR beam. Similarly, its 2~ B contribution 
is the B attributed to the 2~ beam itself plus the cross-phase–
modulation term contribution attributed to the IR beam. Where 
there are three wavelengths present as in both the tripler and 
the UV diagnostic beam splitter, the calculation is generalized 
for three waves. The actual calculation proceeds by finding the 
temporal maximum of the intensity and then calculating the 
B through the crystal by a split-step method.

The preceding calculates the contribution of the particular 
crystal to the B-integral. The B-integral at each harmonic 
does not start at a zero value and must be initialized.30 For the 
doubler, the conservative assumption is made that the initially 
small divergence added to the fundamental frequency beam 
by nonlinear ripple growth (B) is completely transferred to 
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the harmonic beam(s). By this assumption the initial B of 
the second harmonic (2~) is simply set equal to the B of the 
fundamental beam.

The case of frequency tripling, which involves the mixing 
of two different frequencies, is more complicated. In this case 
Miró makes use of a phenomenological expression for the 
transmission T of a spatial filter31 as a function of the B-integral 
B, and an experimentally determined “noise parameter” f, for 
the system under consideration:32

 .coshT B B B1 1 2 22
2-= + +f^ _ ^h i h: D  (28)

The loss L in transiting the spatial filter is from Eq. (27):

 .coshL B B B1 2 22
2= + +f^ _ ^h i h: D  (29)

Miró postulates that these losses, weighted by frequency 
(energy), are conserved in frequency conversion. This is 
roughly equivalent to postulating that the energy-weighted 
modulations on the beams to be mixed appear on the harmonic. 
Mathematically, the equation
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is solved numerically for B3~, given B1~ and B2~.

The focus lens is modeled as a 4-cm-thick plane-parallel 
plate of fused silica. The vacuum window is located 25 cm 
downstream of the 3.4-m effective-focal-length focusing lens 
in the converging beam. This portion of the UV system can 
be efficiently modeled by making use of the Talanov33 trans-
formation. To determine the beam modulation on the vacuum 
window, the beam is propagated the transformed distance 
zl with coordinates ,x yl l_ i given by
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z

1-
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z
l  (31)
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- zl l_
`

i
j

 (32)

This transformation yields the beam profile at the vacuum 
window by propagating the 40-cm aperture beam zl = 27 cm 
instead of z = 25 cm. Since only the resulting increase of the 
B-integral is of interest, rather than applying the transverse grid 
transformation in Eq. (32), the value of c for the vacuum win-
dow was simply increased by the square of 1/(1–z/f) to model 
the beam area’s reduction and therefore intensity increase. This 
changed the value of c from 3.88 # to 4.52 # 10–7 cm2/GW.

An additional complication of the model is the presence 
of the DPP 20 cm in front of the focusing lens. The DPP’s 
spatial-phase modulation will itself be converted into spatial-
amplitude modulation by propagation. The DPP’s spatial 
phase will add and subtract from the SSD-induced phase in 
a complicated way. In the worst case, converging phase fea-
tures from SSD and the DPP will increase the intensification. 
The DPP used for the OMEGA EP demonstration experi-

Table 134.IV:  Nonlinear coefficients (c) for OMEGA EP components.

Component Wavelength Material Thickness (cm) c (cm2/GW)

TSF output lens IR fused silica 5.6 2.7 # 10–7

Diagnostic beam splitter IR fused silica 1.0 2.7 # 10–7

KDP doubler IR and 2~ KDP 1.1 2.5 # 10–7

KD*P tripler IR, 2~, and UV KD*P 0.9 3.0 # 10–7

Diagnostic beam splitter IR, 2~, and UV fused silica 1.0 3.88 # 10–7

Distributed phase plate UV fused silica 4.0 3.88 # 10–7

Focus lens UV fused silica 4.0 4.00 # 10–7(a)

Vacuum window UV fused silica 4.0 4.86 # 10–7(a)

Free space IR or UV air various 5.0 # 10–10

(a)The component values have been increased to account for other effects.
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ments was designed at LLE34 to produce a 1.1-mm-diam 
focal spot. Adequately resolving the phase features gener-
ated by this optic required very large spatial-grid resolutions 
(>1024 # 1024). Over the 47 cm of equivalent propagation 
distance from the DPP to the vacuum window, no caustics 
are generated. A simulation generated by propagating the 
design phase map of the DPP over the distances in question 
is shown in Fig. 134.19. In the absence of any other modu-
lation, the peak intensity increase caused by modulation 
from the DPP on the focus lens and the vacuum window 
would be 3.2% and 7.6%, respectively. As a zero-order 
approximation to the effect of the DPP on B, the c’s for the 
focus lens and the vacuum window were further increased 
by 3.2% and 7.6%, respectively, to 4.00 # 10–7 cm2/GW and 
4.86 # 10–7 cm2/GW.

Results
The temporal shape used in the model is shown in 

Fig. 134.20, along with the modulators’ waveform. This shape 
was taken from an early measurement of one of the IR pickets 
in the front end. The pickets generated for the OMEGA EP 
demonstration shot campaign were closer to Gaussian with 
a shorter (+150-ps) temporal width. The advantage of wider 
pickets for these simulations is to ensure that the peak temporal 
intensity extends over the time the modulators are co-phased. 
Since OMEGA EP operates in the small-signal regime for 
these pickets, it is an excellent representation of the picket at 
the TSF lens output. 

The B-integral as a function of distance from the FCC’s for 
the maximum power determined by a B-integral limit equals 
2.0, as shown in Fig. 134.21. The UV B-integral starts at 0.5 rad 

at the FCC’s largely because of the IR contribution from the 
TSF output lens and the IR DBS. This result was obtained by 
adjusting the peak input intensity until a B-integral of 2.0 was 
obtained. This was achieved at a peak UV power measured 
at the vacuum window of 1.6 TW, which represents an upper 
bound for the picket power.

This result is the B-integral due only to AM resulting from 
the propagation of multi-FM SSD in the OMEGA EP Laser 
System. Many other effects have been neglected in this analysis 
including, but not limited to, gain narrowing in the amplifiers, 
etaloning in beamline components, etc. Therefore, this result is 
not the ultimate peak-power limit of OMEGA EP with multi-

Figure 134.19
The normalized peak fluence and the normalized contrast caused by modu-
lation from the 1.1-mm-spot DPP as a function of distance from the DPP.

Figure 134.20
The IR pulse shape used in the modeling along with the 
modulator waveforms.
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FM SSD applied. Indeed, there is significant uncertainty in 
this calculation simply caused by the knowledge of the c’s of 
each of the materials. 

Conclusions and Additional Work 
An estimate of the peak-power limit resulting from the addi-

tion of multi-FM SSD to the OMEGA EP Laser System has 
been calculated. A connection was made between the work of 
Chuang7 and the work of Hocquet,9 and it was shown that their 
predictions are the same. The advanced laser design code Miró 
was then applied to first computationally replicate the results 
of Chuang and then compute the OMEGA EP peak-power 
limit in the presence of multi-FM SSD. This peak-power limit 
then becomes one part of a budget that determines the actual 
on-target peak-power limit of the system.

The B-integral is a convenient metric to rapidly estimate the 
damage threat to a system from self-focusing. The actual threat 
to the final optic is most accurately assessed35 by comprehen-
sive modeling that includes the phase contributions of all the 
system optics to directly model the beam filamentation at the 
vacuum window. Further work would involve high-resolution 
simulations to compute these effects. The issue of the longi-
tudinal magnification should be addressed by an actual mea-
surement on the system of the AM as a function of transverse 
beam location in the dispersion direction. Additional amplitude 
modulation caused by gain narrowing in the amplifiers can be 
added to the existing Miró model.
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Introduction
Since their first demonstration, lasers have led to incredible 
progress in many scientific and technological fields. High-inten-
sity lasers have allowed researchers to explore new regimes for 
the interaction of light with matter. One far-reaching potential 
application of lasers is inertial confinement fusion (ICF), 
where nuclear fusion reactions are initiated by heating and 
compressing a deuterium–tritium (DT) target with laser beams. 
Large-scale laser facilities are in operation or in construction 
with the goal of demonstrating ignition,1,2 following decades of 
research.3 One difficulty of ICF is to maintain a high degree of 
spherical symmetry when the target is compressed: a spatially 
nonuniform on-target illumination can seed Rayleigh–Taylor 
instabilities at the target surface and detrimentally impact the 
fuel compression.4 Smoothing by spectral dispersion (SSD) 
is an approach to reduce the spatial nonuniformities of the 
illumination generated by high-energy laser beams.5 SSD 
lowers the coherence of the beams by frequency modulating 
them (i.e., increasing the optical-frequency content), spatially 
dispersing them with a diffraction grating (i.e., introducing 
a relation between optical frequency and wave vector), and 
focusing them after a random phase plate (i.e., creating a broad 
range of wave vectors in the near field and a speckle distribu-
tion in the far field).6,7 The time-integrated far-field fluence of 
individual beams is smoothed because the phase plate gener-
ates randomly distributed speckles with a frequency-dependent 
distribution; consequently, the frequency-modulated optical 
pulse leads to a time-varying speckle field that averages out. 
SSD is routinely used at facilities such as the National Igni-
tion Facility (NIF)1 and the OMEGA Laser System.8 The 
required amount of smoothing and the architecture of the laser 
systems determine the implementation of SSD: the NIF uses 
one-dimensional (1-D) SSD with modulation at +17 GHz and a 
single diffraction grating in the front end, while OMEGA uses 
two-dimensional (2-D) SSD with modulation along two axes at 
+3 GHz and 10 GHz and multiple gratings.9 Phase modulation 
is also required in large-scale, high-energy laser systems to 
prevent stimulated Brillouin scattering (SBS): a high-intensity 
monochromatic beam can create acoustic waves in a physical 
medium (e.g., a fused-silica lens) that will scatter the beam, 

Fiber Front End with Multiple Phase Modulations 
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resulting in instability, losses, and optical damage.10 Phase 
modulation generates sidebands that are individually below 
the threshold for SBS, suppressing its detrimental effect. This 
modulation is typically performed at a frequency of 3 GHz with 
a modulation index of ~5 rad on the NIF, resulting in approxi-
mately ten sidebands in an +30-GHz bandwidth.

The NIF is currently configured for indirect drive, where 
the UV laser beams are incident on the internal sides of a gold 
hohlraum and generate x-ray radiation that compresses the 
target. SSD is performed at 17 GHz with a modulation index 
equal to a few radians. Simulations of direct drive, where the 
UV beams directly compress the target, on the NIF show that 
SSD must be implemented on the initial part of the pulse shape 
with three distinct modulation frequencies (multi-FM).11 These 
modulations are approximately at 21.2 GHz, 22.8 GHz, and 
31.9 GHz, i.e., at significantly higher frequencies than what is 
currently being used on existing laser systems for SSD and SBS 
suppression (SBSS). The main part of the pulse shape, which 
produces most of the on-target energy, uses SSD at 17 GHz 
and SBSS. With the parameters of Table 134.V, the multi-FM 
optical spectrum (98% of the energy in a 200-GHz bandwidth) 
is +50% broader than the main-pulse spectrum (98% of the 
energy in a 133-GHz bandwidth). A fiber front-end prototype 
demonstrating the required technologies has been developed. 
It relies on high-bandwidth LiNbO3 phase modulators and 
Mach–Zehnder modulators for phase modulation and pulse 
shaping, respectively. Large-scale laser systems operate close to 
the technological limits of optical components, and amplitude 
modulation caused by spectral distortion of frequency-modu-
lated signals must be understood and controlled to avoid opti-
cal damage. Subsystems that compensate and characterize for 
frequency-modulation-to-amplitude-modulation (FM-to-AM) 
conversion have been developed. The front end has supported 
multiple shot campaigns on the OMEGA EP Laser System12 
to demonstrate the laser and beam-smoothing performance.13

In this article, we first describe the architecture of the fiber 
front end with an emphasis on the modulators used for phase 
modulation (SSD/SBSS) and amplitude modulation (pulse 
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shaping) and the subsystems developed to reduce FM-to-AM 
conversion and safely operate the laser system. The experimen-
tal characterization of the fiber front-end performance is then 
presented, in particular, phase modulation, pulse shaping, and 
amplitude noise, followed by the conclusions.

Front‑End Architecture
1. Requirements

The front-end requirements for this demonstration on the 
OMEGA EP Laser System have been set based on simulations 
of polar-drive ignition on the NIF and the requirement that the 
new front end be integrated into the existing laser systems. The 
typical pulse shape in the ultraviolet (UV), i.e., after amplifica-
tion in the full laser system and frequency conversion, is shown 
in Fig. 134.22. It is composed of two sections:

• Between 0 and 4.5 ns, three short pulses (named “pickets”) 
launch shocks into the target.14 Each picket has a duration of 
a few hundred picoseconds and must be phase modulated at 
three noncommensurate microwave frequencies (multi-FM 
modulation) to provide optimal beam smoothing on target. 
The three modulation frequencies in this design are approxi-
mately 21.2 GHz, 22.8 GHz, and 31.9 GHz (Table 134.V).

• After 4.5 ns, a rectangular high-energy pulse preceded by a 
low-intensity step pulse between 4.5 ns and 6 ns is required. 
The step pulse launches an additional shock into the target 
before compression by the main high-energy pulse. The 
main pulse lasts for several nanoseconds but has rise/fall 
times that are in the hundreds-of-picoseconds range. This 
pulse must be phase modulated at 3 GHz for SBSS and at 
17 GHz for SSD (Table 134.V).

Table 134.V: Characteristics of the phase modulations applied in the front end. All the frequencies were multiples of the reference 
frequency fRef = 37.998935 MHz. The first two modulations were performed in the main channel; the three other 
modulations were performed in the picket channel.

Modulation Frequency (GHz) Multiple of fRef Modulation Index (rad)

Stimulated Brillouin scattering suppression (SBSS) fSBSS = 3.002 79 5.5

Smoothing by spectral dispersion (SSD) fSSD = 16.986 447 2.6

Multi-FM 1 f1 = 21.165 557 0.45

Multi-FM 2 f2 = 22.837 601 1.04

Multi-FM 3 f3 = 31.881 839 2.07
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The front end must operate at +1053 nm, which is the peak of 
the gain for neodymium-doped phosphate glass. It is designed 
as a proof-of-concept of a system that could be used in the 
NIF Master Oscillator Room15,16 and has been built around 
technologies that are either compatible with its environment 
and requirements or can be upgraded to suitable technologies 
for an actual deployment. It must contain fail-safe systems 
that will interrupt the amplification so that no high-energy 
pulse propagates in the laser system if such propagation could 
lead to damage. The output pulses must have low variations 
in energy and pulse shape, and have sufficient energy to seed 
the preamplifier module (PAM), a sequence of amplifiers used 
on the NIF to boost the energy before amplification in the 
main beamline.17

2. General Structure
The front end optically combines two distinct optical chan-

nels operating at wavelengths close to 1053 nm—one generat-
ing the main pulse and one generating the pickets (Fig. 134.23). 
The two channels have a symmetric architecture, combining 
programmable pulse shaping by LiNbO3 Mach–Zehnder 
modulators driven by arbitrary waveform generators (AWG’s), 
phase modulation by LiNbO3 phase modulators, and two stages 
of amplification to compensate for propagation and insertion 
losses. Fail-safe systems protecting the high-energy beamline 
and components operate in real-time and can interrupt the 
propagation of an improperly modulated pulse before amplifi-
cation to high-energy levels. The two channels are combined 
by a fiber coupler with a fixed coupling ratio. The relative level 
of the two channels is adjusted via the gain of fiber amplifiers 
(there are two amplifiers in each channel and one amplifier 
in the combined section of the front end). Most pulse shapes 

of interest require similar output levels for the two channels, 
which is facilitated by the symmetric structure. All components 
are fiber coupled up to the PAM.

Birefringent optical fibers maintain the polarization state 
throughout the system. Most components use polarization-
maintaining (PM) fibers that support two orthogonal propaga-
tion modes. The fibers connecting components and chassis are 
polarizing (PZ) fibers that support only one propagation mode 
at 1053 nm: linearly polarized light launched along the guiding 
direction is nominally transmitted without loss but light polar-
ized along the orthogonal direction is strongly attenuated. The 
absence of crosstalk in such fibers helps to reduce the FM-to-
AM conversion caused by delayed self-interference when suc-
cessive PM fibers are used.18 An extinction ratio (ratio of the 
guided-mode transmission to the blocked-mode transmission) 
higher than 30 dB is nominally obtained with 4-m patchcords.

The phase-modulation drive voltages are synchronized to 
the reference frequency fRef = 37.998935 MHz used throughout 
the OMEGA EP Laser System. The phase modulations at the 
required five microwave frequencies (Table 134.V) are obtained 
using commercial phase-locked oscillators, ensuring that the 
output frequency is an exact integer multiple of the reference 
frequency. A phase shifter on each phase-modulation drive 
allows for independent temporal tuning of the phase modula-
tion relative to the optical pulse. The performance of on-target 
smoothing does not depend significantly on the relative phases 
of the three sinusoidal modulations.11 Tuning of the relative 
phases is included because it could be used to control the 
amplitude of the power modulation caused by FM-to-AM 
conversion, although this has not been studied in detail. All 
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components in the front end are synchronized to the Hardware 
Timing System (HTS) used throughout the laser facility, which 
is also synchronized to fRef. The fiber front end operates at 
300 Hz. All electronic components (including the fail-safe 
systems described in the following subsections) can operate at 
960 Hz, the repetition rate of the NIF front end. The ytterbium-
doped fiber amplifiers have not been tested at 960 Hz, which 
corresponds to operation close to the fluorescence lifetime of 
ytterbium, but similar amplifiers are operated in the NIF front 
end at that rate. The timing of the two channels relative to each 
other and to the laser facility is adjusted by controlling the 
delay of all the corresponding trigger signals from the HTS.

3. Main Channel 
The main channel (Fig. 134.23) uses a cw (continuous-

wave) laser operating at ~1053 nm gated by an acousto-optic 
modulator (AOM) to a duration of 100 ns. The gated pulse is 
phase modulated by the custom three-section phase modulator 
shown in Fig. 134.24. The phase modulator has three con-
secutive sections of LiNbO3 that can be independently driven. 
Each section is externally terminated to allow for the use of 
high-power drives that could damage an internal 50-X termi-
nation. A single device with three phase-modulation sections 
is advantageous compared to the cascaded sequence of three 
distinct phase modulators: the modulator is more compact and 
easier to mount, and the optical losses from input to output 
are lower than 5 dB. In the main channel, phase modulation 
is provided in only two of the three sections. In one section, 
phase modulation at 3 GHz is induced with a modulation index 
of 5.5 rad for SBSS. In the second section, phase modulation 
at 17 GHz with an index of 2.6 rad is performed for on-target 
beam smoothing. The resulting optical spectrum is plotted in 
Fig. 134.25(a).

E20534JR

Input
optical

port

Output
optical

port

Output microwave ports

Input microwave ports

Figure 134.24
The three-section phase modulator, with distinct input and output ports for 
the three phase-modulating sections.

Pulse shaping is implemented in a custom two-section 
modulator comprised of two consecutive LiNbO3 Mach–
Zehnder modulators (MZM’s). One of the MZM’s is driven by 
a shaped voltage from the amplified output of a 10-GS/s AWG 
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Figure 134.25
(a) Optical spectrum of the pulse after phase modulation in the main channel; 
(b) optical spectrum of the pulse after phase modulation in the picket channel.

(Kentech AWG-10). This modulator is used for precise pulse 
shaping, ensuring that the channel output meets the require-
ments imposed by the target physics and the safety of the laser 
system. The other MZM is driven by an unshaped square pulse 
with programmable duration. This MZM acts as a gate on 
the shaped pulse: when the duration of the square pulse is set 
appropriately, the modulator does not shape the optical pulse 
but enhances the temporal contrast (ratio of the power at full 
transmission to the power at extinction). For example, with 
two MZM’s having a nominal extinction ratio of $20 dB, the 
overall extinction ratio is $40 dB. High extinction ratios are 
particularly important when optically combining optical pulses 
from two distinct sources because leakage from one source can 
detrimentally interfere with the pulse from the other source.

A fraction of the main channel is sent to a fail-safe system to 
monitor the 3-GHz phase modulation and avoid optical damage 
from SBS.10 The SBSS fail-safe is a unit provided by Law-
rence Livermore National Laboratory.15 The unit intentionally 
induces FM-to-AM conversion on the monitored signal with 
a spectral filter to convert the 3-GHz phase modulation into a 
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3-GHz amplitude modulation that can be measured with an AM 
detector. The unit monitors in real-time the phase-modulation 
amplitude and duration on the optical pulse, i.e., it ensures 
that the phase modulation is sufficient and applied during the 
total length of the +100-ns pulse gated by the AOM. It also 
detects undesirable characteristics of the optical pulse, spuri-
ous amplitude modulation not intentionally generated by the 
fail-safe system, and sudden changes in the input energy that 
could prevent the fail-safe from adequately detecting a fault. 
Its output is a 5-V logic trigger that is high if the duration and 
amplitude of the phase modulation are nominal and low if at 
least one of the safe operating conditions is not met. This trigger 
is sent to the PAM Trigger Interrupt Safety System (PTISS) 
to prevent unsafe high-energy amplification if there is a fault.

4. Picket Channel 
The picket channel (Fig. 134.23) uses a set of optical 

components identical to the one deployed on the main chan-
nel. The three sections of the phase modulator are driven by 
the three distinct phase modulations at 21.2 GHz, 22.8 GHz, 
and 31.9 GHz with respective modulation indices of 0.45 rad, 
1.04 rad, and 2.07 rad. The resulting optical spectrum is plotted 
in Fig. 134.25(b). Pulse shaping is performed by driving one 
section of a two-section MZM with the output of a Tektronix 
7122 AWG operating at 24 GS/s amplified by a broadband 
amplifier. The other section is driven by a square pulse to 
increase the extinction ratio.

The pickets are nominally short optical pulses, i.e., with a 
spectrum relatively broad compared to the typical nanosecond 
pulses shot on high-energy laser systems, therefore reducing 
concern for SBS in the absence of phase modulation, but a fail-
safe system was designed to prevent high-energy amplification 
in the absence of significant phase modulation on this chan-
nel. The fail-safe system measures the power in two spectral 
bands of the phase-modulated pulse, one on each side of the 
carrier frequency, to infer the amount of phase modulation. A 
diffraction grating disperses the optical pulse, and a focusing 
lens generates a Fourier plane in which spectral components 
are spatially separated and individually focused. Multimode 
optical fibers mounted on a V-groove array are used at the 
Fourier plane to couple light from the two bands of the optical 
spectrum to two amplified photodiodes. The system is designed 
to detect the optical power in two bands centered 127.6 GHz 
apart, i.e., on the sidebands of the carrier at twice the modula-
tion frequency f3. These two bands correspond to the spectrally 
dispersed light from the diffraction gratings on two fibers sepa-
rated by 500 nm at the Fourier plane. Each 105-nm-diam fiber 
integrates the optical power over 26.8 GHz. Thresholds for the 

measured powers are set when the system operates at the default 
phase-modulation amplitudes so that the fail-safe trips when 
the modulation at f3 does not have sufficient amplitude, regard-
less of the presence of the modulation at f1 and f2. This would 
detect malfunction of the entire phase-modulation unit for the 
picket channel and malfunction of the sub-unit responsible for 
phase modulation at the frequency f3. A precise analysis of 
the different failure modes and their impact on SBS has not 
been conducted at this point, but operation with f3 operating 
at its nominal modulation index was thought to be safe for the 
system because the corresponding spectrum is spread over 
more than 100 GHz with each sideband broadened to several 
GHz because of the short picket duration. Simultaneous fail-
ure of the two sub-units responsible for phase modulation at 
f1 and f2 is highly unlikely because of the architecture of the 
phase-modulation unit; therefore, the detection of the frequency 
f3 indicates that at least one other modulation frequency is also 
present, further contributing to SBS reduction. The fail-safe 
5-V logic output (high for the nominal modulation and low for 
insufficient bandwidth) is sent to the PTISS to prevent high-
energy amplification in the latter case.

5. Combined Section 
The picket and main channels are combined with identi-

cal polarization states by a fiber coupler after timing and 
amplitude adjustments. Chromatic dispersion and nonuniform 
spectral gain are compensated identically after the combiner for 
economy of scale and minimized complexity. A rack-mounted 
device combining dispersion and amplitude compensation has 
been built (Fig. 134.26). Spectral distortion (i.e., phase and/
or amplitude) of a phase-modulated pulse leads to amplitude 
modulation in the time domain. FM-to-AM conversion is det-
rimental to the operation of high-energy laser systems because 
amplitude modulation leads to higher peak power for a given 
pulse energy.19,20 Amplitude modulations are also a concern 
when the propagation is nonlinear. The chromatic dispersion 
of optical fibers and other optical components at 1053 nm cor-
responds to a positive second-order dispersion (d2{/d~2 > 0, 
where { is the phase accumulated by propagation as a func-
tion of frequency). The total length of fiber for each channel 
(calculated from the output of the phase modulator to the last 
fiber amplifier) is +130 m. A frequency-dependent ampli-
tude modulation arises from gain tilt in the ytterbium-doped 
fiber amplifiers and the Nd:glass regenerative amplifier. The 
fiber amplifiers are broadband, but their gain varies over the 
spectral range of interest, with a typical gain slope of 5% per 
100 GHz (i.e., the difference between the gain at f0 + 50 GHz 
and f0 – 50 GHz normalized to the gain at f0 is 5%). The 
regenerative amplifier gain is approximately Gaussian with a 
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full width at half maximum (FWHM) of 400 GHz. The front 
end is configured to seed the regenerative amplifier on the 
long-wavelength slope of the Gaussian gain curve, for which 
the gain slope is approximately 40% per 100 GHz. The uncom-
pensated gain slope over the fiber front end and regenerative 
amplifier would lead to large-amplitude modulation. Spectral 
distortions have been compensated with fiber-coupled free-
space subsystems that were combined in a single enclosure to 
minimize losses: without any spectral amplitude modulation, 
the input-to-output loss is +5 dB.

Dispersion compensation (d2{/d~2 < 0) is performed with 
a compact compressor using a single transmission grating 
in a four-pass configuration. The transmission grating is a  
1700-l/mm fused-silica grating used in the Littrow configura-
tion. The diffracted beam is sent back to the same grating after 
a lateral displacement and horizontal beam inversion by a roof 
mirror; it is then diffracted again by the grating, displaced 
vertically by another roof mirror, and sent back to the grating, 
first roof mirror, and grating. The dispersion is controlled by 
a translation stage on the first roof mirror modifying the dis-
tance between the first and second diffractions on the grating 
and identically between the third and fourth diffractions. The 
compensator was designed to overcompensate the dispersion 
of the front end because of its future use in a system mimick-
ing the front end of the NIF. In that system, the front end is in 
a different room from the NIF PAM’s, resulting in the shaped 
phase-modulated optical pulse traveling in several hundred 
meters of PZ fibers. This compensator is built for +100 m of 

additional PZ fiber between the front end and the PAM, even 
if these two systems are physically separated by only a few 
meters in our system. Translation of the first roof mirror allows 
for an increase in the magnitude of the introduced negative 
second-order dispersion to compensate for longer fiber lengths.

The optical source is linearly polarized, allowing for spec-
tral amplitude modulation using a Lyot-type filter implemented 
with a birefringent calcite plate.21 The plate can be rotated 
relative to a vertical rotation axis (Axis 1) and relative to an 
axis perpendicular to its surface (Axis 2) to adjust the spec-
tral modulation. At normal incidence, rotation around Axis 2 
changes the relative ratio of the two polarization components 
traveling along the two axes of the plate, which controls the 
depth of the spectral modulation. Rotation around Axis 1 
changes the retardance of the plate, which controls the loca-
tion of the spectral modulation along the frequency axis. The 
calcite plate is followed by a zeroth-order half-wave plate and 
a PZ fiber acting as a polarizer. Calcite plates with thicknesses 
from 1 mm to 4 mm have been used during a testing phase, 
with similar results, and a 4-mm calcite plate has been installed 
for operation.

The pickets are nominally short pulses that can reach high 
peak powers if the system is configured for the generation of 
a high-energy main pulse but the latter pulse is absent—for 
example, because of an equipment failure, triggering issue, or 
operator error. A fail-safe system (“main-pulse detection fail-
safe”) prevents amplification and subsequent damage when 
the main pulse is absent. This system uses photodetection and 
integration of the combined output to generate a signal repre-
sentative of the front-end output energy, which must be higher 
than a user-set threshold for safe operation. The system output 
is a 5-V logic signal that is high when operation is safe and low 
otherwise. This signal is sent to the PTISS.

The three fail-safe systems (SBSS fail-safe operating on 
the main channel; picket-bandwidth fail-safe operating on the 
picket channel; and main-pulse detection fail-safe operating 
on the combined output) provide three logical signals to the 
PTISS. The latter system is fed with two triggers: the switch-out 
trigger to the Pockels cell in the regenerative amplifier and the 
slicer-on trigger for the Pockels cell located after the regenera-
tive amplifier. In safe operation, the front end delivers a seed 
pulse to the regenerative amplifier; this pulse is amplified after 
multiple round-trips in the cavity; the amplified pulse is ejected 
by the Pockels cell located inside the amplifier; and the output 
pulse is gated by an external Pockels cell (the slicer) that is 
turned on to let the ejected pulse go through. In the absence 

Figure 134.26
The amplitude/dispersion compensator. The dispersion compensator is com-
posed of two roof mirrors, for horizontal (RM1) and vertical (RM2) beam 
displacement and inversion, and a transmission diffraction grating (DG). 
The amplitude compensator is composed of a calcite plate (CP) mounted on 
two rotation stages.
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of trigger signals from the three fail-safe systems, the PTISS 
interrupts the two triggers. The pulse being amplified in the 
regenerative amplifier remains in the laser cavity and is not 
ejected by the intracavity Pockels cell. The slicer is not turned 
on, further decreasing the transmission.

Front‑End Performance
1. Pulse Shaping 

Temporal characterization of the shaped optical pulses was 
performed with a 45-GHz, 120-GS/s Teledyne LeCroy Wave-
master oscilloscope and a fiber-coupled 60-GHz Discovery 
Semiconductors DSC10 InGaAs photodetector. The impulse 
response of this diagnostic had a FWHM lower than 20 ps. 
Various algorithms and procedures were tested to correct the 
frequency-dependent response of the photodetection system 
(for example, isolating one frequency component and adjusting 
its spectral amplitude by the known spectral response at that 
particular frequency to compare its amplitude to a prediction 
made using known system parameters). It was decided to not 
use post-processing of the measured waveforms when reporting 
amplitude noise, although the reported noise values correspond 
to averages of the noise values over multiple waveforms, as 
described below. Most measurements have been performed 
in the front end at 300 Hz and after the regenerative amplifier 
since that amplifier has the largest amount of square-pulse dis-
tortion in our demonstration (the gain on the pulse is a decreas-
ing function of the time because the leading edge of the pulse 
propagates in the amplifying medium before the trailing edge 
and experiences more gain). It also has the most-significant 
impact on the optical spectrum because of its relatively narrow 
amplification bandwidth and large gain slope. Finally, it oper-
ates at a repetition rate of 1 Hz, allowing for the acquisition of 
statistically meaningful sets of data: the rod amplifier in the 
PAM after the regenerative amplifier typically operates at one 
shot every 20 min, significantly impacting the experimental 
ability to collect multiple data sets for statistical analysis.

The impulse response of the picket and main pulse-shaping 
systems has been determined by setting one electrical sample 
of the corresponding AWG to full voltage and measuring the 
optical output as a function of time. The measured responses 
have a FWHM of 55 ps and 115 ps for the picket channel and 
main channel, respectively. The corresponding 10/90 rise and 
fall times, measured on the impulse responses, are similar 
to the FWHM for the two systems. These values correspond 
to to the pulses shaped by the fiber front end. Because of the 
pulse-front tilt introduced by the SSD grating (+230 ps across 
the full beam), the on-target pulse duration is significantly 
longer. The choice of the faster AWG for the picket channel 

stems from the technical requirements for pulse shaping in 
these two channels, although generating pickets shorter than 
+100 ps is not required.

A wide range of pulse shapes has been generated with 
the two channels, including single and multiple pickets, long 
square pulses, and shaped pulses. Figure 134.27(a) displays an 
example of a pulse shape with three pickets and a long shaped 
pulse measured at the output of the regenerative amplifier. Fig-
ures 134.27(b) and 134.27(c) show close-ups of the measured 
pulse shape with shaded areas, indicating the root-mean-square 
(rms) and peak-to-valley variations at each acquisition time, 
obtained by measuring 50 successive pulses. The rms and peak-
to-valley energy variations over 50 measurements are 1.9% and 
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Figure 134.27
(a) Example of pulse shape P(t) measured at the output of the regenerative 
amplifier. The plotted pulse is an average of 50 successive measurements. 
[(b) and (c)] Close-ups of the first picket (time between 0.4 and 0.7 ns) and 
the main pulse (time between 2.8 and 3.1 ns). The black line corresponds to 
the average of 50 measurements; the dark-gray–shaded region corresponds 
to the power range [P(t)–v(t), P(t) + v(t)], where v(t) is the standard deviation 
of P at time t over the 50 measurements, and the light-gray–shaded region 
corresponds to the power range [M–(t), M+(t)], where M–(t) and M+(t) cor-
respond to the lowest and highest value of the power measured at time t over 
the 50 measurements.
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9.8%, respectively, for one picket and 1.2% and 5.1%, respec-
tively, for the main pulse. These are overestimates of the actual 
energy variations because of the oscilloscope analog-to-digital 
conversion noise, particularly for the picket with a FWHM of 
+100 ps for which the energy is obtained by summation over a 
small number of acquired samples. A 1-ns pulse generated by 
the picket channel in the same conditions has rms and peak-to-
valley energy variations equal to 1.8% and 6.6%, respectively, 
while the energy variations calculated in a 1-ns window for 
the monochromatic laser chopped by the AOM before phase 
modulation are 0.5% and 2.0%. The energy statistics are in 
agreement with the energy statistics independently measured 
with an energy meter that indicates a rms variation lower than 
2% after the regenerative amplifier seeded by either channel.

The jitter and timing drift between the two channels have 
been measured over 300 waveforms produced by the front end 
acquired in a short time window (1.5 min) or long time window 
(150 min) by estimating the location of the 50% points of the 
picket-channel trailing edge and main-channel leading edge. 
The relative timing between the two channels has a rms jitter 
of 15 ps and a monotonic drift of 20 ps over 2.5 h. The timing 
drift is attributed to drifts in the pulse-shaping electronics 
(e.g., triggers) and small temperature changes (although the 
front end operates in a temperature-controlled environment, 
each channel contains more than 100 m of optical fibers that 
are physically distinct). The timing of the picket channel and 
main channel relative to the oscilloscope time base has rms 
jitter values of 13 ps and 9 ps, respectively. These are over-
estimates of the jitter of the front end relative to the reference 
frequency, i.e., the remainder of the laser system, since they 
include the oscilloscope jitter. These values are within the 
required range for this demonstration. The jitter and the finite 
rise and fall times of the shaped pulses constrain the relative 
timing between the channels to values greater than 125 ps 
(delay between the 50% points of the picket-channel trailing 
edge and main-channel leading edge). Random amplitude 
modulation related to interference of the two optical pulses is 
observed for shorter separations.

2. Phase Modulation 
Precise characterization of the phase modulators and result-

ing phase modulation is important. The modulators must first 
be characterized to ensure that they are suitable for this applica-
tion, i.e., that they can be driven adequately at the five different 
microwave frequencies with the required modulation index. 
During operation, the phase-modulation index must be char-
acterized to ensure that it matches the required specifications. 
A cw laser field at the optical frequency f0 phase modulated 

at the frequency fm with modulation index m has the temporal 
electric field

 .exp exp sinE t E if t im f t2 2 m0 0r r=_ ` `i j j9 C  (1)

In the frequency domain, the field is given by

 ,E f J m f f nfn m
n

0- -d=u ` ` `j j j/  (2)

where Jn is the Bessel function of the first kind of index n. The 
optical spectrum is composed of an infinite number of side-
bands at the frequencies f0 + nfm with spectral density ,J mn

2^ h  
but 98% of the energy is concentrated in a 2mfm bandwidth 
centered at f0 according to Carson’s rule. 

Fitting the measured spectrum with the calculated spectrum 
of a phase-modulated field, where m is the single parameter, 
makes use of all the measured data and is computationally 
efficient; this was chosen for modulation-index determina-
tion at frequencies corresponding to sidebands that can be 
resolved. The spectral modes corresponding to fSSD = 17 GHz, 
f1 = 21.2 GHz, f2 = 22.8 GHz, and f3 = 31.9 GHz are easily 
resolved with a commercial scanning grating monochromator. 
The modes corresponding to 3 GHz cannot be individually 
resolved because the response of the monochromator broad-
ens the individual spectral modes, resulting in a smoothed 
spectrum. One experimental solution is to develop a dedicated 
diagnostic measuring the optical spectrum with a resolution 
suitable to resolve spectral modes separated by 3 GHz (typically 
sub-GHz); for example, using a scanning Fabry–Perot etalon. 
It was chosen to use numerical post-processing to estimate the 
modulation index in this case.

For modulator characterization, a microwave signal genera-
tor was used to generate drives with frequency ranging from 
15 GHz to 40 GHz. The power of the drive was calibrated at 
each modulation frequency. The modulation index was deter-
mined for each of the three sections of the phase modulators. 
The corresponding Vr was calculated by scaling the phase-
versus-voltage measurement, where the phase is related to the 
modulation index and the voltage is proportional to the square 
root of the power. The characterization of the Vr is shown in 
Fig. 134.28 for one of the modulators. The three sections behave 
similarly, and the Vr increases from +5 V to +7 V in the mea-
surement range. Vr values lower than 7 V are acceptable since 
the voltages required to reach the requested modulation indices 
are within the range of medium-power solid-state microwave 
amplifiers. Similar performance was measured on three other 
phase modulators.
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Figure 134.29
(a) Example of a measured spectrum (solid black circles) and fit (open red circles) for the modulation frequency f3; (b) measured and theoretical optical spectra 
when the three multi-FM drives are turned on.
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Figure 134.28
Determination of Vr on the three sections of a phase modulator.

For operational characterization of the frequency modula-
tion induced by one modulator, the other drive voltage(s) is 
(are) turned off, e.g., the drives at f1 and f2 are turned off when 
characterizing the modulation at f3. An optical spectrum is 
measured and fitted to determine the modulation index. The 
drive voltage is increased or decreased via a continuous attenu-
ator, and the measurement is repeated until the measured index 
matches the requested index within an acceptable uncertainty. 
Figure 134.29(a) shows the agreement between the measured 
spectral modes at frequency f3 with the modes obtained after 
fitting. Figure 134.29(b) shows the measured optical spectrum 
when the three drives to the picket-channel phase modulator are 
turned on. This spectrum agrees very well with the calculated 
spectrum. For operational characterization of the modulation 

index at fSBSS, which leads to spectral modes that cannot be 
distinguished with the available monochromator, an indirect 
approach was used. The archived spectrum of a cw source, e.g., 
the spectrum of the same source with all modulations turned 
off, was used as the instrument response to calculate the optical 
spectrum that should be measured for a given modulation index. 
Figure 134.30(a) shows that the bandwidth of the convolved 
spectrum increases monotonously with the modulation index 
and is within 1 GHz of the actual bandwidth for modulation 
indices between 5 and 6 rad. The drive for fSSD is turned off and 
the modulated spectrum with fSBSS turned on is measured. The 
modulation drive is precisely set by comparing the measured 
bandwidth to the bandwidth of the theoretical spectrum cor-
responding to 5.5 rad convolved with the measured response 
function. The theoretical spectrum, measured response func-
tion, and convolved spectrum are shown in Fig. 134.30(b). 
The excellent agreement between the measured and convolved 
spectrum, demonstrated in Fig. 134.30(c), and the monotomic 
relation between actual bandwidth and measured bandwidth, 
demonstrated in Fig. 134.30(a), allow us to conclude that the 
modulation index is adequately set.

3. Extinction of Mach–Zehnder Modulators 
MZM extinction is a critical parameter of the pulse-shaping 

systems because interference between the co-polarized optical 
waveforms after combination of the picket and main channel 
can generate large amounts of amplitude modulation. The 
combined field from the two pulse-shaping channels is

 ,t t b t t b tp p p1 1 2 2= + + +_ _ _ _ _i i i i i  (3)
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Figure 134.30
(a) Plot of the FWHM of the spectrum obtained by convolution of the mea-
sured monochromator response with the theoretical spectrum of a monochro-
matic source after phase modulation at fSBSS. The inset shows a close-up of 
the range of modulation index between 5 and 6 rad. (b) Theoretical spectrum 
of a phase-modulated field at 3 GHz with a modulation index of 5.5 rad, 
measured response function of the spectrometer, and spectrum obtained by 
convolution of these two spectra. (c) Comparison of the measured spectrum 
with the convolved spectrum calculated with the nominal SBSS specifications.
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where p1 and p2 are the fields of the two shaped pulses, b1 is 
the field leakage of channel 1, and b2 is the field leakage of 
channel 2. p1 and p2 are finite-duration pulses that are not 
overlapping because the two channels are timed to generate 
distinct pulse shapes; p1 and p2 are equal to zero during b1 and 
b2, respectively. With these definitions, the power is
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where P1 and P2 are the shaped pulses of interest, bp1 2
)  and 

bp2 1
)  are the interference of each shaped pulse with the back-

ground leakage from the other channel (the main source of 
noise), and the other terms correspond to the power and inter-
ference of the backgrounds (usually negligible). A channel with 
extinction ratio R leads to a modulation with peak-to-valley 
amplitude equal to R4  at times when the pulse generated 
by the other channel has a power equal to 1. This modulation 
can be highly detrimental: for R = 20 dB, the resulting noise is 
40%, and increasing R to 40 dB decreases the peak-to-valley 
noise to 4%, still negatively impacting the system performance. 
If the same monochromatic laser is used in the two channels, 
the self-interference will manifest itself as an energy variation 
from shot to shot, owing to the slow phase drift between the 
two channels. If two distinct lasers with an optical frequency 
difference Df12 are used, the interference is a time-varying 
amplitude modulation of the optical pulse at the frequency Df12.

The two cascaded MZM’s in each channel ensure that 
the intrinsic extinction ratio is higher than 40 dB, assuming 
that the corresponding voltage biases are adequately set. The 
pulse-shaping systems are calibrated for optimal biasing on 
each MZM. The front end is built with two distinct monochro-
matic lasers that are spectrally tuned to make the frequency of 
their interference easily measurable, i.e., distinct from all the 
microwave frequencies potentially present in the system (all 
the frequencies in Table 134.V and the sum and differences 
of all the frequencies present in a given channel), within the 
bandwidth of the photodetection system (lower than 45 GHz). 
The frequency of the offset must be small enough that the two 
channels essentially have the same central wavelength to avoid 
impacting amplification and frequency conversion to the UV 
and allow for identical dispersion compensation. The beams 
corresponding to the two channels are spatially offset in the 
far field after the SSD grating because of the angular disper-
sion. The beam corresponding to the broadest spectrum was 
chosen for alignment because of the more-stringent alignment 
requirement to avoid spectral clipping by pinholes in the far 
field. A frequency approximately equal to 5 GHz was chosen. 
The seed lasers are spectrally tuned by temperature-controlled 
fiber Bragg gratings with a spectral drift much smaller than 
1 GHz over extended periods of time. The frequency offset 
is quite stable once set. Figure 134.31 shows examples of 
waveforms measured with proper biasing and with an inten-
tional bias offset. The bias voltage of the two MZM’s in each 
channel is optimized daily by measuring their transmission 
as a function of the voltage and determining the voltage for 
minimal transmission. Bias drift caused by charge accumula-
tion is avoided by temporal alternation of the bias between the 
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optimal value in a time interval encompassing the shaped pulse 
and another value to set the time-averaged voltage to zero. No 
interference between channels has been observed with these 
pulse-shaping systems and procedures and no fail-safe system 
actively detecting the interference was implemented because of 
the reliability and stability of this approach, which is also used 
for pulse shaping on OMEGA8 and OMEGA EP.12
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Figure 134.31
Measurement of the pulse shape obtained by combining the picket chan-
nel (first pulse) and the main channel (second pulse) in (a) optimal biasing 
conditions and (b) when the bias of the gate MZM of the picket channel is 
purposely offset by .V 10+ r  In the latter case, the amplitude of the first pulse 
is reduced because of the lower transmission, and AM at +5 GHz is present 
on the second pulse because of the increased background.

4. Dispersion Compensation 
Dispersion compensation is optimized by first accounting 

for all sources of chromatic dispersion in the full laser system, 
from the fiber-coupled phase modulators to the end of the large 
Nd:glass amplifiers, with optical fibers in the front end being 
the largest contributor. The two channels in the front end are 
symmetric, and optimal compensation is expected to be reached 
for these two systems for the same setting of the dispersion 

compensator. A 100-m PZ patchcord was initially installed 
between the front end and the NIF PAM, based on an estimate of 
the dispersion of the fiber in the front end and the single-grating 
compressor. Various lengths of PZ fiber were added between the 
output of the regenerative amplifier and the temporal diagnostic, 
and the resulting amplitude noise was estimated on a pulse from 
the picket channel with the three multi-FM modulations turned 
on (Fig. 134.32). Dispersive propagation has the same effect 
on the AM whether it occurs before or after the regenerative 
amplifier in the absence of nonlinearity in that amplifier. Once 
the optimal fiber length was determined, the corresponding 
patchcords were placed between the front end and the amplifier 
to optimize the the amplified signal propagating in the laser 
system. It is not known if the propagation in the regenerative 
amplifier is perfectly linear, but no siginificant difference in the 
measured AM was found when dispersion compensation was 
adjusted before or after the amplifier.
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Figure 134.32
Amplitude noise [dashed line: peak-to-valley noise; solid line: rms (root-
mean-square) noise] measured as a function of the length of the polarizing 
(PZ) fiber added before photodetection.

5. Amplitude Compensation 
Spectral amplitude compensation is performed by tuning 

the two angles of the birefringent calcite plate relative to the 
incident beam. Initial tests and setup used measurements 
obtained with a spectrometer: the spectrum at the output of the 
regenerative amplifier is monitored as the plate is tuned by an 
operator, and the match between the measured spectrum and 
the expected spectrum (e.g., the spectrum of the pulse with 
f1, f2, and f3 on) is used as feedback. Figure 134.33 compares 
the optical spectrum measured after the phase modulator and 
after the regenerative amplifier. These two optical spectra 
are indistinguishable and are in excellent agreement with the 
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theoretical spectrum. Although some amplitude modulation of 
the spectrum might still be present (beyond the measurement 
capability in the spectral domain), the time-domain amplitude-
noise measurements presented in the next section indicate that 
the spectral gain tilt in the fiber amplifiers and the regenerative 
amplifier are adequately compensated. During operation, the 
amplitude noise measured in the time domain is used as the 
feedback mechanism. The rf spectrum of the measured wave-
form (e.g., a square pulse with all multi-FM frequencies turned 
on at the output of the regenerative amplifier) is calculated in 
real-time and an operator minimizes the observed rf tones. 
The amplitude noise on the waveform is then determined. The 
measured amplitude noise must be below 20% peak-to-valley, 
as required by a noise budget made for the entire OMEGA EP 
Laser System. Values of the order of 15% are typical for the 
peak-to-valley noise, corresponding to rms noise of the order of 
3%. The amplitude compensator is stable enough for operation 
without active stabilization: the amplitude noise was observed 
over several days without significant increase.
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Figure 134.33
Optical spectrum corresponding to a pulse with the three multi-FM frequen-
cies calculated (solid black line), measured after the phase modulator (PM) 
(solid red line), and measured after the regenerative amplifier (dashed blue 
line). The measurements were performed with a grating spectrometer having 
a resolution of 5 GHz. The spectral density data between –5 GHz and +5 GHz 
after the phase modulator have been removed because the data in that range 
are corrupted by the cw leakage from the AOM integrated by the detector at 
the Fourier plane of the spectrometer.

6. Amplitude-Noise Measurements 
Amplitude-noise measurements were routinely performed 

at the output of the regenerative amplifier in the PAM. Quan-
tifying the amplitude noise is crucial for the operation of a 
large-scale laser system because AM increases the peak power 

incident on the optical components for a given energy. A power 
increase can lead to higher nonlinearity experienced by the 
optical pulse and to optical damage. This amplifier operates at 
1 Hz, allowing for the acquisition of a sufficient set of data for 
statistical analysis. Data similar to that presented in Fig. 134.27 
are used: a set of 50 successive waveforms is measured, a 
temporal range where the pulse shape is not rapidly varying 
(i.e., avoiding the sharp leading and trailing edges) is isolated, 
the pulse shape over that range is normalized by a low-order 
fit, the rms and peak-to-valley variations of the normalized 
pulse are determined, and the global rms and peak-to-valley 
noise are obtained by averaging the values determined for 
each pulse. Using this procedure, the data of Fig. 134.27(a) for 
the main pulse lead to rms and peak-to-valley noise of 2.3% 
and 13.2%, respectively. Using the same procedure on a 1-ns 
pulse from the picket channel leads to similar values for the 
rms and peak-to-valley noise, 2.8% and 13.5%, respectively. 
The remaining noise can be attributed to measurement noise, 
imperfect amplitude and dispersion compensation, propaga-
tion effects in polarization-maintaining fibers, and etaloning 
in optical components. Amplitude noise caused by broadband 
analog-to-digital conversion by the oscilloscope is likely to 
be the largest contributor: direct measurement of a cw laser 
with the same photodetection led to rms and peak-to-valley 
amplitude noise of 1.6% and 9.6%, respectively, in a 3-ns time 
window. The measured noise is acceptable, considering the 
noise budget for the entire laser system, which requires less 
than a 20% peak-to-valley noise in the front end. Apart from the 
broadband noise from the photodetection system, the spectrum 
of the measured waveforms typically has low-density tones at 
the modulation frequencies. A parabolic spectral-amplitude 
modulation and high-order spectral phase modulations can lead 
to intermodulation components, i.e., sidebands of equal ampli-
tude at the sum and difference of the modulation frequencies. 
The sum terms (e.g., 2f3 + 63.8 GHz and f1 + f3 + 53.1 GHz for 
the picket channel) are beyond the photodetection bandwidth, 
but the difference terms (e.g., f3 – f1 + 10.7 GHz) correspond to 
a high value of the detection frequency reponse. No significant 
spectral components at the difference frequencies have been 
observed when the amplitude compensator is adequately set, 
giving confidence in the spectral-amplitude compensation and 
showing that the impact of high-order terms in the spectral 
phase is negligible. These aspects will be studied in detail in 
the future. These experiments confirm that AM compensation 
to an acceptable noise level can be obtained simultaneously on 
the two channels.

A diffraction grating mounted inside the PAM is required 
for SSD: the angular dispersion (frequency versus wave vector 
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in the near field) of a phase-modulated pulse leads to a time-
varying speckle distribution in the far field of the focusing lens 
after frequency conversion and random spatial-phase modula-
tion from a phase plate.6 The current system has a 1700-l/mm 
diffraction grating mounted in the Littrow configuration. The 
groove density is a trade-off between smoothing, pulse-shape, 
and laser requirements. A larger angular dispersion leads to more 
smoothing in the far field, but it temporally broadens the pulse 
shape. Angular dispersion widens the far field of the optical 
pulse, which can disrupt the propagation of the amplified pulse 
in vacuum spatial filters that re-image the beam throughout the 
laser system. Pinholes in vacuum spatial filters are designed 
to spatially filter the high spatial frequencies of the beam as 
it propagates in the laser system, but they can lead to spectral 
clipping of the spectrum of angularly dispersed phase-modulated 
pulses, which adds amplitude modulation in the time domain.

The tightest pinhole in the entire laser system is located in 
the PAM. The full optical spectrum was observed in the far 
field after that pinhole,13 but amplitude noise was measured 
at an image plane of the diffraction grating after this pinhole 
to confirm that no amplitude noise is added to the front-end 
pulses. A PZ fiber was used to probe the laser beam, which has 
an +2-cm size in that plane. Figure 134.34 displays the ampli-
tude noise as a function of the longitudinal distance relative to 
a reference position. The noise is expected to be minimal at the 
image plane and to increase before and after the image plane.20 
The minimum noise should be equal to the noise before angular 
dispersion. The measured rms and peak-to-valley noise at the 
output of the regenerative amplifier (i.e., before the diffraction 

grating) were 2.8% and 14.2%, respectively, in good agreement 
with the minimum values observed at the image plane, 2.5% 
and 13.5%. The lower noise observed at the image plane is not 
fully understood, but it could be a result of a slight mismatch in 
the dispersion compensation: propagation away from the image 
plane is equivalent to second-order dispersion;20 therefore a 
signal with a small amount of dispersion has lower amplitude 
noise when measured at a longitudinal distance slightly offset 
from the image plane.

Conclusion
The front end demonstrates the use of high-bandwidth pulse 

shaping and phase modulation for high-energy laser systems. 
In particular, high-bandwidth, three-section phase modulators 
have been calibrated at microwave frequencies up to 40 GHz 
and routinely used at frequencies ranging from 3 to 32 GHz. 
The optical combination of optical pulses with different pulse 
shapes and phase modulations has made it possible to generate   
complex optical fields. Fail-safe systems have been used to detect 
the presence of adequate phase modulation and sufficient optical 
power at the output of the front end. A grating compressor and a 
Lyot filter have been used to decrease the FM-to-AM conversion 
caused by dispersive propagation and spectrally dependent ampli-
fier gain. Pulse shape and noise measurements at frequencies up 
to 45 GHz have confirmed the accuracy of the compensation and 
adequacy of the system for seeding a high-energy laser system.

The front end has been used to generate seed pulses with a 
variety of shapes and phase modulations for the OMEGA EP 
Laser System to study the amplification, frequency-conversion, 
and beam-smoothing properties of these pulses.13 The front end 
and associated technologies have made it possible to validate 
the multi-FM approach for beam smoothing and its application 
to a large-scale laser system. Implementation on a multibeam 
system will require significant multiplexing of the resources in 
the front end (particularly cw lasers, AWG’s, and modulators) 
to minimize the associated space and cost. The 48 PAM’s on 
the NIF might require seeding with optical pulses that have 
different shapes and central wavelength1,11 requiring different 
front-end outputs, but building 48 front ends identical to the 
one described here would be prohibitive.
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Introduction
Two-plasmon decay1–6 (TPD) is a three-wave–decay instability 
in which an electromagnetic (EM) wave parametrically decays 
into two longitudinal (Langmuir) waves. Experimentally, sig-
natures of TPD have been observed in the ionosphere7 and in 
laser–plasma interaction experiments.8,9 In the context of laser 
fusion, TPD has been identified in both the indirect-10 and 
direct-drive11 approaches.In these schemes, TPD is undesirable 
because of the anomalous absorption of laser light at densities 
below the critical density and the potential to accelerate elec-
trons to high energies.12–16 High-energy electrons can preheat 
the target and severely degrade performance since efficient 
implosions require the fuel to remain on a low adiabat.

The linear stability of a single-plane EM wave subject to 
TPD has been studied for quite some time,1–6,17,18 although 
not without controversy regarding its absolute/convective 
nature in inhomogeneous plasma.16,19,20 In TPD, a photon 
decays into two plasmons, fulfilling the frequency- and wave-
number–matching conditions, ~0 = ~ + ,~l  ,k k k0 = + lv v v  where 
~0 and k k k c n n10 0 0 0 e c-/ ~=v va k are the frequency and 
wave vector, respectively, of an EM wave in a plasma having 
an electron number density ne relative to the critical density 
n m e40

2 2
c e~ r= _ i9 C at which EM waves are evanescent. Here, 

e and me are the electron charge and mass, respectively, and 
c is the speed of light. The quantities ~, ,~l  ,kv  and klv  are the 
frequencies and wave vectors of the two decay Langmuir waves 
(LW’s) (note that in the literature, the terms “Langmuir wave,” 
“plasma wave,” and “plasmon” are used interchangeably). The 
essential features are described by the temporal TPD growth 
rate c (in the presence of LW damping rate oe):
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where eE mv 0 0osc e~=v v  is the oscillation velocity of an elec-
tron in the electric field of the plane EM wave .E0

v  The relation 
between k< and k9 (parallel and perpendicular components of kv  

Mitigation of Two-Plasmon Decay in Direct-Drive Inertial 
Confinement Fusion Through the Manipulation  
of Ion-Acoustic- and Langmuir-Wave Damping

with respect to k0
v ) corresponding to maximum growth defines 

a hyperbola in k space, .k k k k2
0-== < <

v _ i  From Eq. (1) it can be 
seen that two-plasmon decay cannot be studied in one spatial 
dimension (since k 0v0 osc: =v v  for EM waves). For this reason 
most, if not all, numerical calculations to date have been per-
formed in 2-D in the plane of maximum growth, i.e., the plane 
of polarization (such is the case here). 

In experiments utilizing multiple overlapping laser beams, 
the instability is believed to be driven cooperatively by several 
beams21 through the sharing of common TPD waves.22–24 To 
retain this feature in two spatial dimensions, all calculations 
were performed with two EM waves arranged symmetrically 
about the density gradient with angles of !23° (as in previ-
ous work25–28).

Parametric instabilities occur when the pump amplitude 
exceeds a threshold that depends on collisional effects, Landau 
damping, and plasma inhomogeneity. The effect of collisional 
damping of LW’s was not emphasized in earlier theoretical 
works. This was either for simplicity or motivated by the domi-
nance of inhomogeneity in experiments. In this work, all three 
effects are included.

In several previous studies of the nonlinear saturation of 
electromagnetically driven parametric instabilities, the level of 
LW excitation was seen to depend on the ion-acoustic–wave 
(IAW) damping rate. This was reported in detail in simulations 
of the nonlinear stage of stimulated Raman scattering (SRS) 
in laser hot spots,29 in regimes of low Landau damping of the 
Langmuir wave. It was found that the SRS reflectivity increased 
linearly with the IAW damping rate. In general, the develop-
ment of Langmuir turbulence and collapse physics is known 
to depend on the ion-acoustic damping rate.30–32 These earlier 
results suggest that TPD could be less severe in materials with 
high collisional damping of LW and weak collisional damping 
of IAW (experimental evidence suggests TPD suppression in 
mid-Z targets33,34). More importantly, there could be practical 
implications for directly driven inertial confinement fusion 
(ICF) since Betti35 and Lafon36 have shown that igniting targets 
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can be designed using mid-Z ablators at the megajoule (MJ) 
scale. These could provide an alternate path to ignition should 
TPD preheat be too high in directly driven designs using plastic 
(CH) ablators.37 

The following sections describe the numerical “QZAK” 
model and explain in detail the approximations that have been 
made; the properties of linear stability; and the anomalous 
absorption of hot-electron production that is characteristic of 
the nonlinearly saturated state, emphasizing the sensitivity to 
plasma conditions, followed by a summary and discussion.

Numerical Simulation of TPD Growth and Saturation 
in Inhomogeneous Collisional Plasma

Zakharov models38,39 have been used extensively to study 
the evolution of Langmuir waves and their nonlinear coupling 
with ion-acoustic waves, particularly LW self-focusing and 
collapse. The Zakharov model describes both three- and four-
wave interactions,40 which have been used to study strong 
Langmuir turbulence41,42 relevant to laboratory plasmas,43,44 

ionospheric modification experiments,30,31,45 laser-plasma 
experiments,32,46,47 and pulsar radio emissions.48 The weak tur-
bulence regime40 assumes random phase interactions between 
the linear modes and does not accurately describe the results 
from Zakharov models49 because of strong turbulence effects. 
The strong turbulence regime41,42 involves phase-coherent 
interactions including self-focusing, cavitation, and collapse, 
which can coexist50 with wave–wave processes such as the 
Langmuir decay instability (LDI).40,51 The key approximation 
of the model is that of temporal enveloping. The fast varia-
tions (2 /2 t + ~pe) of the LW electrostatic field are explicitly 
removed, and the slow variations (2 /2 t % ~pe) are followed 
by the complex-valued function, or “envelope” , .E x t1

v v_ i  For 
example, the physical LW electrostatic field Eu  is given by 

/ , . ,expE E x t i t1 2 c.c1 pe- ~= +u v v_ `i j9 C  which is centered at the 
reference plasma frequency ~pe = (4rn0e2/me)

1/2.

In the extended quasi-linear Zakharov model of TPD,32,46 

multiple envelopes are defined by an expansion in harmonics 
of the reference electron plasma frequency ~pe (which is itself 
defined in terms of a reference density n0). This is useful since 
TPD is localized between a narrow range of densities in the 
neighborhood of .n 4c  Two envelopes and a low-frequency 
term are sufficient for the present analysis,52 shown below for 
the plasma current:
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where ,J t J1 1pe2 2 %~v v  etc. The term proportional to J1
v  

is centered at the plasma frequency ~pe and therefore close 
to one half of the laser frequency. The longitudinal compo-
nent of J1

v  drives the first Zakharov equation (LW response), 
while the transverse component is responsible for the 20~  
radiation53–56 (including SRS29 and the mixed-polarization, 
high-frequency hybrid instability18). The term ,J2

v  near twice 
the plasma frequency 2~p and therefore close to the laser fre-
quency ~0 (with mismatch D~ / ~0–2~pe % 2~p), modifies 
the laser propagation and is the source of pump depletion. [The 
subscript “0” denoting the laser frequency ~0 throughout is 
not to be confused with the subscript “0” in Eq. (2), where it 
denotes terms with a frequency far below the electron plasma 
frequency.] The plasma response to low-frequency terms is 
assumed to be quasi-neutral dn = dne . Zdni, where Z is the 
ion charge and dne and dni are the electron- and ion-density 
perturbations, respectively. Inhomogeneous plasmas with a 
weak density gradient are investigated by the addition of a 
static term describing density perturbations from the reference 
density (as described in Russell et al.46) and by a constant flow 
velocity .u0

v

The primary disadvantage of a fluid-moment model such 
as the Zakharov model32,46 is the lack of nonlinear kinetic 
saturation mechanisms. Although often derived from the 
plasma fluid equations,57 ZAK25,26,32,46 and also the QZAK 
(described below) and RPIC numerical codes (described 
in Vu et al.25) can be shown to be direct consequences of 
the Vlasov equation by the use of a multiple time-scale 
analysis and the requirement that certain parameters remain 
“small,” e.g., ,E n T4 1<1 0 er2v ^ h  ,n n 1<0 0ed  and kmDe < 1 
(Ref. 58), where

 T n e4 0
2

De em r= ^ h  

is the electron Debye length. The ZAK model of TPD25,26,32,46 
[which includes linear wave–particle interactions (Landau 
damping)] is improved upon by QZAK, which evolves the 
electron-distribution function in the quasi-linear approxima-
tion. RPIC is a time-enveloped particle-in-cell (PIC) code 
that improves on QZAK since it does not make the quasi-
linear approximation.25 When the proper conditions are met, 
the predictions of RPIC and QZAK should agree. Since PIC 
codes generally make no small-parameter assumptions, they 
can be used to check the validity of QZAK calculations. This 
was discussed in a recent paper by Vu et al.27 using the code 
RPIC and also briefly in Confirmation of the Sensitivity to 
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Ion-Acoustic Damping Using RPIC Calculations (p. 122) 
(unlike typical PIC codes, RPIC assumes that a separation of 
time scales exists, which could in some sense be considered 
as an expansion parameter).

The Extended Quasi-Linear Zakharov (QZAK) Model of TPD
The harmonic decomposition in ~pe suggested by Eq. (2) 

leads to the following equation for EM waves having frequen-
cies of 2~pe (i.e., near that of the laser pump):
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This equation describes the laser pump field, which is imposed as 
a boundary condition, together with other components resulting 
from nonlinearities. The relation of the laser electric field E0

v  to 
the transverse component of the second-harmonic envelope is 
given by ,expE E i t,T0 2 ~D=v v _ i  where D~ represents the slight 
frequency mismatch that arises because n0 (= 0.23 nc) is slightly 
less than n 4c  (to allow for the density gradient). The subscript 
“T” denotes the transverse component, which is most easily 
expressed in Fourier space: .E k I kk k E k,T2

2
2:-=v v x vv v v^ a ^h k h  The 

quantity o2,T is the collisional damping rate of transverse waves 
n n,T2 0 c ei.o o` j  that gives rise to inverse-bremsstrahlung 

absorption,59 where 

 log n Z T3 10 1 1cm eV
/6 3 3 2

ei e e#.o m- -_ a `i k j  

is the usual electron–ion collision frequency (in s–1), where 
log(m) is the Coulomb logarithm and Te is the electron tempera-
ture. The term N xd v^ h is a small, nonevolving density perturba-
tion describing the weakly inhomogeneous density,46 while 

,x tnd v_ i is the quasi-neutral piece that is driven by the pondero-
motive pressure of the high-frequency fluctuations. The total 
low-frequency density is given by , ,n x t n N x n x t0e d d= + +v v v_ ^ _i h i 
with the assumption that both dN/n0 % 1 and dn/n0 % 1. In all 
calculations presented here, dN varies linearly in the x direc-
tion only (the “longitudinal” direction), while the initial density 
scale length Ln / [d/dx ln(n0 + dN)]–1 = 330 nm (at box center) 
unless otherwise noted. The right-hand side of Eq. (3) describes 
the depletion of E ,T2

v  as a result of its decay into electrostatic 
waves .E1

v  

In two-plasmon decay it is likely that the background 
particle-distribution functions are significantly changed during 
the nonlinear stage of the instability. High levels of LW’s or 
IAW’s can lead to important modifications of the electron and 
ion distribution functions; these modifications, in turn, affect the 
nonlinear levels of the wave excitation. A multiple time-scale 
analysis of the spatially averaged electron Vlasov equation, 
together with a quasi-neutral low-frequency response, leads to the 
same coupled envelope equations for the electrostatic response:
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(described by E1
v ) and for the low-frequency response 
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as described previously32 [with the exception of the terms 
representing inhomogeneity (discussed in more detail below)]. 
The important difference is that the linear response [i.e., the 
coefficients on the left-hand side of Eqs. (4) and (5)] varies 
over times that are long compared with the variation of the 
envelopes. In both Eqs. (4) and (5), D ut t 0 :2 d/ + v` j is the 
convective derivative and the term SE is the time-random-phase 
Čerenkov noise source60 for Langmuir waves as described in 
Russell et al.46 Noise enters the acoustic-wave equation only 
through the LW ponderomotive force. In Eq. (4), oe = ocoll + cL 
is the sum of the collisional and Landau damping for LW’s 
(which evolves in time) and whose dispersion depends on the 
electron thermal velocity .T mve e e=  The first term on the 
right-hand side is the longitudinal part of the nonlinear cur-
rent ,J1

v  which drives density perturbations with frequencies 
close to ~pe. In Eq. (5), c ZT m T ZT1s e i i i ec= +

/1 2` `j j is the 
speed of ion-acoustic waves that damp with the rate oi, where 
ci . 3, mi, and Ti are the ion ratio of specific heats, mass, and 
temperature, respectively. The first term on the right-hand side 
describes the low-frequency ponderomotive forces of Langmuir 
and electromagnetic fluctuations.

As in the work of Sanbonmatsu et al.,61 the slow temporal 
evolution of the spatially averaged electron distribution func-
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tion GFeH, which is a function of velocity vv  and time t only, is 
governed by a Fokker–Planck equation:

 

.

F F F

D F D F

E E

v

v v v

t 0

2

1
2

2
2

e e

e e e

IB IB

v v v: : : :

-2

2 2 2

o

d

v v

+

= +

+ +

v

t v t v

t v t v

v v v

^ a

^ ^

h k

h h:

; ;

D

E E

 

(6)

The diffusion coefficient D vt v^ h is given by the usual quasi-
linear form:
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where k1} v^ h is the electrostatic potential , ., k tE k t ik 11 - }=v v v v_ _i i  
The quantity kDv  is the wave-vector spacing along the line in 
k space defined (for given vv) by the constraint ,k 0vpe :-~ =v v  
while Dkx and Dky are equal to 2r/Lx and 2r/Ly, respectively. 
The quantities Lx and Ly are the lengths of the simulation domain 
in the x and y directions. The second term on the left-hand side of 
Eq. (6) involving the term ,s L s Lv v vx x x y y y/o +v^ h  with 
sx , sy taking the values of either 0 or 1, is the result of spatially 
averaging the advective term in the kinetic equation for the dis-
tribution function over the domain in which Eqs. (4) and (5) are 
solved: [0, Lx] # [0, Ly] (Ref. 61). If the calculation is periodic in 
the y direction, for example, the corresponding contribution to 
this term vanishes (i.e., sy = 0). It is assumed that the outgoing 
distribution of velocities at each spatial boundary is the same 
as the spatially averaged distribution function.27 The term Dd t  
entering into Eq. (6) has the same definition as Dt  in Eq. (7), but 
it is calculated with the initial LW noise spectrum to ensure that 
GF0H is a steady-state solution to the undriven Eqs. (4)–(7) as 
described in Sanbonmatsu et al.61 Ad hoc differential operators 

,E1
2

IBvt yv9 C  ,E2
2

IBvt v8 B  which have been added to Eq. (6), are 
intended to correspond to the collisional absorption of LW and 
EM waves, described by the envelopes E1

v  and ,E2
v  respectively, 

since they can become important for collisional plasmas. The 
form of these operators is left unspecified.

The distribution function , ,F tve
v_ i  which evolves accord-

ing to Eq. (6) starting from the initial condition , ,F t Fv 0e =v_ i  
redefines the linear response of the plasma in time through the 

linear susceptibilities that modify the frequencies (e.g., cs and 
ve) and damping rates (cL) of the linear modes. In the current 
implementation of QZAK, only the electron Landau damping 
[entering into oe of Eq. (4)] is evolved:

 , , .k t
k

k F t kdv v v2

2

L
pe

e pev: :-2.c
r~

d ~v vv v v vv_ _ ai i k#  (8)

Equations (3)–(8) are solved in two spatial dimensions by a 
split-step method. Equation (3) is currently solved by neglect-
ing collisional absorption, pump depletion, and nonlinear 
terms (i.e., trivially), while Eqs. (4) and (5) are advanced by a 
pseudospectral method:62,63 All the linear propagation terms of 
Eqs. (4) and (5) are computed in Fourier space (Landau damp-
ing can be easily written in k space), while the nonlinear term in 
Eq. (4) is updated in real space. Both the transverse (y direction) 
and longitudinal (x direction) boundary conditions for the fields 
E1
v  and dn are assumed to be periodic. Physically, the longitu-
dinal direction should be open. In the longitudinal direction the 
LW’s are strongly damped, however, in the low-density region 
due to Landau damping, and they are evanescent beyond the 
quarter-critical density, so there is actually negligible cross-
communication and differences between periodic and outgoing 
boundary conditions should be negligible. Ion fluctuations are 
strongly damped at both longitudinal boundaries by the addi-
tion of a “beach” to ensure there is no recirculation.29 This can 
be important for weakly damped IAW.

The distribution function GFeH is updated less frequently 
than the envelopes by evolving Eq. (6), neglecting the inverse 
bremsstrahlung operators, using an alternating-direction 
implicit (ADI) scheme.64 At each update of Eq. (6), the Landau-
damping term cL is updated according to Eq. (8). Although 
Eqs.  (6)–(8) have been written here in the nonrelativistic 
approximation (for clarity), QZAK actually solves their rela-
tivistic generalization. 

A major assumption used in the derivation of Eq. (6) was that 
the electron-distribution function is well approximated by its 
spatial average. It is not evident that this should be so, given that 
the plasma is (weakly) inhomogeneous. However, recent results 
using the time-enveloped particle-in-cell code RPIC indicate this 
to be a valid assumption.27 This important simplification is very 
beneficial because it makes large-scale simulations of the nonlin-
ear evolution of TPD using Eqs. (3)–(8) practical, particularly in 
three dimensions. Three-dimensional simulations are important 
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since it has been demonstrated that the TPD process is driven by 
the mutual interaction of multiple laser beams.21,23,24

The self-consistent set of equations [Eqs. (3)–(8)] reach, in 
many cases, a statistical steady state in which it is possible to 
associate a heat flux associated with suprathermal particles 
and an anomalous absorption because of all the dissipative 
processes. Solutions to the velocity-space diffusion equation 
[Eqs. (6) and (7)] allow one to estimate hot-electron production, 
which is important if connections are to be made with experi-
ment16,24,65 and other kinetic modeling.25,27,28,66–68

Aspects of Linear Stability
Two-plasmon decay in a strictly linearly varying density 

profile was first found to be convectively unstable using an 
analysis based on the spatial envelope approximation.2 Later, 
Simon et al.,6 arguing that the spatial envelope approximation 
becomes invalid near the LW turning point, showed that two-
plasmon decay of a plane EM wave propagating in the direction 
of the density gradient is absolutely unstable.3,6,17,69,70 The 
correct threshold intensity was obtained by Simon et al.6 and 
is given approximately by

 .I T L1 4 2 330keV m14 e n. na ak k (9)

for conditions of current experiments,16 where I14 is the laser 
intensity in units of 1014 W/cm2 and Ln is the density scale 
length. This threshold condition is plotted in Fig. 134.35. The 
TPD instability extends to wave numbers outside the region of 
absolute instability to include modes that have been determined 
to be convectively unstable,24,67 with the convective “thresh-
old” intensity a factor of a few times higher for a single-plane 
EM wave pump.67 These works6,24,67 neglected the damping 
of the decay plasma waves. As can be seen in Fig. 134.35, 
this is a good approximation since the damping threshold 
intensity is much smaller than the inhomogeneity threshold at 
the scale accessible by +10- to 20-kJ lasers (e.g., OMEGA71/
OMEGA EP72) indicated by the yellow shaded region.

In the opposite (homogeneous) limit, the damping thresh-
old (also shown in Fig. 134.35) is simply given by 20 eiLc o  
(cf., e.g., Goldman1,73 or Kruer74) since collisional damping 

a 2coll eio o  greatly exceeds Landau damping cL for wave 
numbers k K 0.25 kD in a Maxwellian plasma ., ,2i.e e ei.o o` j  
where c0 is the temporal growth rate and kD = 1/mDe is the Debye 
wave number. A stability analysis of Eq. (4) performed for a 
single-plane EM wave and taking dN = 0 can be shown to give 

the expected growth rate [Eq. (1)] and can be simply general-
ized to the case of multiple EM plane-wave irradiation.22,24 A 
similar analysis can be performed including a linear variation 
in density dN. This results in the same two coupled differential 
equations (in wave-number space) that have been shown by 
Simon et al. to lead to the approximate threshold condition of 
Eq. (9) [e.g., Eqs. (3) and (4) in Simon et al.6].

Equation (4) can be used to compute the properties of linear 
stability with the combined effect of a density gradient and 
LW collisional damping, which are described by the terms 
dN and oe in Eq. (4), respectively, together with the effects of 
multibeam irradiation through the boundary conditions applied 
to Eq. (3). Figure 134.35 shows the numerically determined 
absolute threshold containing both LW dissipation and plasma 
inhomogeneity by solving Eq. (4) for two overlapped plane 
EM waves (see Fig. 134.36). A more-complete stability analysis 
must take into account the geometry and polarization of laser 
irradiation for a given experiment24—a three-dimensional 

Figure 134.35
The markers show the numerically determined threshold for absolute two-
plasmon–decay (TPD) instability of two plane electromagnetic (EM) waves 
incident at angles of !23° with respect to a density gradient of scale length 
Ln for different values of Zeff [and, therefore, collisional Langmuir-wave (LW) 
damping]. The plotted intensity is the sum of the single-beam intensities. 
For comparison, the dotted line shows the approximate absolute threshold 
intensity, in the absence of LW damping, for a single, normally incident plane 
EM wave6 as a function of density scale length. The collisional threshold in 
the absence of plasma inhomogeneity is shown by the horizontal dashed lines 
for various Zeff. In all cases, the electron temperature is given by Te = 2 keV. 
The yellow-shaded region indicates scale lengths characteristic of OMEGA 
experiments, while the blue-shaded region indicates scale lengths for ignition-
scale designs. 
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problem. Currently, this is being investigated using a new code 
(ZAK3D) that solves Eqs. (4) and (5) in three dimensions.75,76

For ignition-class lasers with +1 MJ of laser energy [e.g., 
the National Ignition Facility (NIF)77], the TPD threshold in 
direct-drive designs37 is exceeded by a wider margin than in 
experiments on OMEGA/OMEGA EP, not because of a sig-
nificant increase in laser intensity but because of the 2# to 3# 
increase in density scale length. As can be seen in Fig. 134.35, 
the inhomogeneity threshold is decreased by roughly a factor of 
2 to 3. For such scale lengths, the collisional threshold can be 
made comparable to the inhomogeneity threshold by increas-
ing the effective ionization state Z Z Z2

eff /  of the ablator 
material to Zeff + 14 (e.g., silicon) (for multiple ion-species plas-
mas, the effective electron–ion collision frequency is obtained 
by replacing Z $ Zeff in the usual expression for oei). From the 
point of stability with respect to TPD, Fig. 134.35 suggests that 
increasing the Zeff of the ablator is beneficial (for a fixed elec-
tron temperature), particularly if TPD is marginally unstable 
in CH, since satisfactory mid-Z ablators can be designed.35,36

All calculations presented in Nonlinear Saturation (p. 118) 
have assumed that the electromagnetic pump consisted of two 
plane EM waves incident at angles of !23° with respect to the 
direction of the density gradient (see Fig. 134.37). The plasma 

parameters were chosen to be those of recent long-scale-length 
experiments in CH targets.16,65 When Zeff was varied, these 
hydrodynamic parameters were not changed: the electron 
temperature was Te = 2 keV with Ti = 1.5 keV for ions. The 
density scale length was Ln = 330 nm with the simulation box 
length Lx set to include densities from 0.19 nc to 0.27 nc, i.e. 
Lx = (8/23) Ln. [A separate analysis based on radiation–hydro-
dynamic simulations has been used to calculate the dependence 
of plasma parameters (e.g., density scale length and electron 
temperature) at the quarter-critical surface for different abla-
tor materials with similar irradiation conditions34 but this 
will not be discussed here.] When simulating a multiple-ion-
species plasma, Eq. (5) was used to simulate an “effective” 
IAW such that Z and mi were replaced by their averages (over 
ion species) except in the collisional LW damping rate as 
mentioned previously. Values of Zeff = 5.3, 10, and 14 were 
obtained by modeling CH, SiO2, and Si plasmas, respectively. 
The IAW damping rate oi is currently a fixed parameter that 
is initialized at the start of the calculation. This was equated 
with the expected Landau-damping rate of the least-damped 
IAW mode78,79 for CH, SiO2, and Si, except for the Zeff = 10 
and 14 strong damping cases, where iou  was set to . ,0 1io =u  
where i i s/o o ~u  is the dimensionless IAW damping rate and 
~s - kcs is the IAW frequency.
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Figure 134.37
The time-averaged electrostatic field spectrum E k1

2
x

v v^ h  (in arbitrary units) 
taken from a representative run at a time when nonlinear saturation has been 
attained. The instability is driven by two plane EM waves (black arrows) that 
are incident at an angle of !23° with respect to the direction of the density 
gradient (x direction) and are polarized in the simulation (x,y) plane. The green 
(white) curves show the location of the maximum in growth rate as calculated 
by homogeneous theory [Eq. (1)]. The red circle indicates the location of the 
Landau cutoff . .k 0 25Dem =v` j

Figure 134.36
The electrostatic field intensity E n T41

2
0 erv _ i at nonlinear saturation 

as a function of laser intensity for a plasma with Zeff = 14, Ln = 330 nm, and 
Te = 2 keV. The dashed (solid) curves show the results with (without) quasi-
linear (QL) evolution of the electron-distribution function. The upper and 
lower sets of two curves correspond to strong .0 1io =u` j and weak .0 02io =u` j 
IAW damping, respectively. The error bars indicate the root-mean-square 
(rms) deviation from the average value at saturation.
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For non-negligible LW amplitudes, the QZAK model includes 
nonlinear coupling to ion fluctuations dn, which introduces 
a rich variety of nonlinear and turbulent phenomena. It also 
includes quasi-linear (kinetic) effects. Together, these effects 
will determine the long-time behavior of TPD relevant to experi-
ment and the relative importance between absolute modes and 
convective modes in the nonlinear state.

Nonlinear Saturation
1. Anomalous Absorption  

(Heating of Near-Thermal Electrons)
Several diagnostics have been implemented to quantify the 

level of two-plasmon–decay instability and its dependence on 
plasma composition. Figure 134.37 shows the spatially averaged 
Langmuir-wave intensity n T4rE1 0 e

2v  as a function of laser 
intensity for Zeff = 14 at late time, when E1

2v  is judged to 
be steady. In all cases, spatial averaging is carried out over the 
whole simulation box that spans initial densities from 0.19 nc to 
0.27 nc. It is convenient to define the energy (per unit length in 
the ignorable coordinate z) associated with electrostatic 

 , ,W t x y E x y t 4d d1 1
2

/ rv_ _ _i i i#  

and electromagnetic waves 

 , ,W t x y E x y t 8d d2 2
2

/ rv_ ^ _i h i#  

[which are simply related to the above spatial averages 

 ,W A E 41 1
2

r= v ^ h  ,W A E 82 2
2

r= v _ i  

where A = Lx # Ly is the area of the simulation box]. The effect 
of the quasi-linear evolution of the distribution function can 
be seen by comparing the saturated level of E n T41

2
0 erv  

with and without evolution of Eq. (6) for the spatially averaged 
electron-distribution function. Previously in Myatt et al.,26 esti-
mates of electron heating by TPD were based on the ZAK model 
using test particles; Fig. 134.37 demonstrates the importance 
of self-consistently evolving the electron-distribution function. 
The results are broadly consistent with those anticipated.26 Fig-
ure 134.38 shows a contour plot of the self-consistently evolved 
electron-distribution function, where significant deviation from 
the initial Maxwellian distribution is evident.

Figure 134.39 illustrates the dependence of E n T41
2

0 erv  
(or equivalently W1) on laser intensity for three values of Zeff 
(5.3, 10, and 14) and for weak .0 02io =u_ i and strong .0 1io =u_ i
ion-acoustic damping. It is evident that for a given ion-acoustic 
damping rate, the case of Zeff = 14 has the lowest value of W1. 
Regardless of the value of Zeff, W1 is smaller if ion-acoustic 
waves are weakly damped. The saturated value of W1 can 
be connected to enhanced absorption of laser energy in the 
quarter-critical region in the following way: it can be shown 
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consistent quasi-linear diffusion equation [Eq. (6)].
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that the field equations [Eqs. (3)–(5)] satisfy the energy con-
servation law
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where P2
v  is the Poynting vector 

 c i E E E E4P2
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and recalling that n n 2,T2 0 c ei.o o` j  is the damping rate 
of the driving EM waves and .2eicoll .o o  Note that the dis-
sipation associated with ion-acoustic waves does not enter in 
Eq. (10) because of the smallness of the mass ratio. In statistical 
steady state, defined by G2t[W1 + W2]Hx = 0, where G Hx implies 
a running time average,
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which, if kLc
v^ h is positive definite, gives the lower bound for 

the amount of power dissipated in the quarter-critical region, 
caused by electron–ion collisions, by the incident electromag-
netic waves:

 .s
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The term in the square brackets in Eq. (12) is a factor that 
multiplies the usual collisional energy absorption rate. This 
factor represents the anomalous (anom) enhancement of laser 
energy absorption caused by TPD W W1 4 1 2anom /h + x x  
(the assumption being that absorption is caused by electron–ion 
collisions and does not involve suprathermal electrons). A value 
of hanom = 1 would give the usual amount of power dissipated 
that is associated with collisional absorption of light waves 
and corresponds to the usual terms present in ICF direct-drive 
hydrodynamic design codes. This can be estimated, for small 
absorption, as a .I I I L c4 0 24x0 0 ei- . o_ ` `i j j  (for CH). 
Figure 134.40 shows Fig. 134.39 replotted to illustrate the 
dependence of hanom on laser intensity for materials of differ-
ent ionization Zeff and IAW damping rate. These results could 
be used to modify hydrocode predictions in a simple way by 
introducing a multiplier (hanom) on the usual inverse brems-
strahlung term.
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Figure 134.39
The electrostatic field intensity E n T41

2
0 erv _ i  at nonlinear saturation as 

a function of total laser intensity for values of Zeff = 5.3 (green), 10 (red), and 
14 (blue), and for weak .0 021o =u` j (dashed) and strong .0 11o =u` j ion-acoustic 
wave (IAW) damping (solid curves). The error bars give the rms deviation 
from the mean values. The deviation can become quite significant for the most 
strongly driven cases.
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The anomalous absorption factor hanom [see Eq. (12)] computed as a 
function of total laser intensity for values of Zeff = 5.3 (green), 10 (red), 
and 14 (blue), for weak .0 021o =u` j (dashed) and strong .0 11o =u` j IAW 
damping (solid curves). The error bars show the rms deviation from the 
mean value computed at nonlinear saturation.
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Figure 134.41 shows the dissipation spectrum 

 k E k 41
2

Lc r
x

v v v^ ^ _h h i  

that is associated with suprathermal electron production, i.e., 
the last term on the right-hand side of Eq. (11). It can be seen 
that features similar to the linearly unstable LW’s exist, but dis-
sipation extends to the Landau cutoff. Comparison of the size of 
the two terms on the right-hand side of Eq. (11) shows that the 
first (collisional term) is generally larger than the second, and 
that pump depletion is important for the more strongly driven 
runs presented here. It also suggests that the reference electron 
temperature Te should be evolved. A future improvement of the 
code will be to evolve Eq. (3) self-consistently including pump 
depletion and collisional absorption. Evolution of the reference 
electron temperature Te will also be considered.
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A snapshot of the dissipation spectrum k E k 41Lc rv v v_ _ _i i i (in arbitrary units) 
that is associated with hot-electron generation and whose sum determines the 
power dissipated by collisionless processes [Eq. (11)]. As in Fig. 134.36, the 
green (white) curves show the spectral location of the maximum in TPD growth 
rate as calculated by homogeneous theory for each beam [Eq. (1)] and the red 
circle indicates the location of the Landau cutoff . .k 0 25Dem =va k

2. The Production of Energetic Electrons
Velocity moments can be taken of Eq. (6) in the usual way 

to obtain evolution equations for the hydrodynamic variables. 
For example, an energy equation can be derived from Eqs. (6) 
and (7) for the spatially averaged electron-distribution function 
GFeH (by multiplying by mev2/2 and integrating over velocities) 
with the result
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where W m F2 dvv2
e e e= v` j #  is the total electron kinetic 

energy. The terms on the right-hand side of Eq. (13) can be 
identified as the dissipated power associated with the production 
of suprathermal electrons, the collisional absorption of Lang-
muir waves, and collisional absorption of the pumping laser 
(which is usually the only term included in radiation–hydrody-
namic calculations). A statistical steady state can exist if these 
source terms balance the flux through the boundaries, where 

Q Q Q q q q q, ,i i i i i i i0 0
> < > > < <- - - -/D D D = ` `j j and the subscript 

i denotes each of the coordinate directions. The heat flux has its 
usual definition q m F2 dvvv2

0e e/
3

v vv_ i#  with the exception 
that the integral is split into two parts ,q q qi i i= +< >  depend-
ing on the sign of the velocity component vi [i.e., each piece 
corresponds to either forward-going (>) or backward-going 
(<) velocities with respect to the i direction]. The subscript “0” 
implies that it is calculated with the initial electron-distribution 
function GFeH(t = 0). For a symmetric (e.g., Maxwellian) initial 
distribution, q q0 0

> <-=v v  and the net heat flux vanishes.80

Together with Eq. (10), global energy conservation may be 
expressed as
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and the absorbed power of the laser is balanced by the power 
flowing through the boundaries carried by the kinetic energy 
of electrons. For the case where the velocity space diffusion 
is assumed periodic in the i direction (which is the y direc-
tion transverse to the density gradient in all the calculations 
presented here), the corresponding flux term Q Li iD  is 
absent. Consequently, for doubly periodic boundaries, the only 
steady-state solution is the trivial one .s 0d P2: =

x
v v#  When 

one boundary is open (e.g., in the direction of the gradient), it 
corresponds to the use of “thermalizing” boundaries as is often 
implemented in PIC codes. The applicability of these bound-
ary conditions has been discussed in Myatt et al.,26 where the 
possibility of the reheating of electrons that pass multiple times 
through the quarter-critical region was evaluated.

Figure 134.42 shows the hot-electron power fraction fh
30>  as 

a function of time for two runs that correspond to overlapped 
laser intensities of IL = 6 # 1014 W/cm2 and an effective 
ionization of Zeff = 10 for two values of the ion-acoustic 
damping rate ( .0 1io =u  and 0.02). The fraction f th

30> _ i is 
defined as the ratio of the heat flux DQx to the (constant) laser 
intensity IL (in W/cm2) with the restriction that the limits 
on the range of integration in the integral determining the 
heat flux DQx are adjusted to include only electrons having 

energies greater than 30 keV (for this reason, the superscript). 
Experimentally, the fraction f E E,exph h L/  is a time-
integrated measurement often determined (for a laser pulse of 
energy EL) by inferring the energy Eh of suprathermal electrons 
via the strength of Ka emission from a fluorescent layer buried 
in the target.16 A model of electron–photon transport in matter 
is used to relate the observed energy in Ka emission to the 
energy of hot electrons. For example, a molybdenum layer was 
used in Yaakobi et al.16 having .E 17 5 keVK .

a
 [which justifies 

our cutoff energy of 30 keV in the definition of ( )f th
30> ]. To 

facilitate a comparison with experiment, we define a running 
time average .fh x

30>  It can be seen from Fig. 134.42 that it 
is often possible to define a meaningful steady state so that 

fh x
30>  is constant (and can be crudely equated with the 

experimental energy fraction af f ,exph hx
30> ). This steady-

state time average (for x > 35 ps) is plotted in Fig. 134.43 for 
materials of varying Zeff and .iou
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Figure 134.43
Hot-electron fraction ,f h x

30>  as determined at nonlinear saturation as a 
function of total laser intensity for Zeff = 5.3 (green curve), 10 (red curve), 
and 14 (blue curve). The solid curves indicate runs with an IAW damping 
rate of . ,0 1io =u  while the dashed curves correspond to . .0 02io =u  The error 
bars quantify the rms fluctuations about the average that is associated with 
the steady state.

Figure 134.43 shows the main results of this study. It can 
be seen that the hot-electron fraction fh x

30>  increases rapidly 
for IL L 3 to 5 # 1014 W/cm2 (with a threshold depending on 
Zeff) and then saturates at the level of several percent for CH 
targets, which is broadly consistent with PIC calculations27,68 
when electron–ion collisions are accounted for (in the RPIC 
calculations of Vu et al.,27 grid damping plays the role of elec-

Figure 134.42
The heat flux carried by hot electrons with energies greater than 30 keV as 
a fraction of the incident laser power as a function of time .f th

30> ` j9 C  These 
results were obtained for a plasma with Zeff = 10 and a total laser intensity 
of 5 # 1014 W/cm2. The solid curve corresponds to an ion-acoustic damping 
rate of . ,0 1io =u  while the dashed curve corresponds to . .0 02io =u  In both 
cases, the runs commence at t = 0 but quasi-linear diffusion is not started 
until approximately t = 17 ps (as indicated by the arrow).
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tron–ion collisions), and also experimental measurements65 (the 
density scale length, electron temperature, and laser intensities 
were motivated by OMEGA EP experimental conditions using 
CH targets65). Calculations of SiO2 targets, having weak ion-
acoustic wave damping . ,0 02io =u_ i  show a similar intensity 
dependence but saturate at a level approximately half that of 
CH targets, while calculations of Si targets (Zeff = 14, .0 02io =u

had the lowest hot-electron fraction of all, which is particularly 
pronounced at mid-intensities (IL + 5 # 1014 W/cm2). In part, 
this is due to the effect of the increased threshold for Si associ-
ated with the Langmuir-wave damping (see Fig. 134.35).

In general, the lowest hot-electron production was seen for 
materials with the highest Zeff and the smallest ion-acoustic 
wave damping . .0 02io =u  This suggests CH ablators might 
not be the best choice of ablator material from the point of 
view of TPD. 

3. Confirmation of the Sensitivity to Ion-Acoustic Damping 
Using RPIC Calculations
Two 2-D RPIC simulations that do not make the quasi-linear 

approximation or any assumption regarding the spatial unifor-
mity of the electron distribution function were performed to 
independently investigate the effect of the IAW damping rate 
on the development and saturation of TPD.

Over 50 QZAK calculations were performed in the current 
analysis, most for a long density scale length (Ln = 330 nm) 
and integrated out to times close to +0.1 ns (+5 ns in combined 
total). Because RPIC calculations are much more computation-
ally intensive than QZAK, the RPIC calculations were per-
formed at a shorter scale length (Ln = 130 nm) and integrated 
for shorter times (t = 9 ps). The ion-acoustic damping rate was 
modified by varying the ion Landau-damping contribution to 

iou  through the ion temperature [a hydrogen (Z = 1) plasma 
was assumed]. All other physical parameters were the same as 
described earlier for the QZAK calculations.

The two RPIC simulations used identical simulation 
domains consisting of 4096 (x direction) # 1024 (y direction) 
computational cells, and the electron and proton distributions 
were each represented by 32 particles/computational cell. The 
boundary conditions were compatible with those assumed by 
QZAK [see Numerical Simulation of TPD Growth and Satu-
ration in Inhomogeneous Collisional Plasma (p. 113) and 
The Production of Energetic Electrons (p. 120)]: the particles 
were recycled periodically in the y direction and absorbed at the 
surfaces x = 0 (laser entrance boundary) and x = Lx (laser exit 

boundary). At these boundaries, Maxwellian baths of electrons 
with temperature Te and ions with temperature Ti were assumed, 
and the particles absorbed at these surfaces were replenished 
accordingly. Each of the two incident pump plane EM waves 
was given an intensity of I0 = 1 # 1015 W/cm2 with polariza-
tion in the x–y plane.

The so-called “low” and “high” IAW damping simulations 
correspond to Ti = 0.1 keV T T 20e i =`  and .1 11 10i

3#.o -u j 
(electron Landau damping of IAW is not present in RPIC) and 
Ti = 1 keV T T 2e i =`  and .2 70 10i

1#.o -u i, respectively. The 
high-damping case has been presented elsewhere,27,28 but the 
results are reproduced here for comparison. Figure 134.44 
shows the suprathermal heat flux fh ( Q x

>D  normalized to the 
total laser intensity) as a function of time over a period of 10 ps 
for both cases. In the simulations, Q x

>D  is computed from the 
electron flux accumulated at the laser exit boundary (x = Lx) 
accounting for electrons of all energies. As before [The Pro-
duction of Energetic Electrons (p. 120)], Q x

>D  represents the 
electron heat flux in excess of its initial (Maxwellian) value.
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The suprathermal heat flux fh, as computed by the code RPIC,27 is shown as a 
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IAW damping. While the low-damping case reaches saturation much more 
quickly, its saturation level is lower.

Figure 134.44 indicates that both the high-damping and low-
damping cases reached saturation, and that the high-damping 
case achieved a suprathermal heat flux Q x

>D  about twice as 
large as that of the low-damping case. Furthermore, while the 
high-damping case took several (+10) picoseconds to reach 
saturation, the low-damping case achieved saturation in about 
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0.5 ps. The comparison shown in Fig. 134.44 presents sup-
porting evidence that the IAW damping rate has an important 
effect on the temporal development and saturation level of TPD.

The RPIC simulation corresponding to high iou  and shown in 
Fig. 134.44 has been previously analyzed in some detail.27,28 
The nonlinear state was described in terms of cavitating LW 
turbulence, and it was determined that prerequisites for the 
quasi-linear description were met—i.e., the distribution func-
tion was well described by its spatial average and trapping 
effects were negligible.28 A comparison between RPIC and 
QZAK is given in Vu et al.,81 but we speculate here on the 
importance of the ion-acoustic damping rate in the context of 
cavitating LW turbulence.

4. Dependence of G fhH on the IAW Damping Rate 
and Nucleation Dynamics
The significant sensitivity of the saturated level of TPD 

excitation on the IAW damping rate is clearly a nonlinear effect 
since the linear theory does not involve IAW’s. Such sensitivity 
might be anticipated since it has been observed in previous ZAK 
model studies of SRS in the weak Landau-damping regime.29 
Previous work30–32 has also demonstrated that nucleation 
of cavitons is favored by strong IAW damping. The detailed 
manifestation of this for the simulation regime considered here 
is under study. A qualitative summary of our current view is 
based on the assumption that Langmuir cavitation and collapse 
are the dominant processes in the nonlinear stage of TPD for 
the parameters considered.28

In the cavitating turbulence scenario, the level of electro-
static fluctuations is governed by the nucleation–collapse–
burnout cycle82,83 and the time scale of this process is gov-
erned by the IAW damping rate.27 The interference pattern of 
the linearly excited triad of free plane LW’s (see Fig. 134.36) 
produces density trenches that are modulated longitudinally 
by the beating of the forward common LW with the backward 
pair of triad waves. The ponderomotive force from the peaks 
in E1

2v resulting from this modulation produces density 
depressions that can support localized (or bound) states of 
the Langmuir field. The backward triad waves have long 
wavelengths and frequencies near the local electron plasma 
frequency and can directly nucleate the bound state.82,83 
These localized states then proceed to collapse and burn out, 
producing a large enhancement of LW energy and electron 
flux. As the triad modes evolve to higher k values,28 the spa-
tial scale of the longitudinal modulation appears to produce 
much stronger, smaller-scale density cavities in the trenches. 

These residual cavities appear to be too narrow and deep to 
efficiently nucleate new cavitons. The Langmuir turbulence 
then dies out locally until the short-scale density fluctuations 
dissipate by IAW Landau damping. The nucleation process 
can then resume with another burst of Langmuir turbulence 
once this has occurred.

In the nucleation–collapse–burnout cycle,82,83 a source must 
be present that can excite the bound state. The nucleation source 
is essentially the overlap integral of the bound-state wave 
function and the source, which may be the TPD current on the 
right-hand side of Eq. (4). This source produces freely propa-
gating LW’s that are dominantly the triad modes discussed 
recently.27,28 If this source has frequencies close enough to the 
bound-state eigenfrequency, it can cause a near-resonant exci-
tation of the bound state and initiate a collapse. To have such 
frequencies, free LW’s must have long wavelengths such that 
the bound-state wave function having the largest overlap inte-
gral with this long-wavelength source is the lowest or “ground 
state” with no nodes in its wave function. Our experience is 
that only this state is appreciably excited. A density well that 
is too deep may have a deeply bound ground-state wave func-
tion, which will not efficiently couple to a long-wavelength free 
LW. This means that for efficient nucleation, the density well 
should not be too deep, implying that the spatial width should 
be large enough to trap a weakly bound ground state. Strong 
IAW damping appears to produce more cavities of this type 
(because of this nucleation effect, the LDI cascade, where LW’s 
decay into LW’s with increasingly lower wavelengths, never 
progresses past a few steps before cavitons are nucleated in the 
ion-density fluctuations created by the LDI process itself).29 
For these TPD simulations, LDI appears to play a minor role, 
while the TPD triad25 and the ion-density fluctuations arising 
from their beating play a similar role in the nucleation process.

It is very difficult to diagnose, in microscopic detail, a system 
with as many as 104 cavitons.28 The scenario outlined above is 
consistent with our experience with simpler systems. Further 
microscopic details will be presented in a future publication.

Summary and Discussion
A two-dimensional model that further generalizes the 

extended Zakharov model of TPD to include quasi-linear dif-
fusion of the electron distribution function has been described. 
The model addresses the nonlinear evolution of the TPD insta-
bility caused by the self-consistent coupling of TPD-generated 
LW’s with ion-density fluctuations and quasi-linear evolution 
of the electron-distribution function. Quasi-linear evolution of 
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the electron-distribution function was shown to lead to satura-
tion of the average LW intensity at lower values than predicted 
by the Zakharov model alone for parameters of interest to 
recent experiments.

In the linear regime of infinitesimal LW amplitude, the 
model allows for TPD stability to be determined in the presence 
of both density inhomogeneity and LW damping for a laser 
pump described in terms of multiple overlapping plane EM 
waves in two dimensions. A more-complete treatment requires 
the model to be solved in three dimensions. A 3-D code solving 
Eqs. (4) and (5) but omitting the quasi-linear diffusion terms is 
described in Zhang et al.76 It was shown that collisional damp-
ing of LW’s is important for directly driven ICF targets at the 
ignition scale. In the nonlinear stage of TPD it was shown that 
the energy absorbed by the target and converted into electron 
thermal energy by the collisional absorption of TPD LW’s is 
comparable to, or greater than, the energy converted into hot 
electrons. It was suggested that maximizing the collisional 
damping of LW’s in direct-drive designs could be beneficial 
in mitigating TPD absorption and preheat.

For fixed electron temperature and density scale length, the 
lowest hot-electron production was seen for materials with the 
highest Zeff and the smallest IAW damping rate. The reduction 
in hot-electron fraction can be partly explained by the increased 
threshold. The nonlinear effect associated with weakly damped 
ion-acoustic waves was independently investigated with RPIC 
calculation, and a possible physical explanation for this effect 
was given in terms of nucleation dynamics of cavitating 
Langmuir turbulence. An experimental test might be to compare 
TPD in two materials of similar Zeff, e.g., Si- and Ge-doped 
plastic, where the second material has a greater IAW damping 
rate because of the presence of light (H) ions.

Future improvements to the QZAK model will include 
implementation of terms describing the effects of pump deple-
tion and collisional absorption for the EM pump. Self-consistent 
evolution of the reference electron temperature will also be 
investigated. Work is also underway to implement the quasi-
linear diffusion equation in three dimensions.
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Introduction
The cone-guided scheme for fast-ignition inertial confinement 
fusion (ICF)1,2 provides the potential of higher gains at lower 
total driver energy than conventional central hot-spot–ignition 
schemes. In this scheme, a spherical target with a hollow gold 
cone attached is first compressed by laser beams outside the 
cone and then ignited by a petawatt (PW) short ignition pulse 
launched into the cone. The cone keeps the plasma out during the 
compression so that the ignition pulse can reach the cone tip and 
generate MeV electrons close to the assembled fuel core. Given 
the angular spread of laser-generated hot electrons, keeping the 
hot-electron source closer to the assembled core is important 
to the success of fast ignition. Early Gekko XII experiments 
with the cone-guided scheme showed good laser–core cou-
pling.2,3 Recent scaled-up integrated experiments on OMEGA/
OMEGA EP showed, however, a lower coupling efficiency.4

One of the important factors affecting the laser–core 
coupling efficiency is the pre-plasma inside the cone.5 The 
pre-plasma is generated by an +1-mJ laser prepulse from ampli-
fied spontaneous emission in the PW ignition pulse. Previous 
experiments and simulations5–7 have shown that the pre-plasma 
can significantly reduce the forward-going hot-electron flux. 
The interaction of the main ignition pulse with the pre-plasma 
depends on the duration of the ignition pulse, as indicated by 
recent particle-in-cell (PIC) simulations of laser channeling8,9 

for the channeling/hole-boring fast-ignition scheme. The 
duration of the short pulse in the early work was of the order 
of 1 ps (Refs. 5 and 7), and was shorter than the 10-ps pulse 
in the OMEGA experiment.4 The required pulse duration for 
ignition, producing an electron beam with tens of kilojoules 
of energy,10 would be 10 to 20 ps. PIC simulations with longer 
ignition-pulse durations can help answer questions such as 
whether a longer ignition pulse can essentially push away the 
pre-plasma to interact mostly with the cone tip.

Here we present recent PIC simulations using OSIRIS11 to 
study hot-electron generation and their transport in plasma at 
densities up to 100 nc, where nc = 1 # 1021 cm–3 is the critical 
density of 1.053-nm laser light, as used in the cone-in-shell 

Hot-Electron Generation from Laser/Pre-Plasma Interactions 
in Cone-Guided Fast Ignition

integrated fast-ignition experiments at the Omega Laser Facil-
ity.4 The simulations are 2-D in space and 3-D in velocity. 
The pulse duration in the simulations was 6.7 ps, comparable 
to the 10-ps OMEGA EP pulse. To achieve these simulations, 
we used an artificial drag force12 to slow down hot electrons 
after they leave the laser-interaction region. This prevented 
the hot electrons from accumulating near the simulation box 
boundaries and interrupting the simulations. Combined with 
particle thermal boundary conditions, this also reduced the 
effects of a finite box size on laser–plasma interactions. The 
simulations showed that the generated hot electrons were 
dominated in number by low-energy electrons but in energy 
by multi-MeV electrons. The hot electrons had a mean half-
angle of 68°. Except for differences during the early stage of 
the pulse, s- and p-polarizations showed similar accumulated 
laser-absorption rates and hot-electron characteristics. The 
electron transport in the density region from 5 nc to 100 nc was 
ballistic, which may make it possible to use the current results 
for further transport study.

The following sections describe the simulation setup and 
results, which are then discussed and summarized.

Simulation Setup
The simulation setup is shown in Fig. 134.45(a). Three spe-

cies of particles were used in the simulations: the electrons 
(Species 1) and ions (Species 2) initially inside the cone and 
the electrons initially outside the cone (Species 3). The “cone 
boundary” in this article refers to the ne = 100 nc surface. The 
cone boundary had a full opening angle of 34°. The ions outside 
the cone were treated as immobile. The plasma density profile 
inside the cone was obtained from linear interpolation of a 
hydrodynamics simulation using HYDRA,13 in which the laser 
prepulse had an energy of +22 mJ and a duration of 0.9 ns. The 
initial density scale length at nc was +20 nm. Densities above 
100 nc (outside the cone) were capped at 100 nc; therefore, 
particle transport in plasmas above 100 nc was not studied. The 
temperatures of all electrons and gold ions were set at 1 keV. 
The ionization state of the ions was fixed at 20, estimated based 
on the HYDRA simulation.
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The incident laser with wavelength m = 1.053 nm was 
launched at time t = 0 from the left side and focused at the cone 
tip with a peak intensity of 1 # 1019 W/cm2 and a rise time of 
0.56 fs. This short rise time was chosen to speed up the simula-
tion. The transverse profile of the laser intensity was Gaussian 
with a full width at half maximum (FWHM) of w0 = 21 nm. 
Both p- and s-polarizations were used in separate simulation 
runs to infer three-dimensional (3-D) effects. For comparison, 
the 1.053-nm-wavelength short pulse from OMEGA EP had an 
energy of +1 kJ and a 10-ps duration and was focused to a spot 
with a diameter of D80 = 52!4 nm containing 80% of the laser 
energy. The peak intensity exceeded 1 # 1019 W/cm2, while the 
average intensity within D80 was several times 1018 W/cm2.

The simulation box size was 150 # 100 nm. The Cartesian 
grid sizes dx and dy were set at 0.05 c/~0 = 7.96 # 10–3 nm and 
the time step at dt = 0.035/~0 = 1.86 # 10–2 fs, where ~0 and 
c are the laser-pulse frequency and the speed of light, respec-
tively. The total number of grid cells was 17,856 # 11,900. The 
number of particles per cell was chosen to be 10, 1, and 4 for 
Species 1, 2, and 3, respectively. For electromagnetic fields, we 
used open boundary conditions in the x (longitudinal) direction 
and periodic boundary conditions in the y (transverse) direction.

For particles, a thermal boundary condition was used at 
all four boundaries; electrons reaching the boundaries were 
reflected with a new Maxwellian velocity distribution at the 
initial temperature (1 keV). To prevent hot electrons from 
accumulating near the boundaries, an artificial drag12 was 
introduced on electrons above 30 keV outside the cone

 ,
td

dv v-a=
v

v  (1)

where vv  is the electron velocity normalized to c and t is the 
time normalized to 1/~0. The drag coefficient a was chosen 
to be 0.0043, which would stop a 1-MeV electron in 17 nm.

The initial density change was represented by a change in 
the charge weights of the particles while the number of particles 
per cell was initially constant throughout the simulation box. 
Therefore, the particles in higher-density regions had larger 
charge weights than the particles in lower-density regions.

Figure 134.45(a) shows the initial setup for the PIC simula-
tions with different contours matching the critical (nc), 5-nc, 
and 10-nc density lines inside the cone that were obtained from 
the HYDRA simulation. It is noted that the full-scale plasma 
in the cone tip was implemented in the simulation and that the 
target was the same as in the integrated experiments (34° full 
inner cone angle, 10-nm flat tip, Au cone wall, and pre-plasma). 
Hot-electron diagnostics were set up at two places as shown in 
Fig. 134.45(a). The first diagnostic boundary (dashed line) was 
near the initial ne = 5-nc surface and the other was at the cone 
boundary, where ne = 100 nc. Whenever an electron passed 
one of these diagnostic boundaries, its position, momentum, 
and charge weight were recorded. The incoming and outgoing 
electrons were separately recorded at these two boundaries. In 
this article, when calculating hot-electron–related quantities 
such as average energy, a net distribution function of the hot 
electrons (>30 keV) was usually used:

5 nc < ne < 10 nc
nc < ne < 5 nc
ne < nc
I = 1 × 1018 W/cm2
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Figure 134.45
(a) Initial setup of pre-plasma inside the cone. The double arrow and the circle with a cross show the oscillation directions of the electric field for p- and 
s-polarizations. The solid line is the boundary (100 nc) and the dashed line is the first diagnostic boundary. Plasma density and magnitude of the laser Poynting 
vector for p-polarization at (b) 1 ps and (c) 6 ps and (d) for s-polarization at 6 ps. The white regions indicate electron density ne > 10 nc. The solid black lines 
show the laser intensity contours of 1.0 # 1018 W/cm2. In (c) and (d), the red dashed lines are the boundaries for checking charge balance.
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 ,f f fhot outgoing incoming-=  (2)

where the flux was normal to the cone boundary. This defini-
tion excluded the hot electrons trapped near the boundaries.

Simulation Results
1. Laser Propagation Inside the Cone

To illustrate the laser and plasma evolution inside the cone, we 
plot the contours of plasma density and the magnitude envelope 
of the laser Poynting vector at time t = 1 ps [Fig. 134.45(b)] and 
at 6 ps [Fig. 134.45(c)] for the p-polarization case, and at t = 6 ps 
[Fig. 134.45(d)] for the s-polarization case. The initial position of 
nc was +85 nm away from the cone tip and was pushed +25 nm 
forward with s-polarization (+60 nm from cone tip) and +30 nm 
with p-polarization (+55 nm from cone tip) at 6 ps. At 1 ps, 
the laser intensity contour of 1.0 # 1018 W/cm2 interacted with 
nc < n < 5-nc plasma. At 6 ps, however, the plasma was pushed 
transversely to both sides so that the side nc surface was far from 
the laser intensity contour of 1.0 # 1018 W/cm2. In this case hot 
electrons can be generated only in the underdense plasma. At 
the end of the simulation (t = 6.7 ps), the laser had not reached 
the original 10-nc surface, demonstrating the importance of the 
pre-plasma effect for hot-electron generation inside the cone.

2. Establishment of Return Currents
For the laser to continuously generate hot electrons from 

the pre-plasma inside the cone during the time considered, 
there must be a return current drawn from outside the laser–
plasma interaction region. Any inhibition of this return current 
would lead to the buildup of an electrostatic field, preventing 
further electron acceleration. This could occur numerically 
as a result of the high weight of the particles in the 100-nc 
region, preventing them from moving freely into a region with 
a density near nc.

Therefore, the total charges of Species 1 and 3 inside 
a region defined by the red dashed line in Figs. 134.45(c) 
and 134.45(d) are plotted as a function of time in Fig. 134.46(a) 
for p-polarization and Fig. 134.46(b) for s-polarization. The 
total charge of Species 1 (the electrons originally inside the 
cone) decreased over time as a result of laser acceleration. 
In the meantime, Species 3 (the electrons originally outside 
the cone) moved into the cone to form the return currents, as 
shown in Figs. 134.46(a) and 134.46(b). The total charge of 
Species 1 and 3 inside this region was very close to the total 
charge of Species 2 (the ions, not shown) throughout the simula-
tion, which decreased at later times as the ions were expelled. 
Similar results were obtained for other regions where ne < 3 
nc and ne < 30 nc. Therefore, the charge was mostly balanced 

and the return current was well established in our simulations. 
We note that more electrons were pushed out of the cone early 
for the p-polarized laser beam than for the s-polarized laser 
beam. We will discuss the reason for this feature in Energy 
Density of Electrons (p. 132).

3. Laser-to-Hot-Electron Conversion Rates and Hot-Electron 
Energy Spectra
To study how much laser energy was transferred into hot 

electrons, we define an instantaneous laser-to-hot-electron 
conversion rate as the total energy of the net outgoing hot 
electrons normalized by the incident laser energy in a short 
period of +0.05 ps. To calculate this rate, the contribution from 
the incoming hot electrons was subtracted, using Eq. (2). The 
instantaneous conversion rates of both p- and s-polarized laser 

TC10428JR

0

5

10

15

0

5

10

15

0 2 4
Time (ps)

(a)

(b)

6

N
um

be
r 

of
 p

ar
tic

le
s 

in
si

de
th

e 
10

-n
c 

su
rf

ac
e 

(×
10

11
)

N
um

be
r 

of
 p

ar
tic

le
s 

in
si

de
th

e 
10

-n
c 

su
rf

ac
e 

(×
10

11
)

s, Species 1
s, Species 3
s, Species 1 and 3

p, Species 1
p, Species 3
p, Species 1 and 3

Figure 134.46
Total charge of the electron Species 1 and 3 inside the 10-nc surface in the 
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beams are shown in Fig. 134.47(a). Initially, the p-polarized 
laser beam had a higher conversion rate than the s-polarized 
laser beam, but the difference decreased at later times. The con-
version rates from 3.5 to 6.7 ps for both cases were about 50%.

The mean energy of the hot electrons is shown in 
Fig. 134.47(b) as a function of time. The mean energies for 
the p- and s-polarized cases reached maximum values of 
2 MeV and 1.5 MeV at 0.74 ps and 0.93 ps, respectively; they 
then decreased over time. This trend was the opposite from 
that in Ref. 14, where no significant pre-plasma was present, 
indicating a different hot-electron–generation mechanism in 
these simulations [see Energy Density of Electrons (p. 132)]. 
After 4 ps, the p- and s-polarized cases had about the same 
mean energies.

The energy spectra for accumulated hot electrons for both 
polarizations are plotted in Fig. 134.47(c). The overall spectra 
are similar. They can be fitted by a two-temperature function
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where E is the electron energy in MeV. The temperature was 
0.12!0.03 MeV for the “cold” component (below 500 keV) 
and 3.3!0.2 MeV for the “hot” component (above 1 MeV). 
The hot-component temperature was 3.5# the ponderomotive 
energy (corresponding to the laser intensity of 1 # 1019 W/cm2) 
of 0.95 MeV. This again indicates a different hot-electron–gen-
eration mechanism from that in previous simulations with no 
significant pre-plasma.15

To describe the spectra in more detail, we define an electron 
energy fraction function g(E) that is the fraction of the electron 
energy below E:

 ,g E
f E E E

f E E E

d

d

E

E

30

30
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keV
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=

l l l

l l l
_

_
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where f(E) is the distribution function of the hot electrons from 
Eq. (2) and Emax is chosen to be 30 MeV, above which there 
were few electrons.

Figure 134.47(d) plots g(E) for the accumulated hot-electron 
spectra for both polarizations. While the mean hot-electron 
energies at the end of the simulations dropped below 0.5 MeV, 
the sub-1-MeV electrons contributed only 22% of the total hot-
electron energy, as indicated by point A. The electron distribu-
tion was dominated by the low-energy electrons in number but 
by the high-energy electrons in energy. The median energy 
EM, defined as g(EM) = 0.5, was much higher than the mean 
energy of the distribution in Fig. 134.47(b). In Fig. 134.47(d), 
the median energy EM was 4.2 MeV for the p-polarized case 
and 3.7 MeV for the s-polarized case. These data clearly 
show that the hot-electron energy is mainly carried by high-
energy electrons.

4. Angular Distribution of Hot Electrons
The divergence of the electrons above 1 MeV is one of the 

quantities critical to the ultimate energy-coupling efficiency 
in fast ignition. Here, we define the half spread angle of an 
electron as
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(a) Instantaneous laser-to-hot-electron conversion rate; (b) mean energy of the outgoing hot electrons; (c) accumulated hot-electron energy spectra and the fitting 
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 ,tan p

p

x

y1
i = - f p  (5)

where px and py are the momenta of the electron in the x and 
y directions.

Since the hot electrons were dominated in number by 
low-energy electrons, we plot the normalized angular dis-
tribution of hot electrons with and without energy weighting 
in Fig. 134.48(a). These distributions show that a significant 
amount of energy was carried by electrons with a large i. The 
energy-weighted, mean half-angle 

 q E q Ei i i
i

i i
i

i/ /  

of the hot electrons is plotted in Fig. 134.48(b), where qi and 
Ei are the charge weight and kinetic energy of each particle, 
respectively. The mean half-angle for the accumulated distribu-
tion increased slightly over time and was between 58° and 68°.

5. Ballistic Electron Motion Inside the Cone
A realistic electron source is vital for the transport study 

of hot electrons in fast ignition.10,15–17 Figure 134.49 plots 
the energy-weighted angular spread and energy spectra from 
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Figure 134.49
(a) Energy-weighted angular distribution at 1.96  ps < 
t < 2.01 ps and (b) corresponding energy spectrum 
recorded at the cone boundary (solid) and the first 
virtual boundary (dashed).
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both the first diagnostic boundary [see Fig. 134.45(a)] and the 
cone boundary at 1.96 ps < t < 2.01 ps. The similarity of the 
electron characteristics shows that the transport between the 
two boundaries was mostly ballistic. This makes it possible to 
build an electron source from the information collected at the 
cone boundary for future transport study.

6. Energy Density of Electrons
The observed hot-electron characteristics, including the 

accumulated energy and angular distributions and the long-
term laser-to-hot-electron conversion rates, were similar for 
p- and s-polarizations. Significant differences existed only 
early in time (Fig. 134.47), indicating that some of the known 
laser-heating mechanisms operating only in p-polarization, 
such as resonant18,19 and Brunel20 heating, were not dominant 
in these simulations. To further illustrate this, the electron 
energy densities at two different times for both polarizations 
are plotted in Fig. 134.50. The normalized electron energy 
density is defined as

 , , , ,h x y n x y E x y n mc2
e k c= ra a a bk k k l  (6)

where ne(x,y) is the total electron density, including both 
Species 1 and 3; ,E x yk

r _ i is the mean kinetic energy of local 
electrons; and nc, m, and c are the previously defined quanti-
ties. Initially, with the uniform electron temperature Te = 1 keV, 
h(x,y) was in the range [0, 0.3]. When hot electrons are present, 
h(x,y) can increase to the range [1, 3], as shown by the regions 
in black in Fig. 134.50. Therefore, Fig. 134.50 essentially plots 
the hot-electron energy density.

At 1 ps [Figs. 134.50(a) and 134.50(b)], both polarizations 
show the highest hot-electron densities in the laser region and 
hot-electron fluxes in the forward direction. For p-polarization, 
however, additional fluxes were propagating sideways. The 
sideways fluxes had a modulated structure with a wavelength 
close to the laser wavelength m. They appeared to originate 
from the edge of the laser beam, where the electron density 
was approximately nc and the density scale length was +m 
[see also Fig. 134.45(b)]. This indicates that Brunel heating20 

was the likely generation mechanism for these sideways hot 
electrons and accounts for the higher conversion rate for the 
p-polarization in Fig. 134.47(a). The return current for the 
p-polarization also emerged earlier in Fig. 134.46(a).

At 6 ps, more sideways fluxes appeared for both polariza-
tions [Figs. 134.50(c) and 134.50(d)]; however, these fluxes did 
not have a modulated structure, indicating that they were no 
longer generated by the Brunel mechanism. This is also cor-
roborated by the fact that the nc surface moved away from the 
laser region [Figs. 134.45(c) and 134.45(d)]. Most hot electrons 
were likely generated stochastically through interactions of the 
laser pulse with the underdense plasma. From particle trajec-
tories, we observed many hot electrons passing through the 
laser region multiple times before crossing the cone boundary. 
Actual heating processes are difficult to analyze but they can 
be a high-intensity analog of the stochastic heating from mode 
coupling in parametric instabilities21 and/or the stochastic heat-
ing from the laser pulse and its reflection.22,23 The electrons 
can be heated stochastically to an energy much higher than 
the laser ponderomotive potential.24 The sideways fluxes in 

Figure 134.50
Energy density of all electrons (Species 1 and 3) for a p-polarized laser beam at (a) 1 ps and (c) 6 ps and for an s-polarized laser beam at (b) 1 ps and (d) 6 ps.
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Figs. 134.50(a) and 134.50(b) explain the large spreading angles 
in Figs. 134.48(a) and 134.48(b). The stochastic heating is 
independent of the polarization direction and the hot electrons 
generated are relatively isotropic. The large spreading angles 
observed here have a different origin from the deformation of 
the laser/overdense-plasma interface observed in previous sim-
ulations where no significant pre-plasmas were present.14,25,26

Discussion and Summary
Figure 134.51 compares several measured electron spectra 

from the integrated experiments4 and the simulated spectrum 
of the outgoing electrons. In the experiment, fast electrons that 
escaped the target were recorded in two different directions: 
in the laser’s forward direction [Fig. 134.51(a)] and sideways 
[Fig. 134.51(b)] at an angle of 79° to the laser-beam axis. For the 

simulation, the simulated outgoing electrons with an absolute 
angle of less than 9° and between 70° and 88°, respectively, 
were considered as forward and sideways electrons. They are 
also plotted in Fig. 134.51 multiplied by a factor of 20 to allow 
for a better comparison with the experimental data. The choice 
of an angular range of !9° is arbitrary but justified by the fact 
that over this range, the shape of the simulated electron spec-
trum was uniform. Despite the shot-to-shot fluctuations in the 
measured spectra, the experimental and simulated spectra are 
remarkably similar in the high-energy region above +10 MeV. 
A quantitative comparison of the simulated and measured 
spectra over the entire energy range is made difficult by the fact 
that the escaped electrons measured in the experiments were 
influenced by the electron transport in the dense (ne > 100 nc) 
plasmas, which was not simulated here. Strong self-generated 
electric and magnetic fields in the dense plasma region would 
affect the directionality of lower-energy electrons (K1 MeV) 
and were not taken into account in the simulation data. It is 
expected, however, that the high-energy tail of the escaped 
electrons was less influenced by the transport and that inferred 
slope temperatures should be comparable. Figure 134.52 shows 
the inferred slope temperatures from the electron spectra in 
the 10- to 20-MeV energy range of Fig. 134.51. The circles 
correspond to the spectra in the forward direction and the 
triangles correspond to the sideways spectra. The square 
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represents the simulated temperature. The dashed line is the 
average of the five measurements, 3.05 MeV, which is close 
to the simulated value of 3.4 MeV within the measurement 
uncertainty (gray band). This shows good agreement between 
the simulation and the experiment. The laser–core energy 
coupling rate in the simulation is estimated by assuming the 
compressed dense deuterated plastic core is 115 nm away from 
the laser–plasma interface with an areal density of 0.1 g/cm2 
and a diameter of 160 nm. These conditions were obtained 
from the previous hydrodynamic simulations of the implo-
sion.27 With the assumption of ballistic motion, hot electrons 
with a deflection angle smaller than 35° can reach the dense 
core and deposit energy there. Considering the different energy-
deposition rates of hot electrons with different energies, the 
total energy-coupling rate from laser beam to the dense core 
is +0.9%, which is less than the 3.5!1.0% estimation from the 
integrated-experiment results. There are two possible reasons 
for the inconsistency. First, a self-generated magnetic field 
could exist that can couple the electrons with a larger deflection 
angle to the core.9,28 Second, the neutrons might be generated 
by fast-electron–induced shocks in the core plasma. Such 
shocks can be generated either by direct heating of the core 
by fast electrons or by hydrodynamic expansion of the gold 
cone heated by fast electrons to +1 keV (Ref. 4). A significant 
number of electrons were recorded in the sideways direction, 
corroborating a large divergence angle of the electrons. The 
large hot-electron spread angles found here can qualitatively 
explain the low laser–core coupling in these experiments. It 
is worth noting that recent integrated-experiments29 using 
Cu-doped shells and monochromatic imaging of the Cu Ka 
fluorescence emission induced by the fast electrons also showed 
that a significant amount of hot electrons hit the side wall of 
the cone, which is again an indication of the large angular 
spread of the electrons consistent with the simulations. These 
simulations will help us gain a further understanding of the 
integrated experiments, and the hot-electron source from the 
simulations can be used in transport studies.

In summary, we have studied the properties of hot elec-
trons generated during laser/pre-plasma interactions in cone-
guided fast ignition over 6.7 ps using PIC simulations. Hot 
electrons were generated mainly through stochastic heating, 
which produced similar hot-electron characteristics for p- and 
s-polarizations in 2-D, indicating that this will also be the case 
in 3-D. The laser-to-hot-electron conversion rate approached 
50%. Electrons with energy <300 keV dominated in number 
in the distribution but 78% of the hot-electron energy was car-
ried by electrons with energy above 1 MeV. The hot electrons 

had an energy-weighted mean half-angle of 68°. The electron 
transport in the 5-nc to 100-nc region was ballistic. These 
results provide further evidence of the detrimental effects of 
pre-plasma in the cone.
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Introduction
Selective removal of subgingival dental calculus is a preferred 
treatment method in nonsurgical periodontal therapy. While 
complete removal of calculus and disease-causing agents (i.e., 
oral bacteria) is of primary importance, leaving behind a hard 
tissue surface less prone to bacterial accumulation is also 
important. Grooves and craters resulting from conventional 
cleaning measures provide sites for future bacteria and calculus 
crystals to accumulate.1 Healthy cementum should be preserved 
since attachments, via periodontal ligaments, from either the 
gingiva or alveolar bone with root dentin are not as strong as 
with root cementum.2,3 A weak connection could lead to sub-
sequent reoccurrence of periodontal problems.

Conventional methods to remove calculus typically depend 
on the experience of the clinician4,5 and other treatment 
factors.1 Unintentional damage can easily occur using hand 
instruments6 and power-driven scalers (e.g., ultrasonic and 
air abrasion)7 that cause grooves and/or excessive cementum 
removal. In most cases, mechanical root scaling leaves behind 
a smear layer containing harmful bacteria, infected cementum, 
and calculus debris.8,9

Currently, the Er:YAG laser (m = 2.94 nm) (Ref. 10) is the 
only commercially available laser with significant experimental 
and clinical studies for dental hard tissue removal.1 Hard-tissue 
(enamel, dentin, and cementum) ablation at this wavelength 
relies on absorption by water,11 so calculus ablation is not 
selective. A review of several clinical studies12 and recent 
meta-analysis13 concluded that the clinical outcome of calcu-
lus removal using the Er:YAG laser is similar to conventional 
mechanical debridement.

A frequency-doubled alexandrite (FDA) laser (m + 380 nm) 
can selectively remove plaque, caries, and calculus without 
damaging the underlying and surrounding hard tissue.14 The 
ablation mechanism is assumed to be based on absorption 
by haemins (i.e., iron-containing porphyrins) into the Soret 
band.15,16 Iron-containing porphyrins are found in some oral 
bacteria in dental plaque and dental calculus.15,17 However, 
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the inconsistent output of the FDA laser has not allowed for 
more-detailed studies into the calculus ablation mechanism.

Recently, a frequency-doubled Ti:sapphire laser (m = 
400 nm) was developed to allow for a more-detailed analysis 
of dental calculus ablation in the near-ultraviolet (NUV, 300 to 
400 nm) (Ref. 18). This laser selectively removes dental calcu-
lus19,20 and extrinsic enamel stains.21 For incident laser fluences 
close to the ablation threshold (1 to 2 J/cm2), ablation stalling 
is frequently encountered. Stalling is not observed at fluences 
well above the ablation threshold (6 to 8 J/cm2).

This article describes a variety of experimental diagnostics 
used to study the ablation mechanism of dental calculus at 
400 nm and compares the results with predictions made by 
heuristic ablation models. Laser profilometry measures volume 
and depth of calculus ablated for different irradiation condi-
tions. Blue-light microscopy and fluorescence spectroscopy 
identify photobleaching during calculus ablation. Together 
these diagnostics allow one to identify a heuristic, modified 
ablation blowoff model that explains the experimental obser-
vations. Finally, the effect of tooth sterilization prior to laser 
irradiation is assessed by comparing removal rates of gamma-
ray–sterilized and unsterilized calculus samples at the same 
incident fluence. This information has been used to propose a 
mechanism for calculus ablation at 400 nm.

Heuristic Ablation Models
1. Standard Blowoff Model

In the standard blowoff model, Beer’s law is assumed to gov-
ern energy deposition into calculus.22 In this model, deposited 
energy densities Ed exceeding the ablation-threshold energy 
density Eabl cause calculus removal. The threshold energy 
density is typically a constant22,23 related to the enthalpy of 
ablation for calculus. The absorption coefficient na is assumed 
to remain constant during irradiation, and scattering is assumed 
to be negligible. For the standard blowoff model, Ed is given by

 ,E
z
F

F z F ed
d z

0d a a
a- n n= = = -n` j  (1)
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where F0 is the incident fluence (in J/cm2) and F(z) is the fluence 
at depth z. Ablation occurs over the etch depth dSB if naF(z) > 
Eabl. Beyond the etch depth, tissue is not ablated but merely 
heated. The fluence at the etch depth is the ablation threshold 
fluence Fth, and for F(z) > Fth the etch depth is found from 
Eq. (1) to be

 .ln F

F1 0
SB a th

d n= f p  (2)

2. Modified Blowoff Model
In the modified blowoff model, the absorption coefficient 

is assumed to decrease during the laser pulse. This assump-
tion may be better suited for predicting calculus-removal 
rates since a photobleached surface layer is observed after 
400-nm irradiation.18 This model was originally proposed 
for photoablation of polymethyl methacrylate (PMMA) in the 
deep ultraviolet.23 For photoablation, the number density of 
chromophores ta decreases as the absorption of UV photons 
breaks chemical bonds that prevent absorption of subsequent 
photons.24,25 Permanent photochemical damage of the chromo-
phores (i.e., photobleaching) similarly decreases ta during laser 
irradiation. The derivation for the modified blowoff model is 

found in Ref. 23, where the approximate etch depth dMB, for 
the fluences used in this article, is determined to be

 ,
h

F F0
MB

a

th-
.d

ot
 (3)

where h is Planck’s constant and o is the laser frequency. The 
etch depth depends linearly on F0 as opposed to the logarithmic 
dependence in Eq. (2) for the standard model. The full expres-
sion for Eq. (3) is found in Ref. 23. The chromophore number 
density is related to the absorption coefficient by na = vata , 
where va is the absorption cross section of the chromophore. 
The deposited energy density is approximately constant for 
z < dMB and is given by

 .E z h<d MB a.d ot` j  (4)

Equation (4) indicates that the deposited energy is limited by 
the chromophore number density of the tissue within the etch 
depth. The deposited energy density for both blowoff models is 
plotted as a function of depth in Fig. 134.53 based on the data 
in Table 134.VI. A layer consisting of partially photobleached 
chromophores is located beyond the etch depth in Fig. 134.53(b).
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Figure 134.53
Deposited energy density as a function of depth in 
calculus based on the (a) standard and (b) modified 
blowoff models. The incident fluence is 6 J/cm2. The 
curves are based on data in Table 134.VI. In (a) na = 
1600 cm–1 and in (b) ta = 1.3 # 1022 cm–3.

Table 134.VI: Absorption coefficients, threshold fluences, and chromophore number densities for the standard and modi-
fied blowoff models obtained from removal rates in Fig. 134.58.

Removal Rates Standard Blowoff Model Modified Blowoff Model

J/cm

m/pulse
2

n
10

J/cm

m /pulse14
2

3

#
n

na (cm–1) Fth (J/cm2) ta 1022 (cm–3) Fth (J/cm2)

Supragingival 1.5!0.3 6.6!1.4 1618!323 1.7!0.4 1.32!0.27 1.2!0.4

Subgingival 1.6!0.3 7.9!1.6 1574!281 1.8!0.4 1.27!0.23 1.3!0.4
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3. Removal Rates
The etch depths in Eqs. (2) and (3) can be used to calculate 

volume removal rates for each blowoff model. Assuming an 
nth-order super-Gaussian fluence distribution F(r), we find 

 ,expF r F r wn n
0 -=` aj k  (5)

with peak fluence F0 and 1/e beam width w. Substituting Eq. (5) 
into Eqs. (2) and (3), one obtains a radial distribution of the 
etch region. Scattering is assumed to be negligible compared 
to absorption. The volume removal rate is found by integrating 
over the entire volume irradiated at fluences >Fth. The volume 
removal rate VSB per pulse for the standard blowoff model is

 .lnV
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The volume removal rate predicted by the modified blowoff 
model VMB is
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where hE is the energy efficiency for selective ablation shown in 
Ref. 18 and C is the gamma function. For our experimental con-
ditions the volume removal rates in Eqs. (6) and (7) simplify to 
VSB(nm3) . (108/na) and ,V F 10m3

0
27

MB a #.n t` `j j  where 
the units of ta, na, and F0 are cm–3, cm–1, and J/cm2, respectively. 
The underlying experimental parameters are n = 10, w = 150 nm, 
F F 40 th .  to 5, hE . 1, and ho = 3.1 eV.

Materials and Methods
1. Tooth Samples

Twenty extracted human teeth exhibiting calculus, equally 
divided between sub- and supragingival calculus, were obtained 
from the Department of Preventive and Restorative Dental 
Sciences, School of Dentistry at the University of California, 
San Francisco. They were sterilized with gamma radiation and 
stored in a 0.1% thymol solution. Ten extracted, unsterilized 
human teeth with subgingival calculus were obtained from the 
Eastman Institute for Oral Health at the University of Rochester 
(UR) and stored in a saline solution.

2. Experimental Setup
A frequency-doubled Ti:sapphire laser (400-nm wavelength, 

60-ns pulse duration, 10-Hz repetition rate, and 25-mJ pulse 
energy) was developed for selective calculus ablation and 

has been described elsewhere.18 Laser radiation was coupled 
into a 600-nm-core-diam optical fiber with a 1.8-mm-diam 
tapered input (FVPE600660710/2M, Polymicro Technolo-
gies) using a Di = 0.5° engineered diffuser (RPC Photonics) 
and an F = 7.5-cm lens [Fig. 134.54(a)]. The output beam was 
demagnified using an F = 2-cm lens objective to create an 
+300-nm-diam, tenth-order super-Gaussian irradiation beam 
on the calculus surface. This irradiation geometry was chosen 
to facilitate experimental observations. The peak fluence of 
each pulse was varied from 1.7 to 8 J/cm2 (!0.1 J/cm2) by vary-
ing the laser pulse energy. All tooth surfaces were irradiated at 
normal (perpendicular) incidence to the surface. (Similar abla-
tion studies using oblique incidence were reported in Ref. 19.)

During laser irradiation, the tooth samples were sprayed 
with a water/air mixture at +3 mL/min. The effect of this water 
spray on the intensity distribution of the irradiation laser at the 
tooth surface is minimal.18 After five laser pulses, excess water 
was gently blown off the tooth samples using an air spray to 
allow for the diagnostic imaging (i.e., laser profilometry and 
blue-light microscopy) described below.

3. Laser Profilometry
The depth and volume of calculus removed were measured 

using a laser profilometer. A HeNe laser at m = 543 nm (Model 
LHGR-0050, PMS Electro-Optics) was focused to a line onto 
the tooth surface using an F = 10-cm cylindrical lens and then 
scanned across the irradiated region before and after laser 
irradiation. The line was magnified 3# (VMZ450i, Edmund 
Industrial Optics) by imaging onto a charge-coupled–device 
(CCD) camera (TM-1020A-15CL, JAI) along a line of sight at 
45°, resulting in an axial resolution of +6 nm. The transverse 
resolution was 60 nm # 40 nm. Depth-removal maps were 
found by taking the difference between 3-D surface images 
taken before and after irradiation (as described in Ref. 19). 
Calculus removal rates were determined by irradiating in five-
pulse increments using a remotely operated shutter in the laser 
cavity. The average depth and volumetric removal rate uncer-
tainties are !0.6 nm/pulse and 1.4 # 10–3 nm3/pulse based 
on the uncertainty in the 3-D surface images resulting from 
laser speckle and the high f number of the imaging objective.

4. Blue-Light Microscopy
Images of calculus before and after laser irradiation were 

taken with illumination from a flashing blue light–emitting 
diode (LED, m + 450 to 490 nm) using the same camera used in 
laser profilometry, as shown in Fig. 134.54(a). Identical images 
were obtained when illuminating with a 400-nm light source. 
Blue-light illumination provides high contrast between healthy 
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hard tissue and dental calculus. It also serves to qualitatively 
distinguish unbleached from photobleached calculus since the 
latter appears brighter under blue-light microscopy because of 
increased scattering and decreased absorption.

5. Fluorescence Spectroscopy
Fluorescence spectroscopy was used to compare unbleached 

and photobleached calculus. As shown in Fig. 134.54(b), 
fluorescence was excited with low pulse energy (#200 nJ 
at 400 nm) over a 50-nm beam spot. Fluorescence between 
600 and 800 nm was then directed into a fiber-coupled 
spectrometer (HR2000CG-UVNI, Ocean Optics) using two 
F = 5-cm achromatic doublets, a dichroic mirror, and an OG590 
filter. In this spectral range, one can discriminate between 
dental hard tissue and calculus caused by fluorescence from 
bacterial porphyrins.26 At each measurement, 50 spectra were 
collected with a 10-s integration time, averaged, and smoothed 
by applying an +5-nm spectral averaging filter. 

6. Scanning Electron Microscopy
The laser-treated areas were examined using a scanning 

electron microscope (SEM) (Zeiss-Auriga CrossBeam FIB-
SEM, Carl Zeiss NTS) at the UR’s Institute of Optics. The 
tooth surface topology was examined using an SE2 detector and 

a 10-keV electron beam with a 30-nm aperture and ≤15-mm 
working distance. The teeth were dried in a desiccator for at 
least 24 h. An +5-nm gold layer was subsequently sputtered 
onto the tooth surface.

Results
Blue-light microscope images show nonsterilized subgingi-

val calculus removed at 6.4 J/cm2 [Figs. 134.55(a)–134.55(f)] 
within the irradiation beam (dashed red lines). After 30 pulses, 
the calculus was completely removed and the underlying 
cementum was reached [Fig. 134.55(f)]. No ablative stalling 
was observed, but irradiated calculus appears brighter com-
pared to nonirradiated calculus, indicating a photobleached sur-
face layer. Differential depth removal maps [Figs. 134.55(g)–
134.55(k)] are shown below the microscope images. Average 
depth and volume removal rates for nonsterilized calculus 
are 9.7!3.1 nm/pulse and 5.3 # 105!1.8 # 105 nm3/pulse, 
respectively. Identical results are found for ablating sterilized 
subgingival calculus19 at the same fluence.

Blue-light microscope and fluorescence spectra of suprag-
ingival calculus irradiated at a 3.5-J/cm2 fluence are shown in 
Figs. 134.56(a) and 134.56(b). The calculus was irradiated with 
a 650-nm-diam, sixth-order super-Gaussian beam. The tooth 
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was moved back and forth for 40 passes at 0.2 mm/s, resulting 
in +30 superposed irradiation pulses per pass along the center 
on any given spot. The blue-light microscope images before and 
after irradiation [Figs. 134.56(a) and 134.56(b)] indicate that 
a layer of calculus was removed but a photobleached calculus 
surface layer remained [blue arrow in Fig. 134.56(b)]. The 
ablation stalled and further irradiation at this fluence removed 
no additional calculus.

Figure 134.56(c) shows the fluorescence spectra between 
600 and 800 nm, excited at 400 nm, of the enamel (black 
arrow), unbleached calculus (red arrow), and photobleached 
calculus (blue arrow) indicated in Fig. 134.56(b). The fluores-
cence spectrum of photobleached calculus resembles the spec-
trum of enamel in shape, emitting more fluorescence photons 

than unbleached calculus [Fig. 134.56(c)]. Normalizing each 
spectrum [Fig. 134.56(d)] reveals that unbleached calculus 
has a distinct structure between 615 and 725 nm caused by 
the Soret band of porphyrins.26–28 This band is not seen for 
either enamel or photobleached calculus. Fluorescence from 
these tissues originates from the hard-tissue matrix. Remnant 
unbleached porphyrins within the photobleached calculus likely 
result in the differences observed for enamel and photobleached 
calculus spectra. 

Removing the OG590 filter in the fluorescence setup allowed 
us to measure the scattered/reflected signal at 400 nm. Photo-
bleached calculus and enamel scattered twice as much 400-nm 
light into the collection optics as did unbleached calculus. The 
exact amount of 400-nm light scattered by photobleached 
calculus varies from tooth to tooth and can equal that for 
sound enamel.

Subgingival calculus irradiated with 25 pulses at 5 J/cm2 
was investigated under a SEM [Fig. 134.57(a)]. The +100-nm 
pores on the calculus surface [arrows in Fig. 134.57(a)] act as 

E21793JR

(a)(a) (b)(b) (c)(c)

(d)(d) (e)(e)

8080404000

00 2020 4040

(f)(f)

200 nm200 nm

Depth (nm)Depth (nm)

Depth (nm)Depth (nm)

(g)(g) (h)(h)

(i)(i)

(k)(k)

0 pulses0 pulses

20 pulses20 pulses15 pulses15 pulses 30 pulses30 pulses

10 pulses10 pulses5 pulses5 pulses

0 to 5 pulses0 to 5 pulses 5 to 10 pulses5 to 10 pulses

10 to 15 pulses10 to 15 pulses 15 to 20 pulses15 to 20 pulses

20 to 30 pulses20 to 30 pulses

( j)( j)

Figure 134.55
Blue-light microscope images of nonsterilized subgingival calculus irradiated 
at 6.4 J/cm2 (a) before and after (b) 5, (c) 10, (d) 15, (e) 20, and (f) 30 irradia-
tion pulses. Differential removal maps from (g) 0 to 5, (h) 5 to 10, (i) 10 to 
15, (j) 15 to 20 and (k) 20 to 30 irradiation pulses correspond to the above 
microscope images. Red dashed circles outline the irradiation area.

E21794JR

200
C

ou
nt

s

0

400

600 (c)

N
or

m
al

iz
ed

 c
ou

nt
s

0.0
700

Wavelength (nm)

800600

0.5

1.0 (d)

3.5 J/cm2

0 passes

(a)

2 mm

3.5 J/cm2

40 passes

(b)

2 mm

Calculus
Enamel
Photobleached 
calculus

Figure 134.56
Blue-light microscope images of supragingival calculus on enamel (a) before 
and (b) after 40 passes at 3.5 J/cm2 using an +650-nm-diam, sixth-order 
super-Gaussian beam. The dashed yellow lines outline the irradiation path. 
(c) Fluorescence spectra of enamel, unbleached calculus, and photobleached 
calculus using a 400-nm excitation wavelength. (d) Normalized fluorescence 
spectra corresponding to (c). Colored arrows in (b) correspond to the spectra 
in (c) and (d) (i.e., red arrow: unbleached calculus; black arrow: enamel; and 
blue arrow: photobleached calculus).



Pulsed laser ablation of dental CalCulus in the near-ultraviolet

LLE Review, Volume 134 141

a reservoir for oral bacteria.29–32 For comparison, the porous 
surface of non-laser-irradiated calculus, covered with a bio-
film, was also observed under a SEM [Fig. 134.57(b)]. The 
calculus surface was always covered by a layer of noncalcified 
dental plaque.1 Blue-light microscope images (not shown) of 
the irradiated calculus surface in Fig. 134.57(a) indicate it 
was photobleached. The pores seen in this image were likely 
originally filled with oral bacteria that were removed upon 
NUV irradiation.

Average depth and volume removal rates for sub- and supra-
gingival calculus are plotted as a function of incident fluence 
in Fig. 134.58. Within the error bars, both depth and volume 
removal rates increase linearly with increasing incident fluence 
and are indistinguishable between sub- and supragingival cal-
culus. We have attributed the large error bars to tissue variations 
in absorption and/or the heterogeneity of the physical properties 
in calculus.19 The absolute error in depth and volume removal 
rates increases with fluence in Fig. 134.58 but the relative error 
actually decreases. Depth removal rates in Figs. 134.58(a) and 

134.58(b) are fitted to Eqs. (2) and (3). The results from these 
fits are summarized in Table 134 VI. The error bars render 
na, ta, and Fth indistinguishable for both types of calculus. The 
relevant tissue parameters in Table 134 VI are substituted into 
Eqs. (6) and (7) and plotted in Figs. 134.58(c) and 134.58(d) 
as predicted volume removal rates for sub- and supragingival 
calculus, respectively. The modified blowoff model overesti-
mates the volume removal rate, whereas the standard model 
underestimates it.

The single-pulse (SP) depth and volume removal rates at 
+6.3 J/cm2 for either subgingival [Figs. 134.59(a) and 134.59(c)] 
or supragingival [Figs. 134.59(b) and 134.59(d)] calculus 
show similar trends with the number of incident pulses. The 
SP removal rate is calculated as the depth/volume removed 
from five laser pulses divided by the number of pulses, whereas 
the average removal rates in Fig. 134.58 are calculated from 
the total depth/volume removed. Outliers in the SP removal-
rate data that skew the distribution are rejected according to 
Chauvenet’s criterion.33 The SP removal rates of sub- and 
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supragingival calculus at fluences from 3.5 to 7.7 J/cm2 exhibit 
similar behavior. The change in the ablated area at 6.3 J/cm2 for 
sub- and supragingival calculus [Figs. 134.59(e) and 134.59(f)] 
was found by dividing the SP volume removal rates by the 
SP depth removal rates in Fig. 134.59. The ablated area also 
decreases with increasing number of incident pulses. There is 
no statistically significant difference between the SP removal 
rates for sub- and supragingival calculus.

Discussion
The properties (i.e., pulse energy and duration) of the 

400-nm laser used in this study are extremely reproducible, 
causing shot-to-shot variations in ablation measurements to 
be attributable to the material heterogeneity of calculus itself. 
Therefore, using the diagnostics outlined earlier allows for 
rather detailed inferences regarding the actual ablation mecha-
nism. This contrasts with previous work using the 380-nm 
FDA laser34 whose poor reproducibility and characterization 
rendered it unsuitable for this kind of detailed study. However, 
the selective removal of oral bacteria, dental caries, and calcu-
lus by the 380-nm laser (summarized in Ref. 14) was attributed 
to porphyrins endogenous to oral bacteria.

In this study, blue-light microscopy clearly indicates photo-
bleaching and reduced absorption on the calculus surface after 
laser irradiation (Figs. 134.55 and 134.56). For thick calculus 
layers and laser fluences of less than +6 J/cm2, this may lead to 
stalling before the entire calculus layer is removed. Therefore, 
photobleaching affects calculus ablation but does not neces-
sarily prevent it.

Fluorescence spectroscopy (Fig. 134.56) supports the 
interpretation of the blue-light microscope images. The fluo-
rescence spectra [Fig. 134.56(c)] of irradiated and nonirradi-

ated photobleached calculus show that endogenous porphyrins 
(e.g., protoporphyrin IX and coporphyrin) in oral bacteria (e.g., 
P. intermedia, P. nigrescens, and P. melaninogenica) are the 
primary absorbers for 400-nm ablation. This finding is further 
supported by the corresponding SEM images in Fig. 134.57, 
which show empty pores and paucity of microorganisms on 
the surface of irradiated calculus. These diagnostics are unable 
to determine, however, the depth of this photobleached layer, 
which, from here on, we refer to as the “depletion layer.” This 
depletion layer also leads to the measured increase in reflec-
tion/scattering of 400-nm radiation compared to nonirradiated 
calculus and clearly affects ablation by subsequent laser pulses. 

The modified blowoff model appears well suited to explain 
calculus ablation at 400 nm, while the standard blowoff model 
does not. The assumption of permanent chromophore depletion 
agrees with the results of blue-light microscopy, fluorescence 
spectroscopy, and scattered-laser-light measurements. The 
model predicts a partially depleted layer of chromophores 
[Fig. 134.55(b)] with thickness +1/na beyond the etch depth 
after each laser pulse. The linear dependence of the aver-
age depth and volume removal rates with incident fluence 
(Fig. 134.57) also agrees with this model. 

The modified blowoff model readily agrees with most of 
the observations in Figs. 134.55–134.58. This model does not, 
however, predict the ablation stalling seen in Fig. 134.56 nor 
the reduction of ablation depth and volume with successive 
laser pulses in Fig. 134.59. This limitation probably is caused 
mostly by the modified blowoff model neglecting scattering 
of laser light within dental calculus. These losses, especially 
within the depletion layer, can be significant because of multiple 
scattering, including broadening of the spot size. In addition, 
calculus formation is layered,35 progressing from low chromo-
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phore number density (low ta), gram-positive bacteria36 on the 
calculus/tooth interface to high ta, gram-negative bacteria on 
the calculus surface.36–40

The gradual decrease in absorber density with depth and 
the concomitant increase in the depletion layer exacerbate the 
laser-light losses ahead of the region where it may be effectively 
absorbed. This naturally leads to decreasing removal rates 
with depth (Fig. 134.59) and potential stalling. This problem 
is compounded by the fact that the scattering length within 
dental hard tissue41 is not much longer than typical measured 
etch depths. (For this purpose we have assumed scattering 
within calculus to be comparable to that in enamel.) The same 
reasoning also predicts that increasing the incident fluence and 
corresponding etch depths effectively prevents stalling before 
complete removal of the calculus layer. These conclusions 
agree with our observations that stalling occurs close to the 
ablation threshold (1 to 2 J/cm2) and is typically not observed 
for fluences >6 J/cm2.

Of significant importance is the fact that sound cementum 
and enamel are not ablated below 9 and 12 J/cm2, respectively.42 
Therefore, selective calculus ablation without stalling is assured 
for fluences of 6 to 8 J/cm2.

Most ablation experiments in this study were carried out 
with gamma-ray–sterilized teeth. However, comparison of abla-
tion rates of sterilized and unsterilized teeth under otherwise 
identical conditions were essentially indistinguishable. Previous 
NUV ablation studies43 carried out at 380 nm reported ablation 
fluences of 1 to 2 J/cm2 for effective calculus ablation using 
unsterilized teeth. Our comparison study eliminates the possi-
bility that sterilization of the teeth significantly affects calculus 
ablation. We therefore suspect that the complicated nature of 
the temporal laser pulse shape in the 380-nm experiments (two 
successive, irregular 100-ns pulses within +10 ns) may account 
for the different reported relevant ablation fluences. 

Conclusion
Calculus ablation at 400 nm is best described by a modified 

blowoff model that is based on chromophore depletion (photo-
bleaching). The results presented here strongly suggest that 
the relevant calculus chromophores are bacterial porphyrins, 
endogenous to plaque and dental calculus. A thin surface layer 
of these chromophores becomes photobleached after each 
irradiation pulse. Tissue scattering within this photobleached 
layer exacerbated by a decreasing absorber (bacterial porphy-
rin) density with depth leads to decreasing removal rates with 
successive laser pulses and potential ablation stalling. Stalling 

can be avoided, however, by irradiating at incident fluences 
>6 J/cm2.
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