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Introduction
The cone-guided scheme for fast-ignition inertial confinement 
fusion (ICF)1,2 provides the potential of higher gains at lower 
total driver energy than conventional central hot-spot–ignition 
schemes. In this scheme, a spherical target with a hollow gold 
cone attached is first compressed by laser beams outside the 
cone and then ignited by a petawatt (PW) short ignition pulse 
launched into the cone. The cone keeps the plasma out during the 
compression so that the ignition pulse can reach the cone tip and 
generate MeV electrons close to the assembled fuel core. Given 
the angular spread of laser-generated hot electrons, keeping the 
hot-electron source closer to the assembled core is important 
to the success of fast ignition. Early Gekko XII experiments 
with the cone-guided scheme showed good laser–core cou-
pling.2,3 Recent scaled-up integrated experiments on OMEGA/
OMEGA EP showed, however, a lower coupling efficiency.4

One of the important factors affecting the laser–core 
coupling efficiency is the pre-plasma inside the cone.5 The 
pre-plasma is generated by an +1-mJ laser prepulse from ampli-
fied spontaneous emission in the PW ignition pulse. Previous 
experiments and simulations5–7 have shown that the pre-plasma 
can significantly reduce the forward-going hot-electron flux. 
The interaction of the main ignition pulse with the pre-plasma 
depends on the duration of the ignition pulse, as indicated by 
recent particle-in-cell (PIC) simulations of laser channeling8,9 

for the channeling/hole-boring fast-ignition scheme. The 
duration of the short pulse in the early work was of the order 
of 1 ps (Refs. 5 and 7), and was shorter than the 10-ps pulse 
in the OMEGA experiment.4 The required pulse duration for 
ignition, producing an electron beam with tens of kilojoules 
of energy,10 would be 10 to 20 ps. PIC simulations with longer 
ignition-pulse durations can help answer questions such as 
whether a longer ignition pulse can essentially push away the 
pre-plasma to interact mostly with the cone tip.

Here we present recent PIC simulations using OSIRIS11 to 
study hot-electron generation and their transport in plasma at 
densities up to 100 nc, where nc = 1 # 1021 cm–3 is the critical 
density of 1.053-nm laser light, as used in the cone-in-shell 
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integrated fast-ignition experiments at the Omega Laser Facil-
ity.4 The simulations are 2-D in space and 3-D in velocity. 
The pulse duration in the simulations was 6.7 ps, comparable 
to the 10-ps OMEGA EP pulse. To achieve these simulations, 
we used an artificial drag force12 to slow down hot electrons 
after they leave the laser-interaction region. This prevented 
the hot electrons from accumulating near the simulation box 
boundaries and interrupting the simulations. Combined with 
particle thermal boundary conditions, this also reduced the 
effects of a finite box size on laser–plasma interactions. The 
simulations showed that the generated hot electrons were 
dominated in number by low-energy electrons but in energy 
by multi-MeV electrons. The hot electrons had a mean half-
angle of 68°. Except for differences during the early stage of 
the pulse, s- and p-polarizations showed similar accumulated 
laser-absorption rates and hot-electron characteristics. The 
electron transport in the density region from 5 nc to 100 nc was 
ballistic, which may make it possible to use the current results 
for further transport study.

The following sections describe the simulation setup and 
results, which are then discussed and summarized.

Simulation Setup
The simulation setup is shown in Fig. 134.45(a). Three spe-

cies of particles were used in the simulations: the electrons 
(Species 1) and ions (Species 2) initially inside the cone and 
the electrons initially outside the cone (Species 3). The “cone 
boundary” in this article refers to the ne = 100 nc surface. The 
cone boundary had a full opening angle of 34°. The ions outside 
the cone were treated as immobile. The plasma density profile 
inside the cone was obtained from linear interpolation of a 
hydrodynamics simulation using HYDRA,13 in which the laser 
prepulse had an energy of +22 mJ and a duration of 0.9 ns. The 
initial density scale length at nc was +20 nm. Densities above 
100 nc (outside the cone) were capped at 100 nc; therefore, 
particle transport in plasmas above 100 nc was not studied. The 
temperatures of all electrons and gold ions were set at 1 keV. 
The ionization state of the ions was fixed at 20, estimated based 
on the HYDRA simulation.
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The incident laser with wavelength m = 1.053 nm was 
launched at time t = 0 from the left side and focused at the cone 
tip with a peak intensity of 1 # 1019 W/cm2 and a rise time of 
0.56 fs. This short rise time was chosen to speed up the simula-
tion. The transverse profile of the laser intensity was Gaussian 
with a full width at half maximum (FWHM) of w0 = 21 nm. 
Both p- and s-polarizations were used in separate simulation 
runs to infer three-dimensional (3-D) effects. For comparison, 
the 1.053-nm-wavelength short pulse from OMEGA EP had an 
energy of +1 kJ and a 10-ps duration and was focused to a spot 
with a diameter of D80 = 52!4 nm containing 80% of the laser 
energy. The peak intensity exceeded 1 # 1019 W/cm2, while the 
average intensity within D80 was several times 1018 W/cm2.

The simulation box size was 150 # 100 nm. The Cartesian 
grid sizes dx and dy were set at 0.05 c/~0 = 7.96 # 10–3 nm and 
the time step at dt = 0.035/~0 = 1.86 # 10–2 fs, where ~0 and 
c are the laser-pulse frequency and the speed of light, respec-
tively. The total number of grid cells was 17,856 # 11,900. The 
number of particles per cell was chosen to be 10, 1, and 4 for 
Species 1, 2, and 3, respectively. For electromagnetic fields, we 
used open boundary conditions in the x (longitudinal) direction 
and periodic boundary conditions in the y (transverse) direction.

For particles, a thermal boundary condition was used at 
all four boundaries; electrons reaching the boundaries were 
reflected with a new Maxwellian velocity distribution at the 
initial temperature (1 keV). To prevent hot electrons from 
accumulating near the boundaries, an artificial drag12 was 
introduced on electrons above 30 keV outside the cone

	 ,
td

dv v-a=
v

v 	 (1)

where vv  is the electron velocity normalized to c and t is the 
time normalized to 1/~0. The drag coefficient a was chosen 
to be 0.0043, which would stop a 1-MeV electron in 17 nm.

The initial density change was represented by a change in 
the charge weights of the particles while the number of particles 
per cell was initially constant throughout the simulation box. 
Therefore, the particles in higher-density regions had larger 
charge weights than the particles in lower-density regions.

Figure 134.45(a) shows the initial setup for the PIC simula-
tions with different contours matching the critical (nc), 5-nc, 
and 10-nc density lines inside the cone that were obtained from 
the HYDRA simulation. It is noted that the full-scale plasma 
in the cone tip was implemented in the simulation and that the 
target was the same as in the integrated experiments (34° full 
inner cone angle, 10-nm flat tip, Au cone wall, and pre-plasma). 
Hot-electron diagnostics were set up at two places as shown in 
Fig. 134.45(a). The first diagnostic boundary (dashed line) was 
near the initial ne = 5-nc surface and the other was at the cone 
boundary, where ne = 100 nc. Whenever an electron passed 
one of these diagnostic boundaries, its position, momentum, 
and charge weight were recorded. The incoming and outgoing 
electrons were separately recorded at these two boundaries. In 
this article, when calculating hot-electron–related quantities 
such as average energy, a net distribution function of the hot 
electrons (>30 keV) was usually used:

5 nc < ne < 10 nc
nc < ne < 5 nc
ne < nc
I = 1 × 1018 W/cm2
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Figure 134.45
(a) Initial setup of pre-plasma inside the cone. The double arrow and the circle with a cross show the oscillation directions of the electric field for p- and 
s-polarizations. The solid line is the boundary (100 nc) and the dashed line is the first diagnostic boundary. Plasma density and magnitude of the laser Poynting 
vector for p-polarization at (b) 1 ps and (c) 6 ps and (d) for s-polarization at 6 ps. The white regions indicate electron density ne > 10 nc. The solid black lines 
show the laser intensity contours of 1.0 # 1018 W/cm2. In (c) and (d), the red dashed lines are the boundaries for checking charge balance.
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	 ,f f fhot outgoing incoming-= 	 (2)

where the flux was normal to the cone boundary. This defini-
tion excluded the hot electrons trapped near the boundaries.

Simulation Results
1.	 Laser Propagation Inside the Cone

To illustrate the laser and plasma evolution inside the cone, we 
plot the contours of plasma density and the magnitude envelope 
of the laser Poynting vector at time t = 1 ps [Fig. 134.45(b)] and 
at 6 ps [Fig. 134.45(c)] for the p-polarization case, and at t = 6 ps 
[Fig. 134.45(d)] for the s-polarization case. The initial position of 
nc was +85 nm away from the cone tip and was pushed +25 nm 
forward with s-polarization (+60 nm from cone tip) and +30 nm 
with p-polarization (+55 nm from cone tip) at 6 ps. At 1 ps, 
the laser intensity contour of 1.0 # 1018 W/cm2 interacted with 
nc < n < 5-nc plasma. At 6 ps, however, the plasma was pushed 
transversely to both sides so that the side nc surface was far from 
the laser intensity contour of 1.0 # 1018 W/cm2. In this case hot 
electrons can be generated only in the underdense plasma. At 
the end of the simulation (t = 6.7 ps), the laser had not reached 
the original 10-nc surface, demonstrating the importance of the 
pre-plasma effect for hot-electron generation inside the cone.

2.	 Establishment of Return Currents
For the laser to continuously generate hot electrons from 

the pre-plasma inside the cone during the time considered, 
there must be a return current drawn from outside the laser–
plasma interaction region. Any inhibition of this return current 
would lead to the buildup of an electrostatic field, preventing 
further electron acceleration. This could occur numerically 
as a result of the high weight of the particles in the 100-nc 
region, preventing them from moving freely into a region with 
a density near nc.

Therefore, the total charges of Species 1 and 3 inside 
a region defined by the red dashed line in Figs. 134.45(c) 
and 134.45(d) are plotted as a function of time in Fig. 134.46(a) 
for p-polarization and Fig. 134.46(b) for s-polarization. The 
total charge of Species 1 (the electrons originally inside the 
cone) decreased over time as a result of laser acceleration. 
In the meantime, Species 3 (the electrons originally outside 
the cone) moved into the cone to form the return currents, as 
shown in Figs. 134.46(a) and 134.46(b). The total charge of 
Species 1 and 3 inside this region was very close to the total 
charge of Species 2 (the ions, not shown) throughout the simula-
tion, which decreased at later times as the ions were expelled. 
Similar results were obtained for other regions where ne < 3 
nc and ne < 30 nc. Therefore, the charge was mostly balanced 

and the return current was well established in our simulations. 
We note that more electrons were pushed out of the cone early 
for the p-polarized laser beam than for the s-polarized laser 
beam. We will discuss the reason for this feature in Energy 
Density of Electrons (p. 132).

3.	 Laser-to-Hot-Electron Conversion Rates and Hot-Electron 
Energy Spectra
To study how much laser energy was transferred into hot 

electrons, we define an instantaneous laser-to-hot-electron 
conversion rate as the total energy of the net outgoing hot 
electrons normalized by the incident laser energy in a short 
period of +0.05 ps. To calculate this rate, the contribution from 
the incoming hot electrons was subtracted, using Eq. (2). The 
instantaneous conversion rates of both p- and s-polarized laser 
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Figure 134.46
Total charge of the electron Species 1 and 3 inside the 10-nc surface in the 
unit of electron charge for (a) p-polarization and (b) s-polarization.
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beams are shown in Fig. 134.47(a). Initially, the p-polarized 
laser beam had a higher conversion rate than the s-polarized 
laser beam, but the difference decreased at later times. The con-
version rates from 3.5 to 6.7 ps for both cases were about 50%.

The mean energy of the hot electrons is shown in 
Fig. 134.47(b) as a function of time. The mean energies for 
the p- and s-polarized cases reached maximum values of 
2 MeV and 1.5 MeV at 0.74 ps and 0.93 ps, respectively; they 
then decreased over time. This trend was the opposite from 
that in Ref. 14, where no significant pre-plasma was present, 
indicating a different hot-electron–generation mechanism in 
these simulations [see Energy Density of Electrons (p. 132)]. 
After 4 ps, the p- and s-polarized cases had about the same 
mean energies.

The energy spectra for accumulated hot electrons for both 
polarizations are plotted in Fig. 134.47(c). The overall spectra 
are similar. They can be fitted by a two-temperature function

	
. .

.

expf E E

E

1 06 10 0 12

3 3

11

8

# -

-

=

. ,exp5 8 10#+

_ _
_

i i
i

	
(3)

where E is the electron energy in MeV. The temperature was 
0.12!0.03 MeV for the “cold” component (below 500 keV) 
and 3.3!0.2 MeV for the “hot” component (above 1 MeV). 
The hot-component temperature was 3.5# the ponderomotive 
energy (corresponding to the laser intensity of 1 # 1019 W/cm2) 
of 0.95 MeV. This again indicates a different hot-electron–gen-
eration mechanism from that in previous simulations with no 
significant pre-plasma.15

To describe the spectra in more detail, we define an electron 
energy fraction function g(E) that is the fraction of the electron 
energy below E:

	 ,g E
f E E E

f E E E

d

d

E

E

30

30

keV

keV

max
=

l l l

l l l
_

_

_
i
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#
	 (4)

where f(E) is the distribution function of the hot electrons from 
Eq. (2) and Emax is chosen to be 30 MeV, above which there 
were few electrons.

Figure 134.47(d) plots g(E) for the accumulated hot-electron 
spectra for both polarizations. While the mean hot-electron 
energies at the end of the simulations dropped below 0.5 MeV, 
the sub-1-MeV electrons contributed only 22% of the total hot-
electron energy, as indicated by point A. The electron distribu-
tion was dominated by the low-energy electrons in number but 
by the high-energy electrons in energy. The median energy 
EM, defined as g(EM) = 0.5, was much higher than the mean 
energy of the distribution in Fig. 134.47(b). In Fig. 134.47(d), 
the median energy EM was 4.2 MeV for the p-polarized case 
and 3.7 MeV for the s-polarized case. These data clearly 
show that the hot-electron energy is mainly carried by high-
energy electrons.

4.	 Angular Distribution of Hot Electrons
The divergence of the electrons above 1 MeV is one of the 

quantities critical to the ultimate energy-coupling efficiency 
in fast ignition. Here, we define the half spread angle of an 
electron as
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Figure 134.47
(a) Instantaneous laser-to-hot-electron conversion rate; (b) mean energy of the outgoing hot electrons; (c) accumulated hot-electron energy spectra and the fitting 
[Eq. (3)]; and (d) function g in Eq. (4) for accumulated hot electrons. All plots are shown for both p- and s-polarization cases.
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	 ,tan p

p

x

y1
i = - f p 	 (5)

where px and py are the momenta of the electron in the x and 
y directions.

Since the hot electrons were dominated in number by 
low-energy electrons, we plot the normalized angular dis-
tribution of hot electrons with and without energy weighting 
in Fig. 134.48(a). These distributions show that a significant 
amount of energy was carried by electrons with a large i. The 
energy-weighted, mean half-angle 

	 q E q Ei i i
i

i i
i

i/ / 	

of the hot electrons is plotted in Fig. 134.48(b), where qi and 
Ei are the charge weight and kinetic energy of each particle, 
respectively. The mean half-angle for the accumulated distribu-
tion increased slightly over time and was between 58° and 68°.

5.	 Ballistic Electron Motion Inside the Cone
A realistic electron source is vital for the transport study 

of hot electrons in fast ignition.10,15–17 Figure 134.49 plots 
the energy-weighted angular spread and energy spectra from 
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(a) Normalized angular distribution of accumulated 
hot electrons with and without energy weighting; 
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hot electrons versus time for p- (solid) and s-polar-
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Figure 134.49
(a) Energy-weighted angular distribution at 1.96  ps < 
t < 2.01 ps and (b) corresponding energy spectrum 
recorded at the cone boundary (solid) and the first 
virtual boundary (dashed).
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both the first diagnostic boundary [see Fig. 134.45(a)] and the 
cone boundary at 1.96 ps < t < 2.01 ps. The similarity of the 
electron characteristics shows that the transport between the 
two boundaries was mostly ballistic. This makes it possible to 
build an electron source from the information collected at the 
cone boundary for future transport study.

6.	 Energy Density of Electrons
The observed hot-electron characteristics, including the 

accumulated energy and angular distributions and the long-
term laser-to-hot-electron conversion rates, were similar for 
p- and s-polarizations. Significant differences existed only 
early in time (Fig. 134.47), indicating that some of the known 
laser-heating mechanisms operating only in p-polarization, 
such as resonant18,19 and Brunel20 heating, were not dominant 
in these simulations. To further illustrate this, the electron 
energy densities at two different times for both polarizations 
are plotted in Fig. 134.50. The normalized electron energy 
density is defined as

	 , , , ,h x y n x y E x y n mc2
e k c= ra a a bk k k l 	 (6)

where ne(x,y) is the total electron density, including both 
Species 1 and 3; ,E x yk

r _ i is the mean kinetic energy of local 
electrons; and nc, m, and c are the previously defined quanti-
ties. Initially, with the uniform electron temperature Te = 1 keV, 
h(x,y) was in the range [0, 0.3]. When hot electrons are present, 
h(x,y) can increase to the range [1, 3], as shown by the regions 
in black in Fig. 134.50. Therefore, Fig. 134.50 essentially plots 
the hot-electron energy density.

At 1 ps [Figs. 134.50(a) and 134.50(b)], both polarizations 
show the highest hot-electron densities in the laser region and 
hot-electron fluxes in the forward direction. For p-polarization, 
however, additional fluxes were propagating sideways. The 
sideways fluxes had a modulated structure with a wavelength 
close to the laser wavelength m. They appeared to originate 
from the edge of the laser beam, where the electron density 
was approximately nc and the density scale length was +m 
[see also Fig. 134.45(b)]. This indicates that Brunel heating20 

was the likely generation mechanism for these sideways hot 
electrons and accounts for the higher conversion rate for the 
p-polarization in Fig. 134.47(a). The return current for the 
p-polarization also emerged earlier in Fig. 134.46(a).

At 6 ps, more sideways fluxes appeared for both polariza-
tions [Figs. 134.50(c) and 134.50(d)]; however, these fluxes did 
not have a modulated structure, indicating that they were no 
longer generated by the Brunel mechanism. This is also cor-
roborated by the fact that the nc surface moved away from the 
laser region [Figs. 134.45(c) and 134.45(d)]. Most hot electrons 
were likely generated stochastically through interactions of the 
laser pulse with the underdense plasma. From particle trajec-
tories, we observed many hot electrons passing through the 
laser region multiple times before crossing the cone boundary. 
Actual heating processes are difficult to analyze but they can 
be a high-intensity analog of the stochastic heating from mode 
coupling in parametric instabilities21 and/or the stochastic heat-
ing from the laser pulse and its reflection.22,23 The electrons 
can be heated stochastically to an energy much higher than 
the laser ponderomotive potential.24 The sideways fluxes in 

Figure 134.50
Energy density of all electrons (Species 1 and 3) for a p-polarized laser beam at (a) 1 ps and (c) 6 ps and for an s-polarized laser beam at (b) 1 ps and (d) 6 ps.

(c) p-polarization, 6 ps
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Figs. 134.50(a) and 134.50(b) explain the large spreading angles 
in Figs. 134.48(a) and 134.48(b). The stochastic heating is 
independent of the polarization direction and the hot electrons 
generated are relatively isotropic. The large spreading angles 
observed here have a different origin from the deformation of 
the laser/overdense-plasma interface observed in previous sim-
ulations where no significant pre-plasmas were present.14,25,26

Discussion and Summary
Figure 134.51 compares several measured electron spectra 

from the integrated experiments4 and the simulated spectrum 
of the outgoing electrons. In the experiment, fast electrons that 
escaped the target were recorded in two different directions: 
in the laser’s forward direction [Fig. 134.51(a)] and sideways 
[Fig. 134.51(b)] at an angle of 79° to the laser-beam axis. For the 

simulation, the simulated outgoing electrons with an absolute 
angle of less than 9° and between 70° and 88°, respectively, 
were considered as forward and sideways electrons. They are 
also plotted in Fig. 134.51 multiplied by a factor of 20 to allow 
for a better comparison with the experimental data. The choice 
of an angular range of !9° is arbitrary but justified by the fact 
that over this range, the shape of the simulated electron spec-
trum was uniform. Despite the shot-to-shot fluctuations in the 
measured spectra, the experimental and simulated spectra are 
remarkably similar in the high-energy region above +10 MeV. 
A quantitative comparison of the simulated and measured 
spectra over the entire energy range is made difficult by the fact 
that the escaped electrons measured in the experiments were 
influenced by the electron transport in the dense (ne > 100 nc) 
plasmas, which was not simulated here. Strong self-generated 
electric and magnetic fields in the dense plasma region would 
affect the directionality of lower-energy electrons (K1 MeV) 
and were not taken into account in the simulation data. It is 
expected, however, that the high-energy tail of the escaped 
electrons was less influenced by the transport and that inferred 
slope temperatures should be comparable. Figure 134.52 shows 
the inferred slope temperatures from the electron spectra in 
the 10- to 20-MeV energy range of Fig. 134.51. The circles 
correspond to the spectra in the forward direction and the 
triangles correspond to the sideways spectra. The square 
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Comparison of measured (solid) and simulated (dashed) electron spectra in (a) the 
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Figure 134.52
Inferred slope temperature from the electron spectra in Fig. 134.51 in the 
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represents the simulated temperature. The dashed line is the 
average of the five measurements, 3.05 MeV, which is close 
to the simulated value of 3.4 MeV within the measurement 
uncertainty (gray band). This shows good agreement between 
the simulation and the experiment. The laser–core energy 
coupling rate in the simulation is estimated by assuming the 
compressed dense deuterated plastic core is 115 nm away from 
the laser–plasma interface with an areal density of 0.1 g/cm2 
and a diameter of 160 nm. These conditions were obtained 
from the previous hydrodynamic simulations of the implo-
sion.27 With the assumption of ballistic motion, hot electrons 
with a deflection angle smaller than 35° can reach the dense 
core and deposit energy there. Considering the different energy-
deposition rates of hot electrons with different energies, the 
total energy-coupling rate from laser beam to the dense core 
is +0.9%, which is less than the 3.5!1.0% estimation from the 
integrated-experiment results. There are two possible reasons 
for the inconsistency. First, a self-generated magnetic field 
could exist that can couple the electrons with a larger deflection 
angle to the core.9,28 Second, the neutrons might be generated 
by fast-electron–induced shocks in the core plasma. Such 
shocks can be generated either by direct heating of the core 
by fast electrons or by hydrodynamic expansion of the gold 
cone heated by fast electrons to +1 keV (Ref. 4). A significant 
number of electrons were recorded in the sideways direction, 
corroborating a large divergence angle of the electrons. The 
large hot-electron spread angles found here can qualitatively 
explain the low laser–core coupling in these experiments. It 
is worth noting that recent integrated-experiments29 using 
Cu-doped shells and monochromatic imaging of the Cu Ka 
fluorescence emission induced by the fast electrons also showed 
that a significant amount of hot electrons hit the side wall of 
the cone, which is again an indication of the large angular 
spread of the electrons consistent with the simulations. These 
simulations will help us gain a further understanding of the 
integrated experiments, and the hot-electron source from the 
simulations can be used in transport studies.

In summary, we have studied the properties of hot elec-
trons generated during laser/pre-plasma interactions in cone-
guided fast ignition over 6.7 ps using PIC simulations. Hot 
electrons were generated mainly through stochastic heating, 
which produced similar hot-electron characteristics for p- and 
s-polarizations in 2-D, indicating that this will also be the case 
in 3-D. The laser-to-hot-electron conversion rate approached 
50%. Electrons with energy <300 keV dominated in number 
in the distribution but 78% of the hot-electron energy was car-
ried by electrons with energy above 1 MeV. The hot electrons 

had an energy-weighted mean half-angle of 68°. The electron 
transport in the 5-nc to 100-nc region was ballistic. These 
results provide further evidence of the detrimental effects of 
pre-plasma in the cone.
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