
UNIVERSITY OF ROCHESTER
LABORATORY FOR LASER ENERGETICS

Volume 133
October–December 2012

DOE/NA/28302-1093

LLE Review
Quarterly Report



This report was prepared as an account of work conducted by  
the Laboratory for Laser Energetics and sponsored by 
New York State Energy Research and Development Authority, 
the University of Rochester, the U.S. Department of Energy, and 
other  agencies. Neither the above-named sponsors nor any of 
their employees makes any warranty, expressed or implied, or 
assumes any legal liability or responsibility for the accuracy, 
completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would 
not infringe privately owned rights. Reference herein to any 
specific commercial product, process, or service by trade name, 
mark, manufacturer, or otherwise, does not necessarily con-
stitute or imply its endorsement, recommendation, or favoring 

For questions or comments, contact
Christophe Dorrer, Editor
Laboratory for Laser Energetics
250 East River Road
Rochester, NY  14623-1299
(585) 273-2778
www.lle.rochester.edu

by the United States Government or any agency thereof or any 
other sponsor. Results reported in the LLE Review should not 
be taken as necessarily final results as they represent active 
research. The views and opinions of authors expressed herein 
do not necessarily state or reflect those of any of the above 
sponsoring entities.

The work described in this volume includes current research 
at the Laboratory for Laser Energetics, which is supported by 
New York State Energy Research and Development Authority, 
the University of Rochester, the U.S. Department of Energy 
Office of Inertial Confinement Fusion under Cooperative 
Agreement No. DE-FC52-08NA28302, and other agencies.

Printed in the United States of America
Available from
 National Technical Information Services
 U.S. Department of Commerce
 5285 Port Royal Road
 Springfield, VA  22161
 www.ntis.gov
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The cover photo shows LLE scientist Dr. Kenneth Anderson and a simulation of target density and temperature at the onset of 
ignition for a polar-drive shock-ignition point design on the National Ignition Facility. In shock ignition, the shell-compression 
and hot-spot–ignition phases are distinct, and a subset of the laser beams is used to heat the hot-spot to ignition temperatures 
with a high-intensity spike. The required pulse shape and power for all beams are compatible with NIF performance. The 1-D 
and 2-D simulations take into account the known sources of instabilities and uncertainties to quantify the gain for a 1080-nm-
radius target with a 161-nm solid DT-fuel layer surrounded by a 31-nm outer plastic ablator layer. Credit: Lawrence Livermore 
National Laboratory for background image on cover.

The figure on the left shows the required on-target pulse shapes in the full-quad geometry for shock ignition. The four beams 
within each of the 48 NIF quads have the same pulse shape, and the quads are pointed and shaped for compression (all the beams 
from Ring 1 as polar beams, and half of the beams from Rings 2 and 3 as mid-latitude and equatorial beams) and ignition spike 
(all remaining beams, including all the beams from Ring 4). The figure on the right displays the simulated density and temperature 
contour at the onset of ignition for the target in these conditions.
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In Brief

This volume of the LLE Review, covering October–December 2012, features “A Polar-Drive Shock-
Ignition Design for the National Ignition Facility” by K. S. Anderson, R. Betti, P. W. McKenty, T. J. B. 
Collins, M. Hohenberger, W. Theobald, R. S. Craxton, J. A. Delettrez, M. Lafon, J. A. Marozas, R. Nora, 
S. Skupsky, and A. Shvydky. In this article (p. 1), the performance of a shock-ignition polar-drive de-
sign is estimated using 1-D and 2-D simulations for implementation on the National Ignition Facility. 
The authors quantify the impact of instabilities and uncertainties on gain to study the robustness of this 
approach in experimental conditions. The target is shown to robustly ignite when taking into account 
uncertainties in the shock timing and initial gas density and nonuniformities caused by the laser drive, 
capsule position, and asymmetries.

 Additional highlights of research presented in this issue include the following:

• P. B . Radha, F. J. Marshall, J. A. Marozas, A. Shvydky, I. Gabalski, T. R. Boehly, T. J. B. Collins, R. S. 
Craxton, D. H. Edgell, R. Epstein, D. H. Froula, V. N. Goncharov, M. Hohenberger, P. W. McKenty, 
T. C. Sangster, and S. Skupsky (LLE); R. L. McCrory and D. D. Meyerhofer (LLE and Departments 
of Mechanical Engineering and Physics, University of Rochester); and J. A. Frenje and R. D. Petrasso 
(MIT) simulate polar-drive experiments on OMEGA and observe a good agreement with DRACO 
simulations in terms of areal density and symmetry (p. 15). The scaling of these experiments to the 
National Ignition Facility and the role of laser–plasma interactions are discussed.

• D. H. Edgell, R. E. Bahr, V. N. Goncharov, I. V. Igumenshchev, J. F. Myatt, P. B. Radha, W. Seka, and 
D. H. Froula present a comparison of measured and simulated angular dependence of the unabsorbed 
light in OMEGA experiments (p. 27). The 3-D simulations show that cross-beam energy transfer 
explains the decreased laser absorption, which can be mitigated using smaller laser beams on target 
and tuning the wavelength of the laser beams organized in different rings.

• D. T. Michel, A. V. Maximov, R. W. Short, J. A. Delettrez, S. X. Hu, I. V. Igumenshchev, J. F. Myatt, 
A. A. Solodov, C. Stoeckl, B. Yaakobi, and D. H. Froula describe a model of two-plasmon decay 
based on a common electron plasma wave (p. 33). This model is consistent with the threshold for 
hot-electron production measured in multibeam OMEGA and OMEGA EP experiments.

• D. H. Froula, T. J. Kessler, I. V. Igumenshchev, A. Shvydky, J. H. Kelly, J. D. Zuegel, E. Hill, and 
V. N. Goncharov review the physics and possible implementations of two-state optical zooming to 
mitigate cross-beam energy transfer on OMEGA (p. 43). Scattering of the incident laser energy is 
reduced using a smaller beam radius on target for the main drive while maintaining the beam size 
for the pickets.

• J. Qiao, P. A. Jaanimagi, R. Boni, J. Bromage, and E. Hill report on the reliability and accuracy im-
provement of streak-camera–based short-pulse measurements by homogenizing the slit illumination 
using an anamorphic diffuser and calibrating the space-charge broadening, for application to the 
measurement of OMEGA EP pulses with durations ranging from 8 to 250 ps (p. 58).



iv

Christophe Dorrer
Editor

• W. Bittle and J. D. Zuegel present the design of a new solid-state, high-voltage pulse generator for 
driving large-aperture Pockels cells (p. 64). These generators are reliable replacements for the obsolete 
thyratron-based drivers used in the large-aperture ring amplifiers of the OMEGA and OMEGA EP 
front ends.
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Introduction
In direct-drive inertial confinement fusion (ICF),1 a small 
spherical capsule filled with a deuterium–tritium (DT) mix is 
imploded by irradiating the capsule symmetrically with high-
intensity lasers to achieve a high-density, high-temperature 
state where fusion reactions may readily occur. The capsule 
shell is accelerated by the ablation pressure of the laser-heated 
plasma at the outer edge of the shell to high velocity (vimp > 
3.5 # 107 cm/s, where vimp is the implosion velocity), compress-
ing the capsule to a high density. As the capsule implodes, the 
back pressure from the compressed plasma in the center of the 
capsule slows the implosion until the shell stagnates. At stagna-
tion, the fill gas has been compressed and heated via shocks and 
adiabatic compression, forming a low-density central hot spot 
surrounded by a dense shell tamper consisting of DT fuel. If 
sufficient hot-spot temperature (L10 keV) and shell areal den-
sity .R r 0 3d g/cm2

/ Lt t
3

0a k#  are achieved, energetic alpha 
particles created by the hot-spot fusion reactions are stopped 
in the cold dense shell, heating it quickly, and initiating igni-
tion, which causes the fusion reaction rate to rise dramatically, 
burning a substantial portion of the DT fuel.

Shock ignition (SI)2 is a relatively new concept in which 
the compression phase and ignition phase are separated.3 
Practically, this separation is achieved by dividing the laser 
pulse into two parts: a main-drive or compression pulse, and a 
spike or ignition pulse timed at the end of the main pulse. The 
main-drive pulse is typically of lower power than in hot-spot 
direct drive since the main pulse serves solely to compress the 
shell to the required areal density for ignition and not to heat 
the hot spot. This lower drive power corresponds to a lower 
implosion velocity, typically less than 3.0 # 107 cm/s. At the 
end of the main pulse, an intense spike pulse launches a strong 
shock through the imploding shell material to heat the hot spot 
quickly to ignition temperatures.

By separating the compression from the hot-spot heating, 
SI somewhat resembles the fast-ignition concept.4 However, 
SI requires a spherically symmetric laser illumination of 
much more moderate laser intensity (typically several times 

1015 W/cm2) than is required for fast ignition (>1019 W/cm2), 
such that the SI heating pulse can be generated with the same 
laser system as the main-drive pulse. In contrast, fast ignition 
requires chirped-pulse amplification to generate pulses of 
high intensity. Furthermore, SI heating is accomplished via 
shock heating, which is well understood and easily modeled, 
as opposed to fast ignition, which delivers energy via the 
generation and transport of relativistic fast electrons, which is 
difficult to model theoretically or computationally.

Achieving ignition through SI is not without its uncertainties. 
For SI to be viable, laser-generated strong shocks of the order of 
300 Mbar must be demonstrated experimentally in a spherical 
geometry. Furthermore, at these intensities, laser–plasma inter-
actions (LPI’s) become significant and can greatly influence the 
coupling of laser energy to the imploding capsule, affecting the 
strong-shock formation and potentially preheating the cold fuel 
prior to full capsule compression. An experimental understand-
ing of LPI in this intensity regime, therefore, is very important 
in predicting the success of SI implosions.

It should be noted that a concept similar to SI was proposed 
a few decades ago by Shcherbakov.5 The concept proposed at 
that time, however, called for much lower initial compression 
velocities vimp - 2.0 # 106 cm/s (the final velocity after the 
shock pulse is quoted as vimp - 1.5 # 107 cm/s). The laser drive 
needed to compress and shock the capsule in that design was 
not specified, and only the absorbed laser energy E - 30 kJ 
was cited. An article by the same author two decades later6 
indicates laser-drive parameters of P - 10 TW, I - 1013 W/cm2, 
and Dtpulse - tens of nanoseconds, with shock laser parameters 
of P - 10 PW, I - 1016 W/cm2, and Dtpulse - a few hundreds 
of picoseconds. This work, therefore, seems to indicate very 
different regimes of both laser operation and capsule design 
relative to the conceptual paper of Betti et al.2 even though the 
concept is essentially the same.

Research in SI7–30 has garnered much interest both experi-
mentally and theoretically in the international fusion commu-
nity over the past several years. Theoretical models,7–10 scaling 
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laws,7,11–16 and computational target designs in one dimension 
(1-D)11,13,14,17,18 and multiple dimensions13–15,18–20 have inves-
tigated the feasibility of SI on a variety of target platforms. 
These studies have validated the claims of Betti et al.2 that 
the addition of a strong shock reduces the energy required for 
ignition, allowing for higher gain at a given input laser energy. 
Strong-shock propagation experiments in planar21 and spheri-
cal geometry22 have validated computation modeling of shocks 
driven at intensities up to 1.5 # 1015 W/cm2. Full-implosion 
experiments23 have been performed on OMEGA24 showing 
increased neutron yield, areal density, and yield-over-clean 
(defined as the ratio of the experimental yield to 1-D simulated 
predictions) relative to similar no-spike experiments. Particle-
in-cell LPI simulations of OMEGA experiments25 and full-
scale ignition designs26 have reported hot-electron generation 
in the temperature regime up to 40 keV at SI-relevant laser 
intensities with total reflectivities (Raman and Brillouin scat-
tering) from 10% to 35% of the incident laser energy. Spherical 
LPI experiments27,28 performed on OMEGA at SI-relevant 
intensities and plasma conditions have resulted in similar 
findings. Planar LPI experiments29 have also been performed 
in France. The hot-electron temperatures reported in these 
simulations and experiments appear favorable for SI in light 
of computational investigations of hot-electron coupling dur-
ing spike propagation,30 which report enhanced strong-shock 
pressures and higher ignition margin as a result of hot-electron 
energy coupling at electron temperatures up to 100 keV. All 
of these studies indicate that the SI method is a viable path to 
achieve ignition and gain in ICF.

Most of the theoretical research published to date has been 
limited to either conceptual designs or designs for proposed 
laser facilities or facilities still under construction. This article 
proposes a design for experiments on the currently operational 
National Ignition Facility (NIF).31 These proposed experi-
ments conform to the NIF system specifications and could 
be fielded in the polar-drive configuration on the NIF within 
the next several years, requiring only minor system modifica-
tions. Such modifications include the design and manufacture 
of specifically tailored phase plates;32,33 implementation of 
multifrequency-modulation smoothing by spectral dispersion 
(multi-FM SSD)34,35 in NIF beamlines; design and introduc-
tion of polarization plates for polarization smoothing; and the 
development of a polar-drive target insertion cryostat.

This article is organized as follows: A theoretical model for 
calculating target robustness is outlined; a 1-D target design 
for the NIF is developed and implosion robustness to 1-D 
physics and system uncertainties is detailed; and a polar-drive 

beam configuration for the NIF is outlined and robustness 
to two-dimensional (2-D) drive and capsule nonuniformities 
is explored. The capsule is found to robustly ignite under all 
anticipated sources of 1-D uncertainty and 2-D perturbations.

Characterizing Robustness
In ICF target design, it is important to characterize design 

performance. Often in the ICF community, 1-D target gain 
has been used as a metric to preferentially guide target design. 
One-dimensional gain in an igniting target, however, is largely 
a function of the assembled fuel areal density (see Ref. 1, p. 40) 
and, as a metric for target design, does not provide a reference 
for how close the target implosion is to the ignition threshold. It 
is therefore important to define a metric for the margin of error, 
in a 1-D sense, to quantify the robustness of the proposed shock-
ignition design for the NIF. In this article, target designs will 
be characterized using the ignition threshold factor (ITF).36–38 
By the definition of ITF as described in Spears et al.,38 an ITF 
of 1 corresponds to an +50% chance of ignition with the DT 
target in simulations.

In this article, the ITF is calculated in 1-D simulations 
using the methodology of Chang et al.37 Essentially, the fusion 
reactivity rate GvoH of the DT fuel is artificially reduced by a 
variable parameter in the simulation

 modvo p vo=  (1)

until the target yield degrades to a gain of 1, where the fusion 
output energy equals the input laser energy. Here GvoHmod 
is the modified fusion reactivity rate, and p is the fractional 
input parameter. This is analogous to multiplying the neutron 
yield obtained in the absence of alpha-particle heating by the 
same factor. One may characterize this input parameter p as a 
clean-volume fraction, defined as the fraction of the 1-D hot-
spot volume ,V V3 D

hs
1 D
hsp = - -  where V3 D

hs
-  is the clean hot-spot 

volume in three dimensions (3-D) varied as an input parameter 
and V1 D

hs
-  is the 1-D hot-spot volume.

In simple models of clean volume fraction, the yield-over-
clean (YOC), which is defined as the 3-D yield divided by 
the 1-D yield ,Y YYOC 3 1D D/ - -a k  is typically equated to the 
clean-volume fraction. These models, however, ignore the 
effect of shell perturbations on the hot-spot temperature. Two-
dimensional DRACO39 simulations of three igniting targets, 
described in Fig. 3 of Ref. 37 with varying levels of input 
nonuniformity, are used to evaluate the functional dependence 
of the hot-spot ion temperature on the YOC. In Fig. 133.1, the 
neutron-averaged ion temperature is plotted for these three 
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targets [labeled (a), (b), and (c), as in Ref. 37] versus the no-
burn YOC. The perturbed, hot-spot ion temperature for each 
of these designs is shown to scale roughly as a weak power-law 
function of the YOC:

 ,T TYOC YOCpert
hs

1 D
hs
:= a

-_ i  (2)

as shown by the continuous lines of Fig. 133.1. The power-law 
exponent a was found to vary from 0.11 to 0.16 in the different 
designs. Here, we will assume an average value of 0.13 for a.

We employ a simple model of the hot spot, which assumes 
a single temperature over the hot-spot volume

 ,Y
Y

T

T
YOC

1 D

3 D

1 D
hs
3 D
hs

p= =
b

-

-

-

-f p  (3)

where T3 D
hs
-  is the perturbed hot-spot ion temperature and T1 D

hs
-  

is the 1-D hot-spot ion temperature. The fusion reactivity in the 
hot spot is assumed to scale as a power law40 in the temperature 
over the temperatures of interest, with b = 2.

Using the formula for the | parameter from Eq. (12) of 
Ref. 37,

 . ,R T 4 7g/cm keV YOC
. . .2 0 8 1 7 0 5

| t= ` ` _j j i9 C  (4)

the scalings for areal density tR and hot-spot ion temperature 
from Eqs. (19) and (52), respectively, of Ref. 41,

 R E .0 33
shell kin+t  (5)

and

 ,T E .0 07
hs kin+  (6)

and defining the ITF as the ratio of the kinetic energy Ekin of 
the imploding shell to the minimum energy required to ignite 
the same shell, one obtains a scaling relation between | and 
the ITF,

 .ITF .2 6
+ |  (7)

Substituting Eqs. (2)–(4) into Eq. (7) yields

 .ITF .1 5
+ p  (8)

When a series of 1-D simulations with alpha-energy transport 
are performed, varying the clean-volume fraction p, one finds 
a critical value of p, below which ignition is quenched. We 
will term this the minimum clean-volume fraction required for 
ignition ,min

ign
p  which corresponds to an ITF of 1. Using ,min

ign
p  

one can rewrite Eq. (8) for the 1-D ITF as

 .ITF .
min1

1 5
D

ign
- p

-
- ` j  (9)

In this article, we will use Eq. (9) to determine the 1-D robust-
ness of our target design.

One-Dimensional Target Design and Robustness Studies
This section outlines the NIF SI target design in 1-D and 

details the robustness of the target to various sources of physics 
and system uncertainties. In designing a shock-ignition target 
for the NIF, the most-constraining system limitation is the 
total system’s peak laser power. The early SI design at 290 kJ 
proposed by Betti et al.2 used a laser spike with a peak laser 
power of 540 TW. Scaling this target to NIF’s total energy of 
+1.5 MJ, the required laser power reaches +1600 TW, prohibi-
tively high for the NIF, which recently achieved42 a peak power 
of 520 TW. Indeed, Betti’s design at 290 kJ already exceeds the 
demonstrated NIF peak power. Therefore, some modifications 
to the conceptual design must be made for experiments on the 
NIF. The first is to scale only to sub-MJ laser energy to allow 
for more headroom in power space. The second is to raise the 
capsule’s implosion velocity by making the shell thinner. This 
recovers the stagnation pressure and temperature that is lost 
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when simply reducing the laser power to conform to the NIF’s 
power ceiling. Additional robustness is achieved by allowing 
that the laser pulse may be split, such that half of the NIF beams 
drive the target compression and are focused at the original 
target radius, while the other half drive the spike shock using 
more tightly focused beams to improve energy coupling to 
the target late in time. All 1-D simulations in this article were 
performed using the radiation–hydrodynamics code LILAC43 
with the SESAME44 equation of state and a flux-limited Spitzer 
heat conductivity45 with a flux-limiter value of 0.06.

The target design chosen is shown in Fig. 133.2. The cap-
sule has a 1080-nm radius with a 161-nm solid-DT fuel layer 
surrounded by a 31-nm outer plastic ablator layer. The abla-
tor thickness is chosen such that the ablator material is fully 
ablated by the end of the laser pulse to mitigate deceleration-
phase mixing of the plastic with the DT fuel. The total energy 
delivered by the laser is 689 kJ, divided into two pulses, as 
shown in Fig. 133.3. The main pulse shown by the solid line 
contains a total of 544 kJ and has a laser profile characterized 
as a super-Gaussian intensity profile expI r r r0-= v_ `i j: D with 
a 1/e radius r0 = 677 nm and super-Gaussian exponent v = 2.5. 
The spike pulse (dashed line) contains a total of 145 kJ with a 
peak power of 215 TW, also in a super-Gaussian spot of r0 = 
258 nm and v = 2.5.

As seen in Fig. 133.3, the laser pulse design has two “picket” 
pulses at the beginning, followed by a low-intensity foot with 
a slow rise to the main compression drive, and ultimately con-
cluding with a spike pulse at the end of the main compression. 

The picket pulses serve two purposes: The first is to raise the 
ablation velocity46–49 mvabl ablt= o  (where vabl is the ablation 
velocity, mo  is the mass ablation rate, and tabl is the density at 
the ablation front) to reduce the growth of the Rayleigh–Taylor 
(RT) instability,50,51 which is a major obstacle to ICF. This 
ablative stabilization of the RT instability has been demon-
strated theoretically52–54 and experimentally.55 The second 
purpose of the picket pulses is to facilitate simplified shock 
tuning and adiabat control.56

The ramp times of the pickets and foot of the main drive 
are chosen as 400-ps linear ramps to account for a 350-ps 
spatiotemporal skew in the NIF beamlines that is introduced 
by the diffraction grating required for 1-D multi-FM SSD.57 
Shorter, more-intense pickets would more efficiently reduce 
laser imprint58–65 and provide increased adiabat shaping48 for 
multidimensional stability, but such pickets are not currently 
possible on the NIF. The flattop of each picket pulse is also 
400 ps, chosen to facilitate better SSD smoothing.57,66 This 
allows for a longer time when the laser pickets are at their 
highest power and while the beams fill the full aperture of the 
phase plates. The ramp time from the main drive to the spike 
pulse is, by design, 100 ps; however, 1-D simulations indicate 
that increasing the rise time to 400 ps (fixing the center of the 
rise in time) still gives full 1-D gain with the same ITF1-D; i.e., 
no margin is lost.

The compression pulse launches four distinct shocks: one 
by each picket, one by the foot, and one by the ramp to main 
compression drive. As in previous designs with multiple 
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shocks,48,49,56 the shocks are tuned such that the shocks merge 
approximately at the rear surface of the solid DT fuel layer. The 
first picket pulse has a peak 96-beam (single-beam powers in 
parentheses) power of 6 TW (0.063 TW) and is followed by 
a second picket, which starts at 2.9 ns and has a peak power 
of 8 TW (0.083 TW). The foot of the main compression pulse 
is 15 TW (0.16 TW) beginning at 4.4 ns. Following the foot, 
the laser pulse rises beginning at t = 5.8 ns over 800 ps to a 
main compression power of 130 TW (1.35 TW). Finally, at t = 
8.95 ns, the spike pulse begins, rising over 100 ps to 215 TW 
(2.24 TW). At the same time, the shock beams are turned on 
using the pulse history shown by the dashed curve, which also 
peaks at 215 TW (2.24 TW), giving a total system 192-beam 
peak power of 430 TW—17% below the recently demonstrated 
achieved peak power42 of 520 TW on the NIF. Since both the 
peak power and individual pulse energies of this design are sig-
nificantly below the demonstrated capabilities of the NIF, this 
design offers substantial system headroom for capsule tuning 
to match experimental and simulated absorption, shell velocity, 
and spike shock pressure, as well as 2-D polar-drive symmetry.

The result is a mass-averaged in-flight fuel adiabat at the 
end of the compression drive of GaHfuel = 1.8 with a minimum 
adiabat at the inner edge of the dense shell of ain = 1.2. The 
adiabat here is characterized using the “DT-standard” adia-
bat,40 which is given by aDT-standard = P/(2.18 t5/3), where P 
is in Mbar and t in g/cm3. The implosion velocity is vimp = 
3.05 # 107 cm/s, which is substantially faster than Betti’s target 
of Ref. 2. The target achieves a 1-D gain of 58 with a peak areal 
density tR = 1.6 g/cm2. The in-flight aspect ratio (defined as 
IFAR / R/DR, where R is the shell radius and DR is the shell 
thickness), calculated when the shell radius is two-thirds of 
the initial target radius, is 22. Target robustness is excellent 
with an ITF1-D = 4.1. These 1-D performance parameters are 
summarized in Table 133.I.

The effect of the spike shock on target robustness was stud-
ied in 1-D by varying the spike laser intensity to alter the applied 

pressure of the spike shock. Figure 133.4 plots the calculated 
ITF1-D as a function of the initial shock pressure near the abla-
tion surface. The nominal shock pressure of the original design 
is 300 Mbar. The lowest pressure in Fig. 133.4 corresponds 
to the case where the spike shock is removed entirely. In this 
case, the pressure reported (160 Mbar) is the ablation pressure. 
Figure 133.4 shows that this target is predicted to ignite in 1-D 
even without the spike shock, but with a much lower ITF1-D 
of 1.3. It also shows clearly that additional ignition margin is 
predicted when the spike pulse is present.
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A series of 1-D simulations examined the robustness of the 
design to systematic mistiming of shocks. Figure 133.5 shows 
the calculated ITF1-D as a function of shock mistiming for the 
second shock (launched by the second picket), the third shock 
(launched by the foot of the main pulse), the fourth shock 
(launched by the ramp to the main compression drive), and the 
spike-pulse shock. As can be seen from the plots, the design 
ignites for all mistimings studied and has large timing windows 
within which a high margin is maintained. For reference, sys-
tematic shock mistiming on the NIF is estimated67 to be 10 ps.

It is anticipated that such a target would be shot on the 
NIF at a temperature of 17.8 K, two degrees below the triple 
point of the DT fuel mixture with an initial gas density of  
0.225 mg/cm3. Figure 133.6 illustrates how changing the initial 
gas density affects the ITF1-D in simulations. These data dem-
onstrate the advantage of shooting at a lower temperature and 
gas density since the ITF1-D drops noticeably as the temperature 

Table 133.I: One-dimensional performance characteris-
tics of the NIF shock-ignition design.

Gain 58

tR (g/cm2) 1.6

vimp (nm/ns) 305

IFAR2/3 22

Average adiabat 1.8

ITF1-D 4.1
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and gas density increase. It should be noted that the target is 
still predicted to ignite in 1-D at a gas density near the triple 
point (T = 19.8 K, tgas =  0.62 mg/cm3) with an ITF1-D of 2.8.

Since laser–plasma interactions can have a significant 
impact on ICF implosions, it is important to quantify the laser 
intensity, plasma temperature, and density scale lengths in the 
hot corona. Temporally and spatially averaged conditions at 
the quarter-critical surface are reported in Table 133.II during 
both the main compression pulse and the spike pulse. The laser 
intensities reported in this table are “nominal” in the sense that 

they are averaged over the quarter-critical surface. Since the 
laser spots of the spike beams are much smaller (1/e radius 
of 258 nm) compared to the average quarter-critical radius 
(+1000 nm), there will be hot spots of higher laser intensity 
in some locations.

From these plasma conditions, one can evaluate a two-
plasmon–decay (TPD) threshold parameter FTPD during both 
pulses using the formula68

 ,F T

I L

230
14

TPD
e

n
=  (10)

where I14 is the laser intensity in units of 1014 W/cm2, Ln is 
the density gradient scale length in microns, and Te is the 
electron temperature in keV. For values of FTPD greater than 1, 
hot-electron heating from TPD has been reported in OMEGA 
experiments.69,70 The threshold parameter is predicted to be 
above 1 during both the main-drive and spike pulses, indicating 
a likeliness of hot-electron generation and preheating during 
both the compression and shock phases of the implosion. TPD 
thresholds for NIF targets have not yet been characterized, but 
thresholds for OMEGA targets have been shown to be depen-
dent on beam geometry.71 Hot-electron generation during the 
main-drive pulse caused by TPD may be an issue for this target. 
If so, one mitigation strategy that has been proposed is the use 
of higher-Z ablators, e.g., silicon or glass.70,72

Given the high intensity of the spike pulse, and in light of 
recent shock-ignition–relevant experiments on OMEGA, it 
is predicted that during the spike pulse, stimulated Raman 
scattering (SRS), rather than TPD, will likely be the dominant 
factor in hot-electron generation.28,73,74 The SRS hot-electron 
temperature in those experiments was shown to be +40 keV 
with a conversion efficiency of up to +16% of the incident spike 
laser energy.

Figure 133.5
Plot of the ITF1-D versus shock mistiming for the 1-D capsule design.

Figure 133.6
ITF1-D plotted versus the initial gas density in the target.
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Main drive Spike

GI14H 8 34

GLn (nm)H 350 450

Te (keV) 3.5 8.5

FTPD 3.5 7.8
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With this in mind, 1-D simulations of hot-electron energy 
coupling were performed in LILAC using a multigroup diffu-
sion model of suprathermal electron energy transport. Various 
electron temperatures and coupling efficiencies were studied. 
The results, plotted in Fig. 133.7, show that this SI design is 
robust to energy coupling from hot electrons with Maxwellian 
temperatures of up to 150 keV and coupling efficiencies of 
up to 30%, similar to the results of Ref. 30. Furthermore, an 
analysis of LILAC simulations at hot-electron temperatures 
above 100 keV suggests a competition between increased 
shock coupling as a result of the lower-energy hot electrons 
stopping at the ablation front and volumetric heating of the 
cold fuel caused by higher-energy hot electrons streaming 
through the target, increasing the shell adiabat and lowering 
compressibility. These two effects oppose one another: one to 
improve target performance, the other to degrade performance. 
A more-rigorous model of suprathermal electrons is required to 
more-accurately quantify the effects of hot-electron transport 
at temperatures above 150 keV.
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ITF1-D plotted with various levels of hot-electron energy coupling during the 
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Two-Dimensional Polar-Drive Configuration 
and Nonuniformity Studies

Because of the current indirect-drive laser configuration on 
the NIF, in which the laser beams are clustered near the poles 
for entry into a vertically oriented hohlraum, it is necessary to 
devise a scheme that will directly drive a capsule uniformly to 
preserve shell integrity and hot-spot confinement. Simply point-
ing all the NIF beams with equal power toward the center of 
the capsule will result in higher intensities at the poles than at 
the equator. As such, the equator of the target would be driven 

at a slower velocity than the poles, resulting in an unacceptable 
target asymmetry. In polar drive (PD), beams from the poles 
and mid-latitudes of the target chamber are deliberately pointed 
toward the equator of the target to correct for the lower drive 
intensity there. Hot-spot polar-drive targets have shown prom-
ise in both simulations75–78 and experiments.79,80 While other 
schemes have been devised in which no repointing is deemed 
necessary18 or in which an equatorial ring is used to redirect 
laser energy toward the equator,80,81 they are not investigated 
in this article.

As mentioned earlier, substantial margin can be regained for 
SI designs on the NIF by using two separate laser pulses—one 
to drive the compression and one to shock the capsule. For SI-
specific purposes, two separate PD beam-configuration types 
have been proposed. NIF beams are bundled into groups of four 
termed “quads.” The first and simplest PD scheme to imple-
ment on the NIF is one where half of the NIF’s 48 quads drive 
the capsule compression and the other half drive the ignitor 
shock. The other scheme divides the beams within a single 
quad, using two beams from each of the 48 NIF quads for 
the compression and the remaining two beams for the shock. 
Here, we will use the term “full-quad” for the first scheme and 
“split-quad” for the second. It should be noted that the split-
quad scheme requires modifications to the front end of the 
NIF Laser System to allow different laser pulses to propagate 
through separate beamlines within a single quad;82 therefore, 
the full-quad scheme is more likely to be used in the near term. 
However, since much work has been done on PD designs of 
standard hot-spot capsules for the NIF using 48-quad beam 
pointings,75–77 this article focuses mainly on polar-drive SI 
using 48 split quads as compression beams to capitalize on 
lessons learned in a similar beam geometry. Initial results from 
full-quad, polar-drive SI are also presented.

Modeling the laser deposition computationally in either 
scheme requires a fully 3-D ray trace. All 2-D PD simulations 
in this article were performed using the arbitrary Lagrang-
ian–Eulerian radiation–hydrodynamics code DRACO.39,76 In 
designing a PD pointing scheme for a specific target, one may 
use different laser spot shapes and sizes, as well as vary the 
pulse power from quad to quad until the desired shell unifor-
mity is achieved. The NIF is currently capable of providing 
separate laser pulse shapes to each quad, and phase plates can 
be designed to produce specified laser spot shapes and sizes.

A specific split-quad beam-pointing scheme was developed 
for the compression beams wherein the 48 half-quads, which 
can be divided into five separate “rings” of beams with the 
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same port angle, were repointed toward five separate latitudes 
on the target surface. The beam repointings are summarized in 
Table 133.III. In this table, the beam port angle describes the 
location at which the beams enter the target chamber, relative 
to pole, and the repointing angle on target represents the polar-
angle position of the center of the beam on the target surface. 
All the beams located at the 23.5° and 30° port angles are 
repointed to the target surface at 24.5° and 44°, respectively, 
both toward the target equator, and are referred to as Ring 1 
and Ring 2 in Table 133.III. Half of the 44.5° quads (Ring 3) 
are repointed slightly toward the pole to the 44° target angle, 
and the other half (Ring 4) to the 82° position. Finally, the 50° 
quads (Ring 5) are all pointed to 82° on target.

In addition, laser-spot profiles for the drive beams were 
altered from the 1-D spot shapes to better distribute laser 
absorption and achieve better capsule uniformity and perfor-
mance. The first alteration is to use a lower super-Gaussian 
order, reducing it from v = 2.5 in the 1-D design to v = 2.2. 
This removes much of the short-wavelength nonuniformity in 
the absorption. Next, a secondary elliptical spot is superim-
posed over the circular spots of Rings 4 and 5. This secondary 
ellipse has an amplitude of 30% relative to the circular spot, an 
ellipticity of 2.5 with its major axis oriented in the same plane 
as the target’s equator, a super-Gaussian order v = 2.2, and is 
offset relative to the center of the circular spot by 30% of the 
initial target radius toward the target’s equator. The addition 
of this secondary ellipse directs more energy toward the equa-
tor. Finally, this spot redesign also uses a spot masking that 
effectively redistributes back onto target laser energy that would 
otherwise be lost over the target horizon as a result of the beam 
repointing. This is done at time t = 0 for all beams; however, 
the beam profile is modified only slightly in the polar and 
mid-latitude beams because of their more-moderate repointing 
angles. The resulting beam profiles are shown in Fig. 133.8.

Table 133.III: Split-quad polar-drive (PD) beam-repoint-
ing angles for the main-drive beams given 
by beam port location.

Beam port 
angle (°)

Repointing angle 
on target (°)

Ring 1 23.5 24.5

Ring 2 30.0 44.0

Ring 3 44.5 44.0

Ring 4 44.5 82.0

Ring 5 50.0 82.0

Figure 133.8
Laser-spot profiles for the split-quad polar-drive (PD) design. Laser intensity 
is plotted in arbitrary units with respect to position. Each box is approximately 
890 nm square.
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Figure 133.9
Laser pulse shapes for the split-quad PD design for each grouping of beams.

Finally, the beam powers of each ring are optimized to pro-
duce a more-uniform implosion. The beam power versus time 
for each ring is plotted in Fig. 133.9, along with the 1-D design 
pulse (black dashed line). The beams from Ring 1 are grouped 
together using a single laser pulse shape and are labeled the 
“polar.” The Ring-2 and Ring-3 beams share a second pulse 
shape and are labeled the “mid-latitude” beams. The Ring-4 
and Ring-5 beams comprise the final grouping (“equatorial” 
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beams), all using a third pulse shape. Initial polar-drive SI 
simulations indicated that the final capsule symmetry is much 
more dependent on the compression-beam geometry than the 
spike-beam geometry. As such, in this design, no repointing of 
the shock beams in the remaining 48 half-quads was done to 
minimize refractive losses. The spike-beam profiles, therefore, 
are circular with the same super-Gaussian order v = 2.2 as the 
main-drive beams. Since symmetry is largely unaffected by the 
spike beams, each ignitor beam has a pulse shape exactly as in 
1-D for all rings, as is shown in Fig. 133.9.

This 2-D PD design uses a total of 760 kJ of laser energy. 
Additional input laser energy compared to the 689 kJ of the 1-D 
design is required to offset the enhanced refractive losses of 
the repointed beams caused by their higher impact parameters 
as well as the loss in ablative drive efficiency in those same 
beams as a result of the ray turning points and the position of 
peak absorption lying farther away from the ablation front. 
The maximum laser energy in any single beam is 7.4 kJ. For 
reference, the NIF is rated at 1.8 MJ (9.4 kJ per beam) and has 
already demonstrated this energy level. The simulated target 
density and temperature profiles at peak compression, shortly 
before the onset of ignition, are shown in Fig. 133.10. This 
target achieves a 2-D simulated gain of 52.

Recently, comparisons between OMEGA experimental data 
and 1-D simulations have indicated the need for implementing 
a numerical model of nonlocal heat transport combined with a 

model of cross-beam energy transfer (CBET)83 due to stimu-
lated Brillouin scattering. While nonlocal effects and CBET are 
anticipated to affect laser coupling and symmetry in this target 
to some extent, both the nonlocal transport84 and CBET85 
models developed recently for DRACO in 2-D were being tested 
at the time of this publication. Therefore, these simulations all 
use flux-limited Spitzer heat transport with a flux-limiter value 
of 0.06 with no cross-beam model. Given that this target design 
is well below the energy and power limits of the NIF, it may 
be possible to recover lost energy coupling caused by CBET 
by increasing laser power and energy. Symmetry can likewise 
be recovered by tuning in future simulations with the added 
physics packages and through experiment.

Several robustness studies were performed on this PD 
design to evaluate the additional contributions to compression 
nonuniformity caused by both capsule asymmetries and laser 
system uncertainties. Unless otherwise specified, these simula-
tions were performed in a half-sphere geometry and include all 
even perturbation modes from  = 2 to  = 50 with a minimum 
grid resolution of 12 cells per smallest-wavelength mode in the 
transverse direction. Capsule asymmetry studies include outer-
surface roughness of the plastic ablator, inner-shell-surface 
roughness from DT ice layering, as well as target offset due to 
mispositioning of the target relative to the center of beam con-
vergence. Modeled laser system uncertainties include random 
beam-mispointing errors, beam-to-beam mistiming of the laser 
pulse, power imbalance between beams, and laser speckle and 
imprint from the phase plates, including beam smoothing using 
multi-FM SSD. Each of the capsule nonuniformity sources has 
been characterized experimentally in NIF-scale or OMEGA-
scale capsules, and laser system uncertainty68 on the NIF is 
well quantified.

Robustness to capsule nonuniformities was found to exceed 
NIF specifications and achieved values. Each of the following 
sources of nonuniformity was added to the PD capsule design 
individually and varied in magnitude to assess the capsule’s 
sensitivity to the perturbation source: capsule outer-surface 
roughness, inner-surface DT-ice roughness, target offset from 
target chamber center (TCC), beam-to-beam mispointing and 
mistiming, and laser power balance between beams. Note 
that root-mean-square (rms) values in laser parameters are 
not systematic variations from the design specifications, but 
rather indicate statistical deviations of individual beams from 
the intended design.

Outer-surface roughness on NIF-scale capsules has been 
quantified as 115-nm rms with a spectrum approximated by the 
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formula given in Eq. (2) of Ref. 86. Simulations of this polar-
drive SI design with this outer-surface roughness spectrum 
indicate that the target can withstand outer-surface roughness 
up to 5# this NIF specification, or up to 575-nm rms, and still 
achieve ignition. The NIF specification for the inner DT-ice 
surface roughness is 1-nm rms, and cryogenic DT–layered 
OMEGA capsules have routinely demonstrated this level of 
uniformity.87 These simulations indicate that the SI design 
tolerates over 5-nm–rms inner-surface ice roughness. Target 
offset was modeled in a full-sphere geometry, resolving modes 
 = 1 to  = 50. This capsule ignited with a target offset of up 
to 25 nm—2.5# greater than the NIF specification of 10 nm. 
Figure 133.11 shows the predicted density and temperature pro-
files for this 25-nm-offset implosion. One can see that the hot 
spot has been pushed away from the capsule’s original position, 
and that the hot-spot displacement is in the same direction as 
the initial target offset from TCC. This is expected as a result 
of the increased laser intensity on the side of the capsule closer 
to TCC. With a 25-nm offset, the gain of this target is 56.

Robustness to laser system uncertainties likewise exceed 
NIF specifications with ignition indicated for beam-mispoint-
ing errors up to 100-nm rms and beam-to-beam mistiming 
up to 100-ps rms [for comparison, the NIF specifications are 
50-nm mispointing and 30-ps mistiming (see Ref. 67)]. The 
NIF has demonstrated 8% rms quad-to-quad power imbalance, 

corresponding to a 2% rms illumination nonuniformity on 
target (see Ref. 67). In a split-quad beam configuration, care 
should be taken when pairing beams within a quad, given that 
the power output of beams within a quad varies significantly. 
This variation is systematic, however, due to a design varia-
tion in the thickness of the frequency-conversion crystals and 
can be minimized in a split-quad configuration by consis-
tently choosing the same beams in each of the drive quads. 
Therefore, effectively for this target design, the NIF-specified 
power imbalance between half-quads is +11% rms, a factor of 

2  higher due to the fact that half of the NIF beams are used. 
Simulations indicate that the SI target will ignite with power 
imbalance up to 15% rms between half-quads.

A full nonuniformity simulation including all of these 
sources of nonuniformity at the NIF specifications was per-
formed. This simulation included expected levels of laser 
imprint on the NIF caused by phase-plate speckle with the 
multi-FM-SSD smoothing parameters used in Ref. 77. This 
simulation, which was performed on a full sphere and resolved 
modes from  = 1 to  = 100, indicated a target gain of 38.

As mentioned earlier, SI with a full-quad PD beam con-
figuration is more likely to be fielded on the NIF in the near 
term. Therefore, a full-quad PD beam configuration for the 
same capsule design has been developed. As in Ref. 88, all 
four quads from the 30° beams (Ring 1) and half of the quads 
from the 44.5° and 50° beams (Rings 2 and 3, respectively) 
are used for the main compression drive, while the other quads 
are used for the ignitor shock pulse. The main-drive beams are 
repointed as outlined in Table 133.IV. Each of these three rings 
of beams has a separate laser pulse-shape history. The pulse 
shapes for each ring are detailed in Fig. 133.12, with the 1-D 
design pulse shown for reference by the dashed line. Ring 1 
comprises the polar beams, Ring 2 the mid-latitude beams, and 
Ring 3 the equatorial beams. As with the split-quad design, no 
repointing was considered for the shock beams, and the pulse 
shape is the same as the 1-D design. Simulations of this target 
design indicate a gain of 51. A density and temperature plot at 
the onset of ignition (Fig. 133.13) shows that the target exhibits 
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Simulated density contour plot of the 2-D split-quad PD design with an initial 
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Table 133.IV: Full-quad PD beam-repointing angles for the 
main-drive beams given by beam port location.

Beam port  
angle (°)

Repointing angle  
on target (°)

30.0 25.0

44.5 59.0

50.0 85.0
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similar shell integrity compared to the split-quad design shown 
in Fig. 133.10.

Further optimization and robustness studies on this full-
quad design are underway. Beam configurations that offer 
different repointings of beams within a single quad, as in 
Ref. 88, are also being considered to improve drive symmetry. 
Simulations with the nonlocal heat transport and CBET models 
must be performed, and an accounting for laser backscatter 
caused by LPI should be included. In addition, hot-electron 

preheat effects must be modeled in the 2-D simulations. It is 
also anticipated that 3-D effects will be somewhat larger in the 
full-quad design than in the split-quad design because of the 
smaller number of azimuthal beam ports used during compres-
sion, and, as such, 3-D PD simulations must be performed in 
the future.

Conclusion
A polar-drive SI design for the National Ignition Facility has 

been developed within the NIF Laser System specifications. 
The target implosion velocity is higher than for standard SI 
designs to account for laser power limitations on the NIF. The 
proposed target ignites in 1-D simulations with an ITF1-D of 
4.1 using 700 kJ of input laser energy. Excellent robustness in 
1-D to shock mistiming and initial gas density is predicted. 
Hot-electron energy coupling during the spike pulse is shown 
to have a positive effect on target margin at hot-electron tem-
peratures up to 150 keV and below 20% of the incident spike 
laser energy.

Two-dimensional PD simulations including a 3-D laser ray-
trace modeling of NIF beams and using either a split-quad or a 
full-quad beam configuration predict good shell uniformity and 
ignition with gains above 50 using 750 kJ of laser energy. PD 
target robustness has been shown to be excellent with respect to 
individual nonuniformity sources. Simulations of the split-quad 
PD design including all anticipated levels of system uncertainty 
and capsule and laser nonuniformity predict a gain of 38.

This target may be imploded on the NIF using the proposed 
full-quad PD beam configuration in a relatively short time 
frame, requiring only minor modifications to the NIF system. 
These modifications include the incorporation of 1-D multi-FM 
SSD beam smoothing, the manufacture of specially tailored 
laser phase plates, the introduction of polarization plates for 
polarization smoothing, and the development of a PD target 
insertion cryostat.
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Introduction
Polar drive (PD)1 provides the capability to perform direct-
drive–ignition experiments on laser facilities like the National 
Ignition Facility (NIF)2 when cylindrically but not spherically 
configured for x-ray drive. Beams are absent near the equa-
tor in the x-ray drive configuration (Fig. 133.14). As a result, 
beams must be repointed to adequately irradiate the equator. 
This repointing of the beams results in oblique beams, which 
in turn result in laser energy deposition farther from the abla-
tion surface, and consequently reduced kinetic energy of the 
imploding shell. Ignition designs3,4 compensate for this reduced 
hydrodynamic efficiency (defined as the ratio of the maximum 
shell kinetic energy to the laser energy) by increasing the 
energy of the most-oblique beams. To achieve adequate unifor-
mity locally near the equator, these designs use beam profiles 
that include a skewed ellipse for the most-oblique beams. The 
combination of beam pointing, higher energies for the equato-
rial beams, and the skewed elliptical beam profiles results in 
nonradial (or lateral) gradients of the deposited laser energy 
and the temperature in the corona. Departures from the model 
predictions of deposited laser energy and lateral heat flow can 
play an important role in determining the symmetry of the 

Polar-Drive Implosions on OMEGA 
and the National Ignition Facility

implosion. The goal of OMEGA and early NIF experiments 
is to develop and validate ignition-relevant models of laser 
deposition and heat conduction.

Several aspects of PD are similar to symmetrically driven 
direct-drive implosions. In the latter, beams are located around 
the target with spherical symmetry and irradiate the capsule 
more normally. In these schemes, the implosion velocity Vimp, 
defined as the maximum shell velocity, and the adiabat ainn, 
defined as the ratio of the pressure to the Fermi-degenerate 
pressure averaged over the mass density that forms the high-
density shell, are the most important parameters. The minimum 
energy for ignition Emin scales as5
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where P is the ablation pressure. For both symmetric and 
polar drive, it is critical to achieve the designed implosion 
velocity while also setting the shell on the required adiabat. 
The implosion velocity and adiabat are primarily determined 
by one-dimensional (1-D) physics. The additional challenge in 
polar drive is multidimensional; it is necessary to adequately 
compensate for reduced energy coupling at the equator while 
achieving the required values of the adiabat and implosion 
velocity. Hydrodynamic simulations4 suggest that this com-
pensation is achievable. The parameter space of adiabat and 
implosion velocity over which ignition is possible, including 
multidimensional effects, is therefore the same between the 
two direct-drive schemes.

Short-wavelength nonuniformities result from the imprint-
ing of single-beam nonuniformities on the target. Subsequent 
multidimensional growth caused by the Rayleigh–Taylor (RT) 
instability6 influences the stability of the converging shell. 
Significant RT growth can degrade implosion performance. 
Since the number of e foldings of the most-dangerous mode to 
RT instability depends on the implosion velocity and details 
of the adiabat profile in the converging shell,7 which is very 
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Figure 133.14
The NIF beam-port configuration arranged in four rings.
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similar between PD and symmetric drive, short-wavelength 
behavior is very similar between the two schemes. Therefore, 
symmetric-drive implosions on OMEGA8–10 play an important 
role in validating models of laser imprint and RT growth that 
are also relevant for PD.

Polar drive differs from symmetric drive in the seeds that 
determine the low-mode asymmetry of the imploding shell 
and the hot spot. Beam geometry has a marginal influence 
on target symmetry and performance in symmetric drive. In 
PD, however, beam obliquity changes the angular and radial 
locations of the deposited laser energy. This influences the 
symmetry of the imploding shell. Seeds for long-wavelength 
nonuniformity are set throughout the laser pulse. Figure 133.15 
shows the contours of laser energy deposited normalized to the 
volume as a function of radial location and polar angle for a 
NIF ignition design.4 Two aspects are unique to polar drive. 
The conduction zone (the distance between the ablation surface 
and the peak in deposited energy) is larger near the equator 
than at the pole, leading to lower hydrodynamic efficiency near 
the equator. There are significant transverse gradients in the 
deposited energy primarily because of the unique beam profiles 
and the higher power in the equatorial beams. These lateral 
gradients are insignificant in the symmetric design. Modeling 
this lateral heat flow is critical for an accurate prediction of 
symmetry in polar drive.

Shock nonuniformity is another important determinant of 
shell asymmetry. Long-wavelength shock-front perturbations, 
determined primarily by polar variations in the laser deposi-
tion [Fig. 133.16(a)], seed the nonuniformities on the inner 
shell surface [Fig. 133.16(b)]. The shocks shown in Fig. 133.16 
are from an OMEGA-scale design with deliberate repointing 

and mistiming to illustrate the seeding of perturbations at the 
rear shell surface. These perturbations grow when subsequent 
shocks reach the surface. Inner shell perturbations also grow 
as a result of the feedthrough of perturbations being seeded at 
the ablation surface determined by polar variations in laser-
energy deposition and heat conduction. Accurate predictions 
of symmetry rely on accurate modeling of laser deposition and 
heat conduction.

Laser–plasma interactions (LPI’s) can compromise target 
performance by reducing implosion velocity, altering sym-
metry, and preheating the cold shell. Incorporating LPI effects 
within fluid codes is challenging because of the different length 
and time scales over which plasmas and fluids evolve. Empiri-
cal guidance is critical to understanding the magnitude of the 
effects of LPI processes and in improving designs to mitigate 
their deleterious effects. The goal of the early NIF experiments 
is to understand issues relating to energetics, symmetry, and 
preheat in NIF-scale plasmas.

In the following sections, OMEGA PD experiments are dis-
cussed with emphasis on adiabat and symmetry. The implosion 
velocity has been discussed in previous work.11 Next, limita-
tions of OMEGA experiments and early experiments planned 
for the NIF are discussed, followed by the conclusions.

OMEGA Experiments
The goal of OMEGA experiments is to predictably model 

target performance in polar drive. Twenty of the 60 OMEGA 
beams are omitted from the drive to emulate the 48-quad NIF 
x-ray-drive configuration [Fig. 133.17(a)].12 The beams are then 
shifted toward the equator to directly drive the target more 
symmetrically. The 40 OMEGA beams can be considered to 
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Figure 133.15
Density of laser energy deposited at the end of the 
laser pulse (t = 9.0 ns) for a NIF ignition design ver-
sus polar angle. The white line shows the location of 
the ablation surface. The conduction zone is larger 
at the equator, leading to reduced hydrodynamic 
efficiency. A significant transverse gradient in the 
deposited laser energy leads to transverse heat flow 
in polar drive.
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be arranged in three rings. Each ring is repointed only in polar 
angle by a distance Dr perpendicular to the beam axis (the azi-
muthal angles for OMEGA are already optimally pointed) [see 
Fig. 133.17(b)]. Each repointed configuration is characterized by 
three numbers {Dr1, Dr2, Dr3}; larger values of these numbers 
correspond to more-oblique beams. Room-temperature experi-
ments on OMEGA employ a 24- to 27-nm-thick plastic (CH) 
shell with 10 atm of deuterium (D2) fill [see Fig. 133.18(a)]. 
Since 40 of the 60 beams are used, the energy on target is lim-
ited to approximately 13.5 kJ. (In principle, nearly 16 kJ can be 
obtained for PD implosions—these highest-energy implosions 
are reserved for cryogenic capsules.) A variety of laser pulse 

shapes, with different temporal histories, irradiate the target. A 
flat foot to a continuous rise12 [Fig. 133.18(b)] and three pickets 
preceding a main pulse are used11,13 [Fig. 133.18(c)]. The PD 
ignition design uses the latter pulse shape since nearly 1-D high 
areal densities have been demonstrated with this pulse shape 
in symmetric drive.14 In the room-temperature CH designs, 
both of these pulse shapes set the shell at a minimum adiabat 
of approximately 3.5. The continuous pulse shape irradiates 
the target at a higher peak intensity of 8 # 1014 W/cm2, while 
the triple-picket pulse irradiates the target at 4 # 1014 W/cm2 
(these values are defined at the initial target radius). The advan-
tage of the triple-picket pulse shape is the ability to achieve 

Figure 133.16
(a) Density contours at 650 ps showing nonuniform shocks from the first two pickets transiting the shell for an OMEGA PD design. (b) Perturbation amplitude at 
the rear shell surface is seeded by the shocks. Feedthrough from the ablation surface results in amplitude growth during acceleration and convergence (until 3 ns).
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higher convergence as explained below. Full beam smoothing 
(1/3-THz three-color-cycle smoothing by spectral dispersion15 
and polarization smoothing16) is used. The implosion veloc-
ity of these capsules is approximately 2 # 107 cm/s. Higher 
velocities can be obtained in cryogenic implosions where the 
lower-density deuterium–tritium (DT) layer permits thicker 
shells and technically feasible spacing between the pickets 
for less-massive targets.11 Target performance is studied from 

measurements of areal density (tR) and x-ray images obtained 
by backlighting the converging shell using a subset of the beams 
omitted from the drive. Other measures of target performance 
such as yield, neutron rate history, and the related implosion 
velocity have been presented elsewhere.11

The predicted areal densities for the two pulse shapes dis-
cussed in this work differ quite significantly. The triple-picket 
pulse maintains the drive pressure until the shock is reflected 
from the center of the converging capsule, whereas the continu-
ous pulse permits the shell to coast and decompress, reducing 
the areal density. Figure 133.19 shows the mass density and 
adiabat profile for the two pulse shapes at the end of the laser 
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pulse; while the adiabat profiles are very similar, the shell has 
traveled a greater distance for the triple-picket pulse shape. At 
peak neutron production, the shell in the implosion driven with 
the triple-picket pulse is simulated to have higher convergence 
(the convergence ratio is CR + 19 compared to CR + 13 for the 
continuous laser pulse) and to have a higher density than the 
shell driven with the continuous pulse shape.

The areal density is inferred in implosion experiments 
through the energy loss of secondary protons17 and is inferred 
only during neutron production. To compare the areal density 
from simulations with that inferred from observations, it is 
important to account for the observed neutron production his-
tory.8 Figure 133.20(a) shows the measured and simulated rates 

for neutron history overlaid with the areal-density evolution 
for a PD implosion driven with a triple-picket pulse shape and 
beam repointing corresponding to {90 nm, 150 nm, 150 nm}. 
The simulations were performed with the hydrodynamic code 
DRACO18 including a full 3-D laser ray trace,19 collisional 
absorption as the only laser-energy deposition mechanism, 
a flux-limited heat-conduction model (with a flux limiter f = 
0.06) (Refs. 20 and 21), and multigroup diffusive radiation 
transport with astrophysical opacity tables. The experimental 
neutron rate history is measured using the neutron temporal 
diagnostic.22 The DRACO-simulated profiles are post-pro-
cessed with the particle-tracking code IRIS23 using this mea-
sured rate history to calculate the emergent proton spectrum. 
Excellent agreement is obtained in the spectrum, as seen in 
Fig. 133.20(b), indicating that the adiabat is modeled well for 
this pulse shape. The areal density from the continuous pulse 
shape has been published previously.11 The trend across pulse 
shapes is recovered experimentally as seen in Fig. 133.21. For 
an implosion with no coasting phase, the maximum areal den-
sity has been shown to depend primarily on the adiabat24 as 

a. ,R E2 6 10mg/cm kJ/ .
max

2 2 1 3 0 6
L inn#t =` _j i8 B  where EL is the 

laser energy. Simulations reproduce the areal density for both 
pulse shapes, indicating that DRACO accurately models shock 
timing and the effect of coasting on compression. This result 
is consistent with independent PD shock-timing measurements 
using cone-in-shell geometries.13
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Backlit images indicate that simulations reproduce the 
gross features of the converging shell. Figure 133.22 shows the 
images obtained by backlighting the converging shell with an 
+4.7-keV Ti backlighter for two different pointing configura-
tions, corresponding to {90 nm, 150 nm, 150 nm} and {30 nm, 
150 nm, 150 nm}, for the triple-picket pulse shape. DRACO 
simulations are post-processed with the code Spect3D,25 which 
transports x rays through the DRACO profiles accounting for 
absorption using opacities generated by the PRISM group.25 
The plasma is assumed to be in local thermodynamic equilib-
rium (LTE), which is an excellent assumption for the densities 
(from solid up to +150 g/cm3) and temperatures (from +eV up 
to +keV) characteristic in the compressing capsule. The detec-
tor resolution and the time window over which the images are 
integrated in the experiment are included in the postprocessing. 
The simulations reproduce the measured images very well. The 
images shown in Fig. 133.22 correspond to the latest time at 

which the shell can be unambiguously viewed. At this time the 
shell has converged by approximately a factor of 5. Later in time 
the backlighter intensity is significantly lower than the self-
emission from the compressed core, precluding an inference 
of the symmetry. For the first pointing configuration, the con-
verging shell is prolate, for which one can correct by repointing 
Ring 1 closer to the pole. The second pointing configuration 
achieves a rounder core as seen in the images. The contour 
of maximum x-ray absorption (white line in Fig. 133.22) is 
decomposed into Legendre modes  . The normalized mode 
amplitudes (defined as the ratio of the mode amplitude to the 
radius of maximum absorption) for  = 2 to 10 are in reasonable 
agreement between simulation and measurement. The typical 
error in the amplitude measurement is estimated to be of the 
order of 2% to 3%. The best observed uniformity with only 
repointing to correct for PD geometry has been obtained with 
the {30 nm, 150 nm, 150 nm} configuration.
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Experimental and simulated backlit images for the two 
different pulse shapes for the same pointing configuration 
{90 nm, 120 nm, 120 nm} are compared for the continuous 
pulse shape [Fig. 133.23(a)] and the triple-picket pulse shape 
[Fig. 133.23(b)]. With this pointing configuration there is an 
observable difference in the shape of the core for the two pulse 
shapes, which is reproduced by simulation. Excellent agreement 
is obtained in the modal amplitudes of the shell perturbations.

Current high-convergence OMEGA PD implosions can only 
be driven at low intensities owing to the limited energy available 
from 40 beams combined with the fixed spot size produced by 
OMEGA’s existing phase plates (860 nm diameter correspond-
ing to 95% of the energy enclosed).26 Higher on-target intensi-
ties can be obtained with smaller targets and phase plates with 
smaller focal spots.11 New phase plates have been obtained for 
the OMEGA laser, and experiments to study PD implosions at 
ignition-relevant intensities will begin in the near future.

NIF ignition targets have a radius that is nearly 4# the 
radius of OMEGA-scale targets. Consequently, the density 
scale lengths in the corona of NIF targets are larger by the 
same ratio. As discussed in the next section, laser–plasma 
interactions become increasingly important to target perfor-
mance for larger scale lengths. Experiments at the NIF scale 
are critical to understanding the role of these interactions on 
target performance.

Early NIF Experiments
The radial coronal density scale length in typical NIF igni-

tion designs4 is +600 nm, compared to the OMEGA-scale 
density scale length of +150 nm. The magnitude of LPI effects 
typically increases with scale length. LPI can influence shell 
adiabat,27 energetics,28 and symmetry.29 Two-plasmon decay 
(TPD)30 primarily determines the extent of fast-electron pre-
heat in implosions. Energetic electrons, accelerated by plasma 
waves, deposit their energy in the cold shell, raising its adiabat, 
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making it more difficult to achieve the required compression. 
The extent of preheat is typically diagnosed by measuring ener-
getic (“hard”) x rays (L50 keV) produced by fast electrons.31 
The threshold parameter for the TPD instability, defined as 

I L T10 233W/cm m keV/ / /4
14 2

4 4n n n
eh n= _ _ _i i i  (Ref. 30), 

where In/4, Ln/4, and T /4n
e  are the laser intensity, density scale 

length, and the electron temperature at the quarter-critical 
surface, respectively, has been shown to correlate with the 
observed hard x-ray signal in OMEGA symmetric-drive implo-
sions.32 However, the effect of this preheat on target perfor-
mance in ignition-relevant OMEGA implosions is negligible.33 
The longer NIF scale lengths are suggestive of a higher thresh-
old parameter and greater preheat from fast electrons; however, 
no clear physical mechanism links the threshold parameter to 
the observed hard x-ray signal. The threshold parameter has 
been defined in planar geometry for the absolute instability. 
TPD has also been shown to be convectively unstable34 for 
the plasma conditions and profiles in direct-drive implosions, 
and this aspect is not included in the threshold parameter. 
Additionally, calculations of TPD indicate that this instability 
can become highly nonlinear and saturate.35 Without detailed 
modeling of TPD, observations of hard x rays on the NIF are 
necessary to determine the extent of preheat.

In cross-beam energy transfer (CBET), incoming rays 
transfer their energy to outgoing rays through ion-acoustic 
waves.28 This results in reduced laser-energy deposition and 
reduced hydrodynamic efficiency. The gain rate for CBET is 
L I I 11

1 2
2 2 2 2
a -+ o h h+- _ _i i8 B (Ref. 28), where I1 and I2 are 

the intensities of the two beamlets, oa is the damping rate of 
the ion-acoustic waves, and k ck ua a a a: -h ~=  (the resonance 
condition where ka is the ion-acoustic wave vector, u the fluid 
velocity, ~a the ion-acoustic wave frequency, and ca the ion-
acoustic wave speed). Irradiating capsules with the relevant 
intensities (I1 and I2) is critical to understanding CBET effects. 
CBET reduces implosion velocity by +10% in symmetric-drive 
OMEGA-scale implosions.28 PD implosions indicate a reduced 
implosion velocity although the exact mechanism is not yet 
understood.11 As presented earlier, however, symmetry in PD 
implosions is reproduced well with simulations that do not 
include CBET. This may be caused by either the negligible 
effect of CBET on symmetry in OMEGA-scale implosions or 
the relatively early time when the converging shell is viewed. 
When velocity scale lengths are long, as in the NIF-scale 
coronal plasma, the resonance condition for CBET is satisfied 
over a larger volume. This likely results in a greater level of 
CBET. NIF experiments are again important in identifying 
the extent of CBET.

Room-temperature CH implosions are planned for initial 
NIF experiments [Fig. 133.24(a)]. The first set of experiments 
are planned at lower intensities where LPI effects such as TPD 
and CBET are less important, enabling one to validate models 
in DRACO that do not contain these LPI effects. Future experi-
ments will probe higher-intensity implosions to develop and 
validate models in that regime and identify mitigating strategies 
if required. To obtain the scale of the initial set of implosions, 
consider the scaling law ,E R3

t+  which retains the same laser 
energy density per target volume, where E is the laser energy 
and Rt is the target radius. Using OMEGA energies of 25 kJ 
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and the desired target radius of +1100 nm (this is determined 
by the NIF phase plates36), these implosions must be driven 
with +350 kJ. Using P R2

t+  yields a peak power of P + 50 TW 
and T + Rt yields a pulse length of T + 7.5 ns. The laser pulse 
shape [Fig. 133.24(b)]—a low foot to a continuous rise, similar 
to the OMEGA pulse shape described earlier—sets the target 
at a low adiabat of +3. These early experiments will use the 
existing NIF hardware including phase plates and single-beam 
smoothing. Beams are defocused37 to achieve the optimal sym-
metry in the simulation. Beam phase fronts for the near field36 
are forward propagated using Fourier transforms to obtain the 
on-target beam shapes using the code Waasikwa’.38 The laser-
related parameters of the design are shown in Table 133.V. In 
this repointed configuration, some quads (a set of four beams 
form a quad) from the 44.5° cone are moved to 46°, while others 
are moved to 69°. Beams are repointed in azimuth to locations 
defined in Ref. 4. While this achieves excellent uniformity in 
the polar angle, it introduces an +10% peak-to-valley,  = 4 
variation in azimuth of the absorption because of the limited 
(four in each hemisphere) quads illuminating near a polar angle 
of 69°. This azimuthal variation can be reduced to 4% or lower 
with an  = 8 variation instead by splitting the 44.5° quads with 
two of the beams pointed to 46° and the remaining two to 69°. 
This splitting of the quads is not used in this work but is being 
investigated for future designs.

The on-target intensity from each of the rings is shown in 
Fig. 133.25. Rings 1 and 2 primarily irradiate the target near 
the pole, whereas the re-shifted Rings 3a, 3b, and 4 irradiate 
more toward the equator. The overlapped on-target intensity 
is higher near the equator. This is necessary to compensate for 
the reduced hydrodynamic efficiency from the more-oblique 
beams. Shock breakout is nearly uniform with this configura-
tion of beam pointing, laser defocus, and pulse shapes except 
near the equator (Fig. 133.26). This significantly reduces core 
temperatures by injecting a jet of shell material into the hot spot 

Table 133.V: The repointing and beam defocus used for the NIF design presented in the text. The pointing shift is 

as defined in Fig. 133.17: Dr = Rt # sin(ir–i), where Rt is the target radius.

Rings
Original port 

angle (°) i
Repointed 
angle (°) ir

Pointing shift 
(Dr) (nm)

Number of quads 
(northern + southern)

Defocus distance 
(cm)

1 23.5 23.5 0 8 1.0

2 30.0 35.0 96 8 1.0

3a 44.5 46.0 29 8 1.5

3b 44.5 69.0 456 8 1.0

4 50.0 86.0 647 16 1.0

and radiatively cooling it. This can be corrected by designing 
an appropriate beam profile, as has been done for the ignition 
design, with the secondary ellipse on the equatorial beams.

For given pointing and defocus parameters, shell sym-
metry can be changed from spherical to prolate and oblate by 
changing the temporal pulse shapes, while maintaining the 
overall energy on target at +350 kJ (see Fig. 133.27). The foot 
portion of the pulse, which determines the shock strength, is 
held constant among the three cases. Therefore, adjustments 
to the shape of the imploded shell can be made by varying the 
peak-power portions of the pulse shapes.
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Symmetry in the early stages of the implosion will be 
diagnosed using gated x-ray framing camera images of self-
emission.39 Photon energies ho L 2 keV from self-emission 
preferentially diagnose the imploding capsule outside the 
ablation surface.39 For the three shell shapes, simulated images 
are shown in Fig. 133.27 at 7.2 ns—the latest time of observa-
tion corresponding to the end of the laser pulse. The DRACO 
simulations are post-processed with Spect3D including the 
pinhole diameter (100 nm), which is expected to be used in 
the initial experiments. Observable differences are predicted, 
as seen from Fig. 133.28, where the normalized amplitude 
of Legendre mode  = 2 is plotted versus time. The shaded 
regions include results from three simulations for each shape, 
where other long-wavelength nonuniformities4 such as beam 
mistiming (30-ps rms), beam mispointing (50-nm rms), and 
energy imbalance (8% rms) are included in the simulation. The 
deliberate asymmetries imposed in the PD designs dominate 
over the other nonuniformity seeds.
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Figure 133.27
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Figure 133.28
Relative amplitude (ratio of amplitude of Legendre mode  = 2 to shell 
position) versus time for the three shapes in Fig. 133.27. The shaded areas 
correspond to uncertainties associated with errors in beam timing, pointing, 
and energy balance.

Conclusions
The goal of OMEGA and NIF experiments is to validate 

physics models used to design PD ignition capsules and 
implement mitigating strategies for laser–plasma interactions. 
Laser-energy deposition and heat conduction are physics issues 
that need to be addressed at both OMEGA and NIF scales. In 
addition, it will be critical to understand issues related to preheat 
from energetic electrons produced by two-plasmon decay at the 
NIF scale. OMEGA PD experiments with emphasis on adiabat 
and symmetry were presented and observations compared with 
DRACO simulations. Two different pulse shapes were studied 
and it was found that areal density and symmetry are modeled 
well. Near-term PD experiments on OMEGA will be used to 
study PD target performance at ignition-relevant intensities. Ini-
tial NIF experiments are also discussed. The goal of these early 
experiments is to understand and address issues relating to the 
effect of two-plasmon decay on preheat and cross-beam energy 
transfer on implosion energetics and potentially symmetry.
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In the direct-drive approach to inertial confinement fusion, 
laser beams directly illuminate a spherical target, depositing 
their energy in the coronal plasma. This energy is transported 
to higher densities where ablation occurs and material rapidly 
expands, driving the nuclear fuel toward the center of the 
capsule. Symmetric illumination is required to produce a 
spherically symmetric drive. Ideally, the target is illuminated 
by a sufficient number of beams, distributed symmetrically 
around the target, to provide an adequately uniform drive with 
sufficient pressure to achieve ignition.1

In the current x-ray drive configuration of the National Igni-
tion Facility (NIF),2 there are no laser beams near the equator 
of the target chamber and direct-drive experiments are per-
formed in the polar-drive (PD) geometry.3 PD creates a uniform 
implosion by combining and repointing the NIF beams toward 
the target equator, employing phase plates designed to create 
specific on-target spot sizes, pulse shaping, and shimming of 
the target layers.4 The coupling of laser energy into the target 
can be decreased by cross-beam energy transfer (CBET)5–7 
between the lasers.

CBET occurs when laser light seeds stimulated Brillouin 
scattering (SBS) in a plasma by crossing two or more laser 
beams. This low-gain SBS can drive ion-acoustic waves and 
transfer a significant amount of energy from one of the cross-
ing beams to the other. Hydrodynamic one-dimensional (1-D) 
modeling of symmetric 60-beam direct-drive implosions on 
OMEGA that do not include CBET physics overpredict the 
laser drive by 10% to 20% as indicated by discrepancies with 
the observed bang times and time-dependent scattered-light 
spectra.8–10 Recently it was shown that decreasing the laser 
beams’ radius with respect to the target radius reduces CBET 
and improves fusion yields.11 The incorporation of CBET 
physics into the 1-D hydrodynamic modeling of symmetrically 
illuminated implosions produces good agreement with the 
observables, but the large scattering angles and three-dimen-
sional (3-D) nature of the PD geometry has prevented previous 
CBET models from quantifying CBET in PD implosions.

CBET has been identified as a mechanism responsible for 
transferring significant amounts of energy between the NIF 
beams in indirect-drive hohlraum experiments.6 Independently 
varying the wavelength of the NIF beams to control CBET is 
used to tune the implosion symmetry.12 CBET in indirect-drive 
experiments occurs at relatively low densities and the angle 
between crossing beams is small, so the models that post-
process the hydrodynamic simulations to calculate CBET can 
use a paraxial approximation.6,7,13

This article presents the first measurements of the effects 
of CBET in PD. The angular dependence of the unabsorbed 
light is measured to decrease from 1200 J/sr on the pole to 
200 J/sr along the equator. These measurements and those of 
the unabsorbed light intensity and the spectra are reproduced 
by 3-D CBET modeling. These results indicate that CBET in 
PD reduces the absorbed energy by 10%. This reduction in 
absorption is consistent with the measurement of the bang time, 
which is +180 ps later than predicted when CBET modeling is 
not included.14 Calculations indicate that the drive symmetry is 
reduced by energy transferred from the center of beams pointed 
near the equator to the outer edge of the beams pointed near 
the pole. This drive symmetry can be recovered by shifting the 
relative wavelength of the beams in each cone but the overall 
reduction in absorption is not ameliorated. The model predicts 
that CBET can be mitigated by using smaller beam spots.

The CBET calculations in this polar-drive geometry were 
carried out by post-processing two-dimensional (2-D) hydro-
dynamic simulations using a 3-D CBET model. The time-
varying coronal plasma parameters were calculated by the 
code DRACO,15 where a Spitzer–Härm heat-transport model 
was used that limits the heat flow to a fraction ( f = 0.06) of 
the free-streaming flux.16 The PD beam profiles in the CBET 
model are treated as the sum of many beamlets where the path 
and Doppler-shifted wavelength of each beamlet through the 
corona are determined by 3-D ray tracing (Fig. 133.29). This 
is a major difference between modeling CBET for polar drive 
and previous work modeling indirect-drive CBET, where the 
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refraction of the laser beams is ignored.13 The CBET at cross-
ings between beamlets for all PD beams is calculated from the 
SBS spatial gain length in the strong damping limit.9,17

The PD implosions used 40 ultraviolet (m0 = 351 nm) 
OMEGA laser beams.18 In the PD geometry, the beams are 
grouped into three rings with offset pointing toward the tar-
get equator as shown in Fig. 133.29. The laser beams were 
smoothed by polarization smoothing,18 distributed phase 
plates,19 and smoothing by spectral dispersion.20 All beams 
used the same pulse shape and distributed phase plates with 
circular super-Gaussian (n = 4) beam profiles, where 95% of the 
power is within a diameter of 865 nm. The beams were incident 
on spherical CH capsules with 27-nm-thick walls and a total 
diameter of 866 nm. The targets were filled with 11.4 atm of D2.

The angular dependence of the unabsorbed light was mea-
sured using 12 calorimeters located around the target chamber 
[Fig. 133.30(a)]. Four of these locations couple the unabsorbed 
light to a 1.25-m spectrometer with a Rochester Optical Streak 
System via optical fibers. This system has a spectral resolution 
of 0.05 nm and a temporal resolution of 90 ps.

Figure 133.30(b) shows the time-integrated angular distri-
bution of the light that is scattered (i.e., not absorbed) by the 
coronal plasma. A factor-of-6 more light is measured on the 
pole than the equator. This is in good agreement with calcula-
tions of the unabsorbed light when using the CBET model, and 
Fig. 133.30(b) shows that the unabsorbed light at all angles is 
significantly underestimated when the CBET model is not used.

Figure 133.29
Pointing offsets for the beam rings for the polar-drive (PD) implosions on 
OMEGA used in this article: Ring 1 (red), Ring 2 (blue), and Ring 3 (green). 
Open circles show the pointing of each ring in symmetric drive (i.e., toward 
target chamber center); closed circles show the repointed PD geometry. 
The beamlets (rays) in the corona illustrate the effect of cross-beam energy 
transfer (CBET) on the laser illumination. The green Ring 3 beamlet directed 
toward the target equator is crossed by outgoing beamlets from Rings 1 and 
2 before it reaches its nearest approach to the ablation surface, where it will 
be strongly absorbed. CBET scatters energy from this equatorial beamlet to 
the outgoing beamlets, reducing the energy deposition at the equator near 
the ablation surface.
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Figure 133.31 shows that, in addition to the total integrated 
scattered power, the CBET model accurately predicts the time-
varying spectrally resolved details of unabsorbed light from the 
PD implosions. The measured spectra from two polar angles 
[Figs. 133.31(a) and 133.31(b)] show the variation in wavelength 
and power of the unabsorbed light. This variation is the result 
of the time-varying optical path length of the light traveling 
through the coronal plasma. The initial blue shift in the spectra 
occurs as the light propagates through a rapidly increasing 
electron density when the plasma is formed.21 The blue shift 

results partially from the outward movement of the plasma’s 
critical-density surface (a moving-mirror Doppler shift) and 
partially from the outward buildup of the coronal plasma that 
reduces the optical path length of the laser light because plasma 
has a smaller index of refraction than vacuum. As the plasma 
scale length reaches a steady state, the plasma’s critical-density 
surface implodes, red shifting the unabsorbed light.

Figures 133.31(c) and 133.31(d) show the time-varying 
spectral intensity calculated by the CBET model. The impor-
tant features present in the measured spectra are reproduced, 
indicating the accuracy of the hydrodynamic modeling used 
to calculate coronal plasma conditions. The discrepancy in the 
magnitude of the initial blue shift in the spectra is similar to that 
observed for symmetric drive implosions when a flux-limited 
heat-transport model was used. A nonlocal electron-transport 
model was required to accurately model the initial blue-shifted 
unabsorbed light for symmetric implosions.9 The flux-limited 
model predicts shorter density scale-lengths than the nonlocal 
model, resulting in a slower initial outward movement of the 
plasma’s critical-density surface and less coronal plasma den-
sity along the laser light’s optical paths. Both effects decrease 
the predicted initial blue shift of the unabsorbed light spectrum.

The time-varying radiant intensity (TW/sr) of the unab-
sorbed light shown in Fig. 133.31(e) is obtained by integrating 
the spectra over wavelength. The calculations are in good agree-
ment with the measurements. The accuracy of the scattered-
light predictions given by the CBET model allows one to draw 
conclusions about the effect of CBET on the drive energetics 
during a PD implosion and to suggest possible CBET mitiga-
tion strategies.

Calculations indicate that CBET reduces the absorption 
from 85% to 76% and that this reduction is disproportionately 
distributed among the rings. The closer the ring is pointed to 
the equator, the more it is affected by CBET. The absorption 
in Ring 1 (the most-polar ring) drops to 82%, while Ring 3 
(the most-equatorial ring) has its absorption reduced to 72% by 
CBET. This is consistent with the measured bang time being 
+180 ps later than predicted when CBET is not included in the 
hydrodynamics code.14

The location where CBET occurs in PD is illustrated in 
Fig. 133.32. For all three beam rings, CBET results in a net loss 
of energy from the center portion of the beam profiles. This 
central portion includes the beamlets with the smallest impact 
parameters that penetrate farthest into the coronal plasma. In 
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the absence of CBET, these beamlets deposit their energy clos-
est to the ablation surface and would most efficiently drive the 
target. In contrast, beamlets with impact parameters outside 
the plasma’s critical-density radius gain a net amount of energy 
from CBET but are less efficiently absorbed. In effect, energy 
is transferred from the drive-efficient, small-impact-parameter 
beamlets to the less-efficient, higher-impact-parameter beam-
lets, resulting in reduced hydrodynamic efficiency.

The distribution of CBET over the beam profiles suggests a 
possible strategy to reducing its detrimental effect on driving 
the target: eliminating the high-impact-parameter beamlets 
that “steal” energy from the drive-efficient beamlets. The 
CBET model predicts that for the coronal plasma conditions 
in the OMEGA PD implosions, the overall absorption loss to 
CBET can be recovered using 30%-smaller beam radii. This 
improvement comes from a combination of reducing CBET 
and concentrating the beam energy into the more-efficient, 
low-impact-parameter beamlets. The effect of smaller spot 
sizes on implosion symmetry should be studied because PD 
implosions require some high-impact-parameter beamlets to 
direct energy toward the equator for symmetry.

Figure 133.33 illustrates the effect that varying the wave-
length of the laser beams has on the energy absorbed from each 
ring. The predicted CBET among the rings is altered when laser 

beams of different rings have different wavelengths. The flow of 
energy is biased toward the beams in the rings with the longer 
wavelengths. When the wavelengths of the beams in all rings 
are equal (Dm = 0), CBET between the beams in Rings 1 and 3 
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results in a net gain for the beams in Ring 1 and a net loss for 
Ring 3 beams. As the wavelength separation between the beams 
in different rings increases (with Ring 3’s wavelength growing 
larger than Ring 1’s), the net transfer between Rings 1 and 3 
is reduced and eventually reverses until the beams in Ring 3 
experience a net gain in energy from CBET with beams in 
Ring 1. At wavelength shifts greater than +0.75 Å, the absorbed 
energy from beams in Ring 3 is greater than that from beams 
in Ring 1. The change in absorption for beams in Ring 2 is 
less pronounced. As Dm increases, the beams in Ring 2 take 
more energy from beams in Ring 1, which is offset by losing 
energy to beams in Ring 3. The overall energy absorption is 
nearly constant as Dm increases because gains by one ring are 
offset by losses in another. These results suggest that the power 
balance of the rings in a PD implosion can be controlled by 
independently setting the wavelengths of the rings with wave-
length separations of the order of 1 Å (Ref. 7). This makes it 
possible to control the symmetry of a PD implosion.

In summary, measurements of the angular dependence 
of the unabsorbed light during polar-drive implosions at the 
Omega Laser Facility have been recorded. The radiant intensity 
of the unabsorbed light decreases from 1200 J/sr on the pole 
to 200 J/sr along the equator. The measured unabsorbed light 
intensity and spectrum are in good agreement with predictions 
from a 3-D CBET model. The modeling shows that CBET 
reduces the overall laser absorption in PD by +10%. The ring 
of beams directed toward the PD equator is compromised most 
severely. The modeling provides insight into two possible 
CBET mitigation strategies. The location where the energy 
transfer occurs suggests that reducing the spot size will reduce 
the CBET losses. This is supported by modeling with small 
spot sizes where the laser absorption increased by +10%. The 
modeling shows that the flow of energy between the PD beam 
rings can be manipulated by varying the wavelength separation 
between the rings. This could be used to regulate the power 
balance between the rings and exert control over the implosion 
symmetry. These results will help guide upcoming polar-drive 
experiments on the NIF, where 1.5 MJ of laser energy will be 
used to implode +2-mm-diam capsules with the ultimate goal 
of producing fusion.4
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Introduction
In inertial confinement fusion (ICF), a spherical capsule is 
imploded using multiple laser beams to produce an energetic 
fusion reaction by compressing nuclear fuel to high densities 
and temperatures.1 In the direct-drive scheme,2 the capsule 
is uniformly illuminated by overlapping beams, and in the 
indirect-drive scheme,3 the laser beams are first converted into 
x rays that then illuminate the capsule. In both schemes, the 
laser beams can drive the two-plasmon–decay (TPD) instabil-
ity.4–8 When TPD is driven strongly, an extended spectrum 
of large-amplitude electron plasma waves (EPW’s) is gener-
ated that accelerates electrons to high energies (+100 keV) 
(Refs. 9–12). These electrons can deposit their energy in the 
fuel (preheat), reducing the compression efficiency and poten-
tially inhibiting ICF ignition. Although no experiments have 
definitively measured the effects of preheat, hydrodynamic 
simulations that include an ad hoc hot-electron model indicate 
low-adiabat ignition designs can survive +0.1% of laser energy 
converted into hot electrons and coupled to the fusion fuel.13

The TPD instability results from the decay of an electromag-
netic wave into two electron plasma waves.4,5 Phase matching, 
energy conservation, and the dispersion relations of the waves 
limit the instability to a small region near the quarter-critical 
density surface. Stability calculations of a single linearly polar-
ized electromagnetic wave show that the absolute threshold of 
the instability is proportional to ,I L Ts n e  where Is is the laser-
beam intensity, Ln is the plasma density scale length, and Te is 
the electron temperature of the plasma at the quarter-critical 
density.6 More-recent particle-in-cell (PIC) simulations have 
shown the importance of convective mode in the nonlinear 
stage that also depends on I L Ts n e  (Ref. 14). Multibeam 
experiments have shown that hot-electron production scales 
with the overlapped vacuum laser-beam intensity (Iovr) 
(Ref. 15) independent of the number of beams used. This scal-
ing is not expected if the laser beams drive TPD independently. 
To explain these results, a multibeam model was proposed 
where different laser beams share a common electron plasma 
wave.16,17 Recent experiments at the Omega Laser Facility18,19 
showed that the overlapped intensity threshold for hot-electron 

generation depends on the laser-beam and target geometries.20 
A model that calculates the homogeneous, multibeam, TPD 
growth rate shows that beams that share the same angle with 
respect to the common-wave vector can couple through the 
resonant common electron plasma wave and that this coupling 
occurs in the region in k space bisecting the laser beams.21 In 
this common-wave region, the TPD growth rate depends on the 
geometry and the polarization of the laser beams.

This article reports on the measured hot-electron fraction 
generated by TPD in planar experiments using one to four 
linearly polarized beams, 18 beams with polarization smooth-
ing, and, in spherical experiments, 60 beams with polarization 
smoothing. The overlapped intensity threshold for hot-electron 
generation is different for each experimental configuration. 
These measured thresholds are compared with convective gains 
calculated with the resonant common-wave model.

The following sections describe (1) the various experi-
mental configurations; (2) the experimental results, where the 
overlapped intensity threshold for hot-electron generation is 
observed to be different for the various experimental configu-
rations; and (3) the multibeam TPD resonant common-wave 
growth rate for linearly polarized beams and beams with polar-
ization smoothing. Next, the common-wave gain is shown to 
be consistent with observed variations in the TPD thresholds, 
followed by the conclusions.

Experimental Setup 
The experiments discussed here were designed to measure 

the intensity thresholds for the production of hot electrons 
while varying different parameters in the common-wave gain. 
On OMEGA EP,19 the hot-electron fraction was measured in 
planar geometry as a function of the laser energy for one-, 
two-, and four-beam configurations to study the variation of the 
hot-electron production with a maximum normalized growth 
rate that depends on the polarization and geometry of the laser 
beams. The four-beam results were compared to OMEGA 
planar experiments, where 18 beams distributed in three cones 
were used to study the variation in the hot-electron production 

Measured Hot-Electron Intensity Thresholds Quantified 
by a Two-Plasmon–Decay Resonant Common-Wave Gain 

in Various Experimental Configurations
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with the number of beams that contribute to the common-wave 
TPD. The planar experiments are compared to OMEGA experi-
ments in spherical geometry to measure the variation in the 
hot-electron production with the plasma parameters.

1.  Laser Setup
a. OMEGA EP planar geometry.  In the OMEGA EP 

experiments, four vertically polarized 351-nm beams inter-
sected the target at an angle of 23° with respect to the target 
normal [Fig. 133.34(a)]. The focal spots of the beams were 
spatially overlapped to within 20 nm. The beams used 2-ns 
flattop laser pulses that were co-timed to within 50 ps. Two 
sets of distributed phase plates (DPP’s)22 were used [860-nm 
full width at half maximum (FWHM) for Beams 1 and 2 and 
800-nm FWHM for Beams 3 and 4] to produce an +1-mm-
diam, ninth-order super-Gaussian intensity profile. A maximum 
single-beam energy of 2.0 kJ (2.6 kJ) was used on Beams 1 
and 2 (3 and 4), resulting in peak single-beam intensities Imax = 
1.8 # 1014 W/cm2 (Imax = 2.6 # 1014 W/cm2). Experiments 
were performed using one beam; two beams in a horizontal 
configuration (Beams 1 and 4), vertical configuration (Beams 1 
and 3), and diagonal configuration (Beams 1 and 2); and four 
beams [Fig. 133.34(a)].

b. OMEGA planar geometry.  In the OMEGA planar experi-
ments, 18 beams at a wavelength of 351 nm intersected the 

target in three cones of six beams at angles of 23°, 48°, and 63° 
with respect to the target normal [Fig. 133.34(b)]. The beams 
were spatially overlapped to within 20 nm. The beams used 
2-ns flattop laser pulses that were co-timed to within 10 ps. All 
beams were smoothed by polarization smoothing (PS)23 and 
DPP’s (710-nm FWHM) to produce an +1-mm-diam, fourth-
order super-Gaussian intensity profile. The single-beam energy 
ranged from 240 J to 380 J, providing a peak single-beam 
intensity ranging from 3.4 # 1013 W/cm2 to 5.4 # 1013 W/cm2.

c. OMEGA spherical geometry.  In the OMEGA spherical 
experiments, 60 laser beams at 351 nm smoothed by PS and 
DPP’s (710-nm FWHM) uniformly illuminated an 860-nm-
diam spherical target [Fig. 133.34(c)]. The beams were pointed 
with an accuracy of 20 nm. The beams used 1-ns flattop laser 
pulses that were co-timed to within 10 ps. The 60 laser beams 
used a total energy of 13 kJ to 29.5 kJ to produce a spherically 
symmetric illumination of the target. The peak single-beam 
intensity was varied from 5 # 1013 W/cm2 to 1.2 # 1014 W/cm2.

2.  Targets
a. Planar geometry.  For the planar experiments on both 

OMEGA and OMEGA EP, the laser beams illuminated a 
30-nm-thick CH layer deposited on 30 nm of Mo and backed 
with an additional 30 nm of CH. Hydrodynamic simulations 
using the two-dimensional (2-D) code DRACO24 indicated that 
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Figure 133.34
Schematic of the laser-beam configurations on (a) OMEGA EP, (b) OMEGA (planar geometry), and (c) OMEGA (spherical geometry). In OMEGA EP experi-
ments, the polarizations of the beams are 8° from vertical [inset in (a)], and in OMEGA experiments, the beams used polarization smoothing.
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the laser light interacted with the first layer, producing a CH 
plasma with density and temperature profiles that depended 
(for each configuration) only on the overlapped laser intensity. 
For the experimental conditions presented here, the hydro-
dynamic profiles near quarter-critical density reached steady 
state after about 1.5 ns. After this time, the calculated quantity 
I L T,ovr,q n q e,q  varied by less than 10% at the quarter-critical 
density (the subscript “q” refers to quantities at the quarter-
critical density surface).

For the OMEGA EP experiments, the overlapped laser inten-
sity was increased from 1.5 # 1014 W/cm2 to 7 # 1014 W/cm2, the 
density scale length (Ln,q) increased from 260 nm to 360 nm, 
and the electron temperature (Te,q) increased from 1.5 keV to 
2.5 keV; the ratio L Tn,q e,q  was nearly constant over this inten-
sity range (.160 nm/keV). The laser intensity at quarter-critical 
density was about half the vacuum intensity.

For the OMEGA planar experiments, the overlapped 
laser intensity was increased from 4 # 1014 W/cm2 to 6.5 # 
1014 W/cm2, the density scale length (Ln,q) increased from 
260 nm to 320 nm, and the electron temperature (Te,q) 
increased from 2 keV to 2.4 keV; the ratio L Tn,q e,q  was 
nearly constant over this intensity range (.135 nm/keV). 
The overlapped laser intensity at quarter-critical density was 
about half the vacuum overlapped intensity.

b. Spherical geometry.  In the spherical experiments, the 
laser beams illuminated an 800-nm-diam, 30-nm-thick Mo 
shell coated with 30 nm of CH. Hydrodynamic simulations 
using the one-dimensional (1-D) code LILAC25 showed that 
the laser light interacted only with the CH layer and the 
hydrodynamic profiles near quarter-critical density reached a 
steady state after about 0.5 ns. After this time, the calculated 
quantity I L T,ovr,q n q e,q  varied by less than 10%, where 

,I P R4 2
ovr,q L,q q/ r  PL,q is the laser power at the quarter-

critical-density surface, and Rq is the radius of the quarter-
critical-density surface. When the overlapped laser intensity 
was increased from 5 # 1014 W/cm2 to 12 # 1014 W/cm2, the 
density scale length (Ln,q) increased from 120 nm to 140 nm 
and the electron temperature (Te,q) increased from 2.1 keV 
to 2.2 keV; the ratio L Tn,q e,q  was nearly constant over this 
intensity range (.60 nm/keV). The overlapped laser intensity 
at quarter-critical density (570 nm) was about half the over-
lapped vacuum intensity.

3. Diagnostics
Two principal diagnostics were used to determine the amount 

of laser energy converted to hot electrons: an x-ray spectrometer 

(XRS)26–28 and a hard x-ray detector (HXRD).29 Monte Carlo 
simulations using the code EGSnrc30 were used to determine 
the total hot-electron energy (Ee) given the measured hard x-ray 
temperature and the total energy in the Ka emission.26

a. X-ray spectrometer.  The XRS measures the energy emit-
ted into the Mo Ka emission line EKa

` j using an absolutely 
calibrated planar LiF crystal spectrometer that views the target 
from the laser’s incident side at an angle of 63° from the target 
normal26 on OMEGA EP, 37.4° from the target normal on 
OMEGA planar experiments, and along the target normal for 
spherical experiments. The Monte Carlo simulations show that 
electrons with energies less than 120 keV are stopped in the 
Mo. The 17.5-keV Mo Ka line is sufficiently energetic so that 
photoexcitation from the 2.5-keV coronal plasma region does 
not contribute to the Ka-emission measurement.

b. Hard x-ray detector.  The hard x-ray detector consists 
of a three-channel filtered scintillator array that measures 
the x-ray radiation generated by the hot electrons in the Mo 
above +40 keV, +60 keV, and +80 keV (Ref. 29). The hard 
x-ray detector views the back of the target at an angle of 40° 
from the target normal on OMEGA EP and 42° from the target 
normal on OMEGA planar experiments. The hard x-ray tem-
perature is estimated using the exponentially decreasing x-ray 
energies measured by the three channels. The relative error in 
the measurement of the slope (Trad) in the hard x-ray spectrum 
is 20%. Monte Carlo simulations indicate that the hard x-ray 
temperature is a good measure of the hot-electron temperature 
Thot (Trad - Thot) (Ref. 26).

Experimental Results
Figure 133.35 shows that for all configurations tested, the 

hot-electron fraction defined as the fraction of laser energy 
converted to hot electrons (fhot) increases exponentially with 
the overlapped vacuum laser-beam intensities and, at high 
intensities, the increase is much slower. The rapid increase 
in hot-electron production at low intensities is used to 
determine an intensity threshold defined as the overlapped 
intensity when the hot-electron fraction is equal to 10–4 (near 
the detector threshold). For one and two linearly polarized 
beams in the horizontal, vertical, and diagonal configuration 
(OMEGA EP planar geometry), a similar evolution with 
the overlapped-laser-beam intensity is measured and a hot-
electron–production threshold of Ith + 1014 W/cm2 is inferred. 
For the four-beam configuration (OMEGA EP planar geom-
etry), the threshold dependence on the overlapped intensity 
is increased by a factor of 2 and a threshold of Ith + 2 # 
1014 W/cm2 is measured. A factor-of-2 further increase in the 
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intensity threshold (Ith + 4.2 # 1014 W/cm2) is observed for 
the 18-beam configuration (OMEGA planar geometry). In 
spherical geometry, the intensity threshold is +3# higher than 
for the four-beam configuration (Ith + 6 # 1014 W/cm2). These 
data underline the fact that the hot-electron intensity threshold 
depends strongly on the experimental configuration.

The measured rapid growth of the hot-electron fraction with 
the laser intensity is consistent with the exponential growth 
expected for convective TPD. This suggests that nonlinear 
mechanisms that may occur at low intensities are not sufficient 
to saturate the growth of the electron plasma waves. At higher 
intensities, the increase in the hot-electron fraction with laser 
intensity is reduced, suggesting that the TPD growth is affected 
by a nonlinear saturation mechanism.

Time-resolved data obtained with HXRD show that the 
hot-electron production occurs toward the end of the laser 
pulse. The instantaneous hot-electron fraction at the end of 
the pulse is typically a factor of +2 higher than the value aver-

aged over the entire pulse.12 These hot-electron measurements 
account for all electrons produced. In a fusion experiment, 
the hot-electron energy coupled to the core is expected to be 
significantly reduced by the divergence of the electrons angle 
and the variation in their energy.

Common-Wave Modeling
In this section, the resonant-TPD growth rate is calculated 

for multiple laser beams. The growth rate is shown to depend 
on the beam geometry, the beam polarization, and the sum of 
the intensities of the beams that share the same angle with the 
common electron plasma wave vector. For multiple laser beams 
with polarization smoothing, the maximum normalized growth 
rate is shown to be constant and independent of the geometry 
of the beams.

The multibeam coupling is relevant to calculations of both 
absolute growth or the convective TPD amplification. To inter-
pret the experimental results described above, the convective 
gain was derived following the Rosenbluth method,14,31 which 
assumes that the common plasma wave propagates parallel to 
a linear density profile.

1.  Multiple Linearly Polarized Beams
In the case of multiple laser beams driving a common electron 

plasma wave with frequency and wave vector (~c, kc), the disper-
sion relation for the common wave is k3 v2 2 2 2

c pe c th,e~ ~= +  and 
for the corresponding daughter waves

 ,k k3 v,i0
2 2

0
2

c pe c th,e- -~ ~ ~= +
2_ i  

where vth,e is the electron thermal velocity and ~0 and k0,i 
(with a magnitude k0 independent of i) are the frequency and 
the wave vector of beam i. A common-wave region is defined 
where a resonant process exists and is determined by satisfying 
the dispersion relations for all laser beams and electron plasma 
waves leading to

 ... ,i n1const, forii = =  (1)

where ii is the angle between k0,i and kc. All laser beams 
that drive a resonant common electron plasma wave must 
share the same angle with the common wave. For a two-beam 
configuration, Fig. 133.36(a) shows that this condition defines 
a plane in k space bisecting the wave vectors of the two laser 
beams. For more than two symmetrically oriented laser beams, 
Fig. 133.36(b) shows that this condition restricts the resonant 
common waves to a line.
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Figure 133.35
Hot-electron fraction (fhot) as a function of vacuum overlapped laser intensity. 
Single, two, and four correspond to OMEGA EP planar experiments where the 
beams are linearly polarized; 18 (60) corresponds to OMEGA planar (spherical) 
experiments where the beams have polarization smoothing. The dashed lines 
are drawn to guide the eye. In each case, the overlapped intensity at quarter-
critical density is about half the vacuum overlapped intensity. For the 18-beam 
configuration, at an overlapped intensity of 4 # 1014 W/cm2, the signal was 
lower than the diagnostic detection threshold (red arrow).
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The dispersion relation for the common wave is derived 
following the TPD linear theory for the conditions where the 
collision frequency is much smaller than the growth rate

 , ,
, ,

,D
D

k
k k ,

,

i

i

i 0 0

0
2

c c
c c

SB

-
- -

~ c
~ ~ c

c
=` `

a
j j

k
/  (2)

where the superscript SB refers to single beam, c is the tem-
poral growth rate,

 , ,D k ik 1 1 3 22 2 2 2
pe De-~ c ~ ~ m ~ c= + +` `j j9 C& 0

is the dispersion relation, vDe th,e pem ~=  is the Debye length, 
and ~pe is the electron plasma frequency. The single-beam 
growth rate is given by ,cosf, , maxi i0

2
0
2 2SB

c
SBc c a=` `j j  where a 

is the angle between the electric-field polarization vector and 
the common-wave vector and

 .f k kk k k k2
0

2
0 0c c c c- - -=

2` j9 C

The maximum single-beam growth rate squared is

 ,cn m k I2 2max i0
2

0
2SB

c ec =` _ `j i j

where c is the light velocity, me is the electron mass, 
n m e40

2 2
c e~ r=  is the critical density, and e is the elec-

tron charge.

To evaluate the maximum value of the growth rate, 
the minimum value of , ,D k k ,i0c -~ c` j  is determined 
by ensuring that the dispersion relations for all daughter 

waves are satisfied [i.e., Eq. (1) is satisfied]. It follows that 
, ,D k k const,i0 0c c- -~ ~ c c= =` j  and the temporal growth 

rate is given from Eq. (2) by

 
i

.,i0
2

0
2MB SB

c c=` aj k/  (3)

The common-wave growth rate is normalized to the maximum 
single-beam growth rate calculated for the overlapped intensity 
of the beams contributing to the common wave (IR):
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where ,I I Ii i ib = Σ  is the intensity of the laser beam i, and ai 
is the angle between the electric-field polarization vector and 
the common-wave vector. To determine the dominant com-
mon electron plasma wave, a maximum normalized growth 
rate max0

2 MB
C` j9 C is calculated that depends only on the geometry 

and polarizations of the laser beams. The convective gain is 
given by

 ,G T

I L
6 10 max

2 0
0
2

c
e

n MB
#

m
C= - Σ ` j  (5)

where IR is in units of 1014 W/cm2, Ln is in nm, Te is in keV, 
and m0 is the laser wavelength in nm.

2.  Multibeams with Polarization Smoothing
For more than two beams, the common-wave region defines 

a line [lc displayed in Figs. 133.37(a) and 133.37(b)] and 
the growth rate for multiple beams is equal to the sum of the 

Figure 133.36
(a) The common-wave region for two beams is given by a plane that bisects the wave vectors (k0,1, k0,2) of the laser beams (red plane). (b) A common electron 
plasma wave (EPW) can be driven only by multiple laser beams that share the same angle to the common-wave vector (ii) to satisfy the dispersion relation 
for each daughter EPW .k k const,i c0 - =` j
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growth rate for a single beam along this line [applying Eq. (3)]. 
Since the growth rate is azimuthally symmetric around k0 for 
each beam (Appendix A) and Eq. (1) must be satisfied, the 
growth rate along lc is equal for each beam. The growth rate 
for multiple beams is given by the single-beam growth rate 
times the number of beams (NR) that can drive the common 
wave .N0

2
0
2MB, SB,PS PSc c= Σ` `j j9 C  The multibeam growth 

rate is normalized to the maximum single-beam growth rate 
,Nmax max

I I
0
2

0
2SB, SB, sc c= Σ

Σ` `j j9 C  resulting in a factor that depends 
only on the beam geometry

 .sinf2
1

0
2

0
2 2MB, SB,

c
PS PS

iC C= =` `j j  (6)

To determine the maximum normalized growth rate, the 
common-wave line is plotted over the top of the single-beam 
growth rate calculated in the plane (k0, lc) [Fig. 133.37(b)]. 
The multibeam normalized growth rate along the common-
wave line is plotted in Fig. 133.37(c) for three angles. For most 
conditions, the common-wave line crosses the maximum 
normalized single-beam growth rate: for small values of i 
[solid red curve in Fig. 133.37(c)], the common-wave line 
crosses the upper hyperbola and for large values of i [dotted 
red line in Fig. 133.37(c)], the common-wave line crosses the 
lower hyperbola. In these two cases, the maximum normalized 

multibeam growth rate with PS is . .0 5max0
2 MB,PS
C =` j  When the 

common-wave line does not intersect the hyperbola, the maxi-
mum normalized multibeam growth rate is slightly reduced 
[dashed red line in Fig. 133.37(c)]. The range of angles where 
the common-wave line does not cross the hyperbolas is given 
by the Landau cutoff and is, in general, small. The common-
wave gain for multibeams with PS is given by

 G T

I L
3 10 2 0

c
e

nPS
#

m
= - Σ

 (7)

and, contrary to the gain in the case of polarized beams, does 
not depend on the geometry of the beams except as noted above. 
These results are consistent with the initial experiments that 
demonstrate multibeam effects on hot-electron generation.15

Interpretation of Experimental Results
In this section, the experimental results are discussed in the 

context of the common-wave model, where each experimental 
configuration was designed to vary a different parameter in 
the gain , , and .N N L T (Table133.VI)max0

2 MB
beam n,q e,qC Σ` j9 C  

Figure 133.38 shows that the common-wave gain reproduces the 
measured hot-electron intensity thresholds shown in Fig. 133.35. 
For all laser-beam configurations, a gain threshold of +2 is 
observed and a saturation is measured for Gc L 3. This thresh-

Figure 133.37
(a) A 3-D representation of the maximum growth rate for a single beam with polarization smoothing (gray hyperboloids). Multiple beams with polarization 
smoothing can couple through the common wave along the common-wave line (lc, red dashed line) at an angle i. (b) Normalized single-beam with polarization 
smoothing growth rate in the plane (k0, lc). The Landau cutoff (kmDe = 0.25, where k is the maximum value between kc and |kc–k0|) for Te = 2 keV is repre-
sented with a black dashed line. The normalized multibeam growth rate is equal to the single-beam growth rate along lc. (c) Normalized multibeam growth 
rate calculated along the common-wave line for i = 23° (solid red line), i = 48° (dashed red line), and i = 63° (dotted red line). The cutoff for small and large 
kc corresponds to the Landau cutoff calculated for Te = 2 keV.
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old is about 5# lower than required for significant convective 
amplification from thermal noise. This discrepancy could be 
attributed to enhanced Langmuir wave noise, modified density 
profiles,32 or laser speckles.33

The experimental results can be used to calculate an inten-
sity threshold for hot-electron production from Eq. (5), when 
the convective gain is equal to 2, given by

 .I
L T

94
,

max0
2

q th
MB

n,q e,q
MB

C

=Σ_
` `

i
j j

 (8)

The intensity threshold for the different configurations is com-
puted in Table 133.VI.

1.  Beam Geometry and Polarization
On OMEGA EP, the maximum normalized growth rate was 

varied between the different configurations by changing the 
beam geometry and polarization while the other parameters 
remained constant (Table 133.VI). For the one- and two-beam 
configurations, a similar hot-electron production as a function 
of intensity is observed (Fig. 133.35). This demonstrates that 
for the two-beam configuration, the TPD is driven by a multi-
beam process. For the four-beam configuration, the observed 
factor-of-2 increase in the intensity threshold (Fig. 133.35) is 
explained by the factor-of-2 decrease in the maximum normal-
ized growth rate (Eq. 4) (Ref. 21).

The spectrum in k space where the normalized growth rate 
is maximum is larger for the single-beam configuration than 
for the two-beam configuration, whereas the maximum nor-
malized growth rate is similar. The fact that the hot-electron 
fraction produced by the one-beam and two-beam configura-
tions is similar suggests that the k-space volume of the large 
EPW’s plays a minor role in the generation of hot electrons and 
that the hot-electron production depends, to first order, on the 
maximum normalized growth rate.

2.  Number of Contributing Beams
In the 18-beam configuration on OMEGA, only a third of the 

beams contribute to the common-wave process, and the inten-
sity that contributes to the maximum growth rate is reduced by 
50% from the total overlapped intensity at the quarter-critical 
density. This is the primary explanation for the experimen-
tally observed increase in the overlapped intensity threshold 

Table 133.VI: List of parameters defining the common-wave gain that were varied during the experiments. NR is the 
number of beams that share an equivalent angle with the common electron plasma wave [see Eq. (3)] 
with the largest growth rate, L Tn,q e,q  is in units of nm/keV; I ,q th

MB
Σ_ i  is in units of 1014 W/cm2. 

Configuration Nbeam max0
2C MB` j NR L Tn,q e,q I ,q th

MB
Σ_ i

Single 1 1.0 1 175 0.5

Two vertical 2 1.0 2 175 0.5

Two horizontal 2 0.8 2 175 0.7

Two diagonal 2 0.6 2 175 0.9

Four 4 0.5 4 175 1.1

Eighteen 18 0.5 6 135 1.4

Sixty 60* 0.5 6 60 3.1
*The number of beams that contribute in spherical geometry on OMEGA to the total overlapped intensity is +20.
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Figure 133.38
The hot-electron fraction is plotted as a function of the common-wave gain 
for each experimental configuration tested.
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(Fig. 133.35), where the beams are arranged in three cones of 
six at three different angles. As a result of the common-wave 
condition [Eq. (1)], each cone drives a different common wave 
and the coupling that dominates the TPD growth is the one 
with the largest growth rate. Since the beams were smoothed 
by polarization smoothing in this experiment, the coupling 
with the largest growth rate corresponds to the cone that has 
the highest intensity at the quarter-critical density. LILAC 
simulations indicate that the beams in the 23° cone have the 
highest intensity at the quarter-critical density ( . ,I I0 6,

23
q ovr,q=Σ
c  

. ,I I0 3,
48

q ovr,q=Σ
c  and .I I0 1,

63
q ovr,q=Σ
c ). This result is consistent 

with the experiments reported in Ref. 8, where the hot-electron 
generation was shown to depend only on the intensity of the 
beams of a single cone.

3.  Plasma Parameters
The difference in the 18-beam and 60-beam thresholds 

observed in Fig. 133.35 is primarily a result of the difference 
in the plasma parameters, L Tn,q e,q  (Table 133.VI). For the 
spherical results, the maximum number of beams that are 
symmetrically oriented is six, arranged in a hexagon [a nine-
beam coupling also exists but the large angle between the 
target normal and the beams (63°) significantly reduces their 
intensity at quarter-critical density]. As in the OMEGA planar 
experiments, the beams in the 23° cone produce the largest 
common-wave gain.

Conclusions
These experimental results indicate that the hot-electron 

threshold depends on the hydrodynamic parameters at the 
quarter-critical density, the configuration of the laser beams, 
and the sum of the intensity of the beams that share the same 
angle with the common-wave vector. A TPD model where 
multiple laser beams can share a common electron plasma wave 
has been presented. The resonant common-wave process occurs 
only when the multiple laser beams share the same angle with 
the common EPW. This creates a common-wave region where a 
maximum growth rate defines the dominant EPW, independent 
of the plasma conditions. To compare with the experimental 
results, the maximum common-wave growth rate is used to 
calculate a convective gain.

The experiments were designed to measure the threshold 
for hot-electron production while varying the different param-
eters , ,,N I L Tmax s0

2 MB
n eCΣ ` j: D in the common-wave gain. A 

significant increase in the hot-electron intensity threshold was 
observed when the maximum normalized growth rate was 
reduced by using four beams compared to one or two beams. A 
further reduction was observed when the number of beams that 

can contribute to the common wave was reduced by distributing 
18 beams into three cones. The overlapped intensity threshold 
was observed to be different for the various experimental con-
figurations and is explained by the common-wave TPD model.

The common-wave theory is consistent with the initial 
experiments that first demonstrated multibeam effects on hot-
electron generation.15 In these experiments, the hot-electron 
fraction was shown to be independent of the number of beams. 
The beams that were varied were from the same cone and there-
fore shared the same common plasma wave. These results can 
be applied to the indirect-drive experiments reported in Ref. 8 
that showed the dependence of hot-electron generation on the 
intensity of the beams in a single cone.
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Appendix A: Single Beam with Polarization Smoothing
Polarization smoothing employs a birefringent crystal that 

separates the incident linearly polarized laser beam into two 
beams with orthogonal polarizations propagating at a slight 
angle (+40 nrad) with respect to each other. The angle is small 
compared to the f number (25 mrad) of the laser beam so that 
the k-vectors of the two beams can be treated equivalently. 
From the normalized common-wave growth rate [Eq.  (4)] 
and the fact that the intensity is equivalent between the two 
polarizations ,I I I 2= =

=;; Σ` j  the normalized growth rate for 
a single beam with a PS is given by
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where || (9) refers to the parallel (perpendicular) polarized 
beam, and from Fig. 133.39, it is apparent that
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where e|| (e9) is the polarization vector of the parallel (perpen-
dicular) polarized beam and kc,proj is the projection of kc on 
the plane (e||, e9).

Equation (A1) shows that for a single beam with polarization 
smoothing, the growth rate in k space is symmetric around k0 
( fc depends only on |kc|, |k0|, and |kc–k0|). When kc is in the 
plane (k0, e||), the term kc • e9 cancels out and the normalized 
growth rate is simply equal to half the normalized growth rate 
for a beam with parallel polarization calculated in the polar-
ization plane. Due to symmetry, the maximum growth rate is 
0.5 and in k space defines two hyperboloids [Fig. 133.37(a)]. 
In each plane that contains k0, the growth rate is equal to half 
the growth rate calculated for a linearly polarized single beam 
calculated in the polarization plane [Fig. 133.37(b)].
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Introduction
Two approaches to inertial confinement fusion (ICF)1 employ 
megajoule-class laser systems2,3 to compress a fusion cap-
sule to thermonuclear burn conditions. For the indirect-drive 
approach,4 the laser beams heat a radiation cavity, crossing in 
a low-density plasma on their path to the cavity wall; for the 
direct-drive approach,5,6 the laser beams directly illuminate the 
fusion capsule and laser rays cross in higher-density coronal 
plasma. In both ignition schemes, crossing laser beams can 
excite ion-acoustic waves that facilitate the energy transfer 
away from regions of interest.7–11

For indirect-drive–ignition experiments, cross-beam energy 
transfer (CBET) removes significant energy from the beams 
directed near the equator of the capsule, compromising the 
symmetry of the implosion.10 By changing the relative fre-
quency between the laser beams, CBET has been mitigated and 
frequency shifts are now used to control the symmetry of the 
fusion capsule at the National Ignition Facility.12–14

Direct-drive implosions on the OMEGA laser15 use three 
+100-ps-long laser pulses (“pickets”) to launch shocks into 
the target, setting the implosion onto a low adiabat.6 These 
picket pulses are followed by a high-intensity drive pulse that 
compresses the fuel. During the drive, experiments have shown 
that CBET can reduce the hydrodynamic coupling by linking 
the scattered-light spectra to a lack of energy penetrating to the 
critical surface.16,17 Laser light in the edge of the laser beams 
propagating past the target beats with the incident laser light 
from the opposing beams and excites ion-acoustic waves. The 
enhanced ion-acoustic waves scatter light primarily from the 
central rays of the incident laser beams to the outgoing rays.

Studies have shown that reducing the diameter of the laser 
beams by 30% can restore 70% of the energy lost to CBET 
at the cost of reduced hydrodynamic stability.18 Simulations 
indicate no deleterious effects on hydrodynamic stability when 
the laser-beam diameters are reduced after a significant ther-
mal conduction zone has been generated (two-state zooming). 
Zooming is predicted to increase the hydrodynamic efficiency, 

allowing OMEGA to drive more-stable implosions at higher 
velocities and ignition-relevant, one-dimensional (1-D) yields.19

Potential schemes to achieve zooming of the focal spot 
on target involve modifications to the spatial coherence of 
the laser that cause broadening in the far field of the beam.20 
Two primary options for implementing zooming on OMEGA 
were investigated: (1) time-dependent phase conversion and 
(2) increased deflection from two-dimensional (2-D) smoothing 
by spectral dispersion (SSD).21 The most-practical method for 
implementing zooming on OMEGA appears to be time-depen-
dent phase conversion. It is predicted to increase the absorption 
and allow for designs that include 9.5 nm of carbon–deuterium 
(CD) polymer and 66-nm-thick deuterium–tritium (DT) shells 
to be driven at +3.2 # 107 cm/s and produce ignition-scalable 
1-D yields of 7.8 # 1013—a factor of +2.5 larger yields than 
produced without zooming. Implementing time-dependent 
phase conversion on OMEGA will require zooming phase 
plates (ZPP’s) and co-propagating dual-driver lines.

1. Zooming Phase Plates
A new phase-plate design, referred to as a zooming phase 

plate (ZPP), in conjunction with a time-dependent near-field 
profile will produce a larger laser spot during the pickets and 
a smaller laser spot during the main drive. The ZPP would 
contain a radial transition where the central area produces a 
larger, low-order super-Gaussian focal spot, while the outer 
area produces a smaller, high-order super-Gaussian focal spot. 
This configuration requires a smaller-diameter beam during 
the pickets and a mid-section cutout of the near field during 
the drive pulse, as shown in Fig. 133.40(a). OMEGA operates 
near its maximum stored-energy capacity, requiring that the 
diameter of the laser beams during the drive fill the complete 
aperture [Fig. 133.40(b)]. The OMEGA-limited near-field 
profiles combined with the proposed ZPP’s produce laser spots 
with low-intensity wings.

2. Co-Propagating Dual-Driver Lines
To produce the required two-state near-field profile, a co-

propagating dual-driver configuration is required. The picket 
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driver with SSD would pass through an apodizer, forming a 
beam of half the standard diameter. The second main-pulse 
driver would propagate without SSD through its own apodizer, 
forming a full-diameter beam [Fig. 133.40(b)].

Introducing a dual-driver configuration will provide  
the following:

 • a 14-cm-diam beam during the pickets (1.5-Å # 3-Å SSD) 
and a full-aperture, 28-cm-diam beam (no SSD) during 
the main drive;

 • an +10% increase in on-target energy as a result of better 
frequency-conversion efficiency; and

 • a proof-of-principle dynamic bandwidth reduction for the 
National Ignition Facility (NIF).

Implementing zooming using the proposed method presents 
two main concerns: (1) The small-diameter beams required 
during the pickets will increase intensity modulations in the 
imprint spectrum by a factor of 1.5 to 2. The impact of this 
increased imprint will be investigated but recent mitigation 
studies have demonstrated a factor-of-2 imprint reduction when 
using doped ablators.22,23 (2) Zooming increases the single-
beam intensities (+2#) during the drive. This may be above the 
backscatter intensity thresholds and lead to larger levels of hot 
electrons produced by two-plasmon decay.

This article is organized as follows: The target-physics 
implications of CBET and the initial results that are the foun-
dation for a CBET mitigation scheme are described; a CBET 
mitigation scheme for direct-drive implosions, reviews of the 
physics considerations, and requirements for implementing this 
scheme on OMEGA are presented; proposed physics studies 

to be completed prior to implementing the scheme are sum-
marized; implementation of zooming on OMEGA is discussed; 
and the findings are summarized. An appendix presents an 
alternative concept for zooming (increased deflection from 2-D 
SSD) and the related calculations used to assess its feasibility.

Target Physics
1. Implications of Cross-Beam Energy Transfer in Direct Drive

The direct-drive approach to inertial confinement fusion 
requires that the laser beams efficiently deposit their energy 
in the coronal plasma where the energy is transported through 
the conduction zone to the ablation surface, producing the 
pressure that drives the implosion. This ablation pressure (Pa) 
determines the minimum laser energy required for ignition 

?E Pmin
2

a
-` j (Ref. 24). Reducing the diameter of the laser 

beams increases the ablation pressure because it increases the 
energy in the central portions of the laser beams that propagate 
most normal to the target surface and deposit their energy 
closest to the ablation surface. This is balanced by the required 
increase in the diameter of the laser beams to minimize the 
illumination nonuniformities on target.

CBET is a mechanism that reduces the ablation pressure in 
direct-drive implosions.11,16–18 It reduces the incident energy 
in the central portion of the laser beams, making it possible 
for the incoming light to bypass the highest-absorption region 
near the critical surface (Fig. 133.41), significantly reducing 
the hydrodynamic efficiency.17 Laser light in the edge of the 
laser beams k2

v` j propagating past the target seeds stimulated 
Brillouin scattering (SBS) using light from the opposing laser 
beams k1

v` j and drives ion-acoustic waves .ka
v` j  The ion-acoustic 

waves scatter light primarily from the central rays of the incident 
laser beams to the lower-energy outgoing rays.

Figure 133.40
The (a) optimum and (b) OMEGA-limited near-field profiles for implementing radially varying ZPP’s to produce large-diameter laser spots during the pickets 
(blue) and small-diameter spots during the drive pulse (red).
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Simulations of direct-drive implosions using the 1-D 
radiation–hydrodynamics code LILAC26 that include CBET 
modeling indicate that the ablation pressure is reduced by 
+40%, lowering the implosion velocity (vimp ? Pa), the hot-
spot pressure ? ,P P /1 3

hs a` j  the areal density ? ,R Pat` j  and 
negatively impacting the stability of the implosion as inferred 
from the in-flight aspect ratio ? PIFAR /2 5

a
-` j (Ref. 24). The 

loss in ablation pressure limits OMEGA cryogenic implosions, 
reducing the 1-D yield by nearly an order of magnitude.

The implosion velocity calculated for a 1.5-MJ, symmetric, 
direct-drive–ignition design6 is reduced from 4.0 # 107 to 3.3 # 
107 cm/s (Ref. 19). CBET significantly increases the minimum 
energy required for ignition and 1-D simulations suggest that 
the ignition margin cannot be recovered by increasing the on-
target laser energy while maintaining a constant overlapped 
intensity. Increasing the laser energy to account for the lost 
ablation pressure requires an increased laser-beam radius 
that results in longer scale lengths and increased CBET. The 
increased energy does not recover the loss in hot-spot pressure, 
suggesting that the implosions must be driven at higher veloci-
ties, further reducing their hydrodynamic stability.

2. Mitigation of Cross-Beam Energy Transfer (Zooming)
Experiments have demonstrated that reducing the laser-

beam diameters with respect to the target diameter can reduce 
CBET at the cost of increased illumination nonuniformities 
(Fig. 133.42).18 To mitigate CBET and maintain sufficient illu-
mination uniformity, a two-state zooming has been proposed.19 
During the critical time for seeding nonuniformities, the radii of 
the laser beams Rb are equal to the target radius Rt ,R R 1b t =a k  
minimizing the low-frequency laser imprint. Once a conduction 
zone is long enough to suitably smooth laser imprint, the diam-
eters of the laser beams are reduced and CBET can be mitigated.

LILAC simulations show that implementing zooming by 
reducing the 95% encircled energy radii of the laser beams after 
the third picket from Rb = 430 nm .R R 1 0b t =` j to Rb = 365 nm 
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Figure 133.41
(a) Light rays propagating past the target (blue) interact with light rays in the 
central region of another beam (red). (b) The interacting light rays seed an 
ion-acoustic wave near the Mach-1 surface (dashed curves). The ion-acoustic 
wave scatters light before it can penetrate deep into the target. (c) A calcula-
tion of the total energy transferred (gain/lost) integrated along the path of a 
ray into and out of the target. The calculation shows that energy in the central 
rays propagating into the target is reduced by CBET, while the energy in the 
edges of the beam propagating away from the target is increased.25
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Figure 133.42
The measured (a) absorbed light (squares) and (b) rms deviation from the 
average shell radius (squares, left axis), along with the calculated illumination 
nonuniformities (right axis) are plotted as functions of the ratio between the 
laser-beam and target radii, where Rb is the 95% encircled energy radius. The 
calculated absorption is shown in (a) for simulations with (blue solid circles) 
and without CBET modeling (open circles) for an overlapped intensity of 
4.5 # 1014 W/cm2 (Ref. 17).
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.R R 0 85b t =` j recovers 35% of the absorption lost to CBET 
and the implosion velocity for less-massive targets (10 nm of 
CD + 44-nm-thick DT shells) reaches values of 3.7 # 107 cm/s 
[Fig. 133.43(a)]. Further reducing the radii of the laser beams to 
Rb = 300 nm .R R 0 7b t =` j recovers 70% of the energy lost to 
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Figure 133.43
The calculated (a) implosion velocity and (b) 1-D yield are plotted as func-
tions of the normalized laser-beam radius for the main drive pulse for two 
typical low-adiabat OMEGA cryogenic conditions. Low-mass targets (10 nm 
of CD + 44-nm-thick DT shells) (blue) and higher-mass targets (9.5 nm of 
CD + 66-nm-thick DT shells) (red) corresponding to OMEGA shots 66612 
and 55722, respectively, with optimal zooming profiles (squares) are shown. 
The predictions using the proposed OMEGA zooming scheme (triangles) are 
shown. The total energy on target was +25 kJ, corresponding to an overlap 
intensity Iovr = 8.8 # 1014 W/cm2.

CBET. Figure 133.43 shows that this increased absorption leads 
to an increased implosion velocity and a factor-of-3 increase in 
the 1-D predicted neutron yield.

For these simulations (square symbols), the ZPP profiles 
are given by
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where P is the laser power, i indicates the parameter during the 
pickets (i = p) or main drive (i = d), mp = 4, rp = 353 nm (cor-
responding to ,R R 1b t =  where Rb is the 95% encircled-energy 
radius), md = 4, and rd was varied from 182 nm .R R 0 5b t =` j to 
353 nm .R R 1b t =` j

For the 1.5-MJ symmetric direct-drive–ignition design,6 
zooming can recover a significant portion of the ablation pres-
sure lost to CBET.19 Figure 133.44 shows that reducing the 
diameter of the laser beams by 30% is sufficient to recover 90% 
of the calculated 1-D gain when simulated without including 
CBET. For a fixed ignition margin ( ? ,E E PIFARmin

3 3
kE a  

Figure 133.44
The 1-D gain is calculated for a series of symmetric simulations where the 
ratio of the laser-beam radius to the target radius (Rt = 1.7 mm) is varied. The 
design parameters are taken from Ref. 6.
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where IFAR is a measure of the target stability), this increased 
ablation pressure increases the stability of the implosions 
(IFAR ? 1/Pa), providing a more-robust design.

Implications of Zooming on Direct-Drive Implosions
The following section presents the proposed zooming 

scheme, defines the zooming laser-spot profiles (consistent with 
OMEGA capabilities), and addresses both the hydrodynamic 
efficiency (1-D physics) and the hydrodynamic stability (2-D 
physics) of the OMEGA cryogenic direct-drive target design. 
Specifically, the hydrodynamic efficiency is increased by the 
reduced diameter of the laser beams (i.e., reduced CBET) and 
the increased energy in the normal rays (i.e., energy deposition 
closer to the ablation surface). The hydrodynamic efficiency 
may be reduced if the increased single-beam laser intensity 
exceeds the backscatter thresholds. The hydrodynamic stabil-
ity is potentially affected by the reduced diameter of the laser 
beams during the main drive (low mode) and the reduced power 
spectrum during the pickets (high-frequency imprint).

1. Proposed Focal-Zooming Scheme
a. Time-dependent near field.  The basic construct for the time-

dependent near-field profile involves a sub-aperture beam for the 
initial pickets with a full-size beam for the main pulse. The area 
of each beam depends on three considerations: beam intensity 
to prevent laser damage, controlled power spectrum to obtain 
irradiation uniformity, and the stored energy in the beamline.

Based on the maximum required picket power (+0.12 TW/
beam) and the currently allowed intensity, the minimum sub-
aperture beam diameter during the pickets is 14 cm. This sub-
aperture beam is half of the nominal diameter and would limit 
the total energy on target to 75% of the maximum OMEGA 
energy if an annular main drive pulse were used. The proposed 
OMEGA zooming scheme will implement a full-aperture beam 
during the main drive [Fig. 133.40(b)].

b. Zooming phase plates.  The proposed zooming approach 
is made possible by designing a ZPP containing a central 
region that produces a larger focal spot, while its outer annular 
region produces a smaller, high-order focal spot. During the 
picket pulses, a small-diameter beam propagates through the 
center region of the ZPP, producing a large focal spot. This 
configuration produces a small central focal spot on top of a 
lower-intensity larger profile defined by the center of the ZPP. 
The design methodology for this ZPP involves using a deeper 
surface relief in the central region, with a smaller one in the 
annular region of the phase plate. A slowly varying, continu-

ous surface relief is required to reduce the near-field irradiance 
modulation imposed on the optics at the end of the laser.

The laser profiles consistent with the OMEGA capabilities 
(“OMEGA ZPP”) are shown in Fig. 133.45. The laser profiles 
during the pickets are defined by the central 14-cm diameter 
of the ZPP. Their intensity profiles are given by
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where mp = 4 and rp = 365 nm (corresponding to a 95% 
encircled energy radius Rb = 430 nm).

After the third picket, the OMEGA beams will use the full 
aperture (28-cm diameter). The outer ring of the ZPP will pro-
duce a high-order super-Gaussian profile. The profile during 
the drive will consist of the sum of the two profiles, where 3/4 
of the total laser power will be within the higher-order profile 
and 1/4 in the lower-order profile,
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where md = 10 and rd = 298 nm (corresponding to a 95% 
encircled energy radius of Rb = 300 nm). The lower-order pro-
file is determined by the picket profile but is slightly modified 
as a result of turning SSD off (not included in this analysis). 
With the current rectangular SSD kernel (1.5 Å # 3.0 Å), the 
laser spots during the drive will be slightly elliptical unless 
compensated for by the ZPP. The ZPP’s will be designed to 
account for the slight ellipticity introduced by the distributed 
polarization rotators (see Appendix A.1).

2. Hydrodynamic Efficiency (1-D Physics)
a. Cross-beam energy transfer.  Figure 133.46 shows results 

from hydrodynamic simulations with (blue squares) and with-
out CBET (black squares). For the nominal laser beam radii 

,R R 1b t =` j  CBET reduces the absorption from 82% to 60%. 
Using the more-optimal ZPP profiles and reducing their radii 
to Rb = 300 nm . ,R R 0 7b t =` j  the system recovers more than 

70% of the absorbed energy lost to CBET. This is compared 
with hydrodynamic simulations that use the proposed OMEGA 
ZPP profiles. For the OMEGA ZPP profile (triangle), CBET 
is reduced and recovers 35% of the absorbed energy lost to 
CBET. The residual wings in the laser-beam profiles during the 
drive (Fig. 133.45) limit the ability of zooming to completely 
mitigate CBET. The OMEGA ZPP configuration increases the 
velocity of the thick-target design (9.5 nm of CD + 66 nm of 
DT) from 2.8 # 107 cm/s R R 1b t =` j to 3.2 # 107 cm/s and 
the corresponding 1-D predicted neutron yield increases from 
3.4 # 1013 to 7.8 # 1013 (Fig. 133.43). For a less-massive tar-
get (10 nm of CD + a 44-nm-thick DT shell), the velocity for 

.R R 0 7b t =  is 4.1 # 107 cm/s when using the more-optimal 
beam profiles during the drive, compared to an estimated 3.7 # 
107 cm/s when using the OMEGA ZPP profiles.

b. Laser–plasma interactions.  Reducing the radii of the 
beams during the drive increases the single-beam laser intensity. 
In typical cryogenic designs on OMEGA, where ,R R 1b t =  the 
peak single-beam intensity is approximately

 . ,I r N I0
8

1 2 10 W/cm14 2
p ovr #, +=_ i  

where N = 60 is the number of beams, I P Aovr d t=  = 8.8 # 
1014 W/cm2, Pd = 20 TW is the power in the drive, and At is the 
surface area of the target. The single-beam intensity is increased 
as the radii of the beams are reduced:

 . .I r R

R
0 1 2 10 W/cm14

2
2

d
b

t
#,=_ ei o  

For Rb = 300 nm, the corresponding single-beam intensity 
during the drive is +2.5 # 1014 W/cm2.

Figure 133.47(a) shows the measured peak SBS reflectivity 
threshold for OMEGA direct-drive plasmas. Exceeding the 
SBS intensity thresholds will backscatter laser light from the 
target, reducing the drive efficiency. These results suggest that 
the peak laser intensities must remain below 3 # 1014 W/cm2 
to keep SBS from becoming energetically significant, but this 
threshold depends on the exact plasma conditions.

Experiments on OMEGA show an increase in the hot-
electron fraction when reducing the radii of the laser beams (see 
Ref. 18 for the experimental setup). Figure 133.47(b) shows that 
the fraction of laser energy converted to hot electrons increased 
by more than an order of magnitude when the radii of the laser 
beams were changed from 430 nm to 215 nm.
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3. Hydrodynamic Stability (2-D Physics)
a. Low-mode stability.  Two-dimensional DRACO27 simu-

lations were performed to investigate the level of perturba-
tions induced by the lower illumination uniformity when the 
diameter of the laser beams were reduced at various times in 
the laser pulse. The simulations use a cryogenic, low-adiabat, 
triple-picket implosion design (OMEGA shot 55722, 9.5 nm 
of CD + a 66-nm-thick DT shell). The simulations that do 
not include CBET employ a thermal-transport model where 
the heat flux was limited to a fraction ( f = 0.06) of the free-
streaming flux.28 This is a reasonable approach since 1-D 
simulations indicate very little effect from CBET for these 
conditions (i.e., .R R 0 7b t = ).

Figure 133.48 shows simulated shell densities at maximum 
compression. Improvements in target uniformity are clearly 
seen in Fig. 133.48(b), where two-state zooming was applied 
after the third picket in comparison with those simulations 
where zooming was not used [Fig. 133.48(a)]. Table 133.VII 
summarizes the performance of simulated targets depending 
on the transition time from large- to small-diameter beams. At 
peak neutron flux, the normalized areal-density perturbations 
(Rrms) are shown and quantify the effect of the overlapped 
nonuniformities. These results indicate that the amplitude of 
perturbations is reduced by an order of magnitude when the 

transition occurs after the second or third picket and that zoom-
ing between the third picket and the main pulse will maintain 
target uniformity while mitigating CBET.

b. High-frequency imprint.  The proposed OMEGA zoom-
ing scheme requires that the near-field diameter be reduced by 
a factor of 2 to produce larger laser spots during the pickets. 
This reduced near-field diameter may impact the target perfor-
mance by increasing the rms (root-mean-square) illumination 
nonuniformity. Figure 133.49 shows the ratio of the -mode 
vrms amplitude spectrum for the OMEGA ZPP design during 
the pickets (DZPP = 14 cm) to the standard OMEGA configura-
tion (D = 28 cm). The -mode vrms is given by29

Figure 133.47
(a) The peak SBS reflectivity measured from OMEGA 860-nm-diam CH implosion experiments is shown as a function of the peak single-beam laser intensity. 
The SBS reflectivity peaks during the intensity rise in the main drive pulse when the electron temperature is low. (b) The fraction of laser energy converted to 
hot electrons inferred from hard x-ray measurements is shown as a function of the radii of the laser beams normalized to the target radius (Rt = 430 nm). The 
overlapped intensity was held nearly constant at 4.5 # 1014 W/cm2.
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Table 133.VII: A summary of the effect of zooming on areal-density 
perturbations at peak neutron flux when zooming at 
different times from .R R 1 0b t =  to ..R R 0 7b t =

Zooming R Rb t Rrms (%)

Not applied 0.7 9

After first picket 1.0 to 0.7 7

After second picket 1.0 to 0.7 1.1

After third picket 1.0 to 0.7 1.1

At beginning of main pulse 1.0 to 0.7 1.1

Not applied 1.0 1.2
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where max = Rkmax = 2rR/F #m, R = 460 nm is the target 
radius, F# = FL/D, FL = 190 cm, and D is the diameter of the 
beam at the lens plane.
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Figure 133.49
The ratio of rms (root-mean-square) illumination uniformity for the sub-
aperture pickets (half-aperture) over the standard OMEGA full-aperture con-
figuration is plotted against the Legendre mode for a target radius of 430 nm.

Figure 133.48
Simulated shell density at maximum compression in the case of using (a) small-diameter beams .R R 0 7b t =` j for the entire laser pulse, (b) large-diameter beams 
R R 1b t =` j for pickets and small-diameter beams .R R 0 7b t =` j for the main pulse, and (c) large-diameter beams for the entire pulse.
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Over the range of modes that most significantly impacts 
target performance (10 to 300), vrms increases by a factor of 
nearly 2. In addition, the 4# reduction in beam area will result 
in fewer speckles to fill out the envelope and the focal spot 
will contain a lumpy pattern. An assessment of the impact of 
increased illumination uniformities will be performed but miti-
gation strategies have been demonstrated that reduce imprint 
by a factor of 2 when using doped ablators.22,23 Although a 
larger beam size during the pickets would fill out the power 
spectrum, the correspondingly larger central region of the ZPP 
would increase the energy in the tails of the beam profiles dur-
ing the drive and would increase CBET.

Propagation of a beam with a half diameter through the 
current SSD system will produce 1.5 color cycles over the 
beam rather than the current three color cycles. Although the 
angular dispersion remains constant, the simultaneity of the 
colors in the spectrum is not guaranteed and a certain amount 
of modulation frequency may appear in the integrated focal 
spot on target, i.e., unwanted pulse shaping. If this is found to 
be a problem for the experiment, the SSD system will need to 
be modified.

4. Target Physics Requirements for Zooming on OMEGA
The physics requirements for zooming are based on 

demonstrating implosion performance on OMEGA that is 
hydrodynamiclly equivalent to a 1.5-MJ ignition implosion on 
the National Ignition Facility (NIF). This requires a Lawson 
criteria30 .R Y M0 24. .0 6 0 3

n fuel.| t_ `i j9 C of | = 0.16, where 
tR is in g/cm2, Yn is the yield in units of 1016, and Mfuel is 
the mass of the fuel in milligrams (mg) (Ref. 31). For the total 
laser energy available on OMEGA, this corresponds to a tR of 
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300 mg/cm2 and a yield of 4 # 1013. Currently, the best implo-
sions on OMEGA produce a yield of 2.1 # 1013 and a tR of 
160 mg/cm2 corresponding to | = 0.09 (Ref. 32). Mitigation 
of CBET will increase the ablation pressure, providing both 
a higher tR ?R Pat` j and a higher yield (Y ? Pa). The 
physics requirements for zooming on OMEGA are based on 
increasing the ablation pressure by reducing CBET without 
imposing deleterious effects through nonuniformities or 
laser–plasma interactions. The following section provides the 
physics basis for the OMEGA zooming design and presents the 
main logic used to determine the requirements summarized in  
Table 133.VIII.

Table 133.VIII: Target physics requirements for zooming on OMEGA.

Rb
(nm)

Power
spectrum

SG
order

Peak power
(TW/beam)

Pickets 430 See below* 4 0.12

Drive 365** Best effort 2 to 20 0.35
 *See Power Spectrum (Pickets) below.
**See Drive-Beam Radius below.

a. Picket-beam radius.  The radii of the laser beams during 
the pickets are defined to maximize illumination uniformity 
and minimize the energy lost outside of the target. The pro-
posed design assumes that the current SG4 distributed phase 
plate (DPP) profiles are optimized (m = 4, r = 365 nm). A 
further optimization study could be performed to characterize 
the effect of reducing the picket-beam radius on the illumina-
tion nonuniformities and t he CBET during the drive; reducing 
the beam radius during the pickets will reduce the wings in 
the drive profile.

b. Drive-beam radius.  The minimum drive-beam radius is 
governed by the acceptable low-frequency modulations and the 
acceptable laser–plasma interaction intensity thresholds. The 
maximum drive-beam radius is governed by the required reduc-
tion in CBET to regain hydrodynamiclly equivalent implosions 
on OMEGA. A minimum radius of Rb = 300 nm is proposed 
to ensure that the peak intensity remains below the intensity, 
where SBS scatters <5% of the incident laser light.

c. Power spectrum (pickets).  The power spectrum between 
Legendre modes 10 and 300 has the largest impact on target 
performance. A study will be performed to assess the impact 
of the increased power spectrum over these modes, but mitiga-
tion strategies exist that can reduce the imprint by a factor of 
2 (Refs. 22 and 23).

d. Super-Gaussian order (pickets). To maintain reasonable 
illumination uniformities during the pickets, a super-Gaussian 
order consistent with the current OMEGA SG4 design (m = 4) 
is proposed.33,34 With the OMEGA near-field limitations dur-
ing the drive, increasing the super-Gaussian order may reduce 
CBET; a further study will be performed to optimize this gain 
with the loss of illumination uniformity.

e. Super-Gaussian order (drive).  A series of 1-D LILAC simu-
lations were performed to investigate the sensitivity of CBET 
to the super-Gaussian order of the laser beams during the main 
drive. In these simulations the profile of the laser beams during 
the pickets was given by a fourth-order super-Gaussian with 95% 
of the energy contained within the target diameter (2Rt = 860 m), 
and the super-Gaussian order during the main drive was varied 
between 2 and 20 [Fig. 133.50(a)] while maintaining 95% of 
the energy within Rb = 300 nm. Figure 133.50(b) shows a small 
effect on the laser-beam absorption. For a given laser power and 
spot size, high-order super-Gaussian beam profiles reduce the 
peak intensities limiting the risk of laser–plasma instabilities.

f. Peak power (pickets).  The picket-pulse shapes (timing 
and peak powers) are used to set the adiabat, and it is not cur-
rently envisioned that the peak power in the pickets will exceed 
0.12 TW. This peak power must be consistent with the diameter 
of the laser beams during the pickets to ensure the laser system 
remains below damage thresholds. 

g. Peak power (drive).  The current cryogenic target design 
uses 25 kJ of energy to produce a peak power of nearly 0.35 TW 
in the drive.

5. Proposed Physics Studies
Several physics issues are identified that require further study:
1. The fraction of laser energy converted to hot electrons 

will be measured and their impact on target performance 
assessed for laser beams with Rb = 300 nm, producing 
an overlapped intensity of 8 # 1014 W/cm2 on a standard 
430-nm-radius target.

2. The impact of the increased power spectrum during the 
pickets on the OMEGA implosion performance will be 
studied and mitigation strategies developed to reduce the 
effects of imprint.

3. A study is required to optimize the picket-beam profiles. 
Because the drive pulse shares the central portion of the 
ZPP with the pickets, the picket profile defines the wings 
during the main pulse. Reducing the beam radius or 
increasing the super-Gaussian order during the pickets 
will further reduce CBET but may increase laser imprint.
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4. The 4# reduction in the area of the laser beam during the 
pickets will result in fewer speckles to fill out the enve-
lope and the focal spot could contain lumps. This effect 
on target performance will be assessed by simulating the 
implosion performance using the calculated ZPP phase.

Implementation of Zooming on OMEGA
The proposed implementation of zooming on OMEGA 

requires a dynamic two-state near-field profile and a set of 
ZPP’s. To generate the required two-state near-field profile, 
a dual-driver co-propagation configuration is proposed. The 
driver that will generate the pickets will contain the current 
rectangular SSD kernel and pass through an apodizer, form-
ing a beam of half the standard diameter. A second driver will 
generate the drive pulse and propagate without SSD through 
its own apodizer, forming a full-diameter beam.

Implementation of focal-spot zooming on OMEGA will 
require the development of a new main-pulse driver (zoom-
ing driver) that can be combined and co-propagated with the 
current SSD driver after the SSD modulators (Fig. 133.51). By 
combining the drivers at the base of the periscope, the losses 
introduced by the combining optic can be offset by rebalanc-
ing the engineered losses that currently exist at the output of 
the regenerative amplifier. The driver combination would be 
located before the G4 grating(s). To compensate for the G4 

grating(s), a G3 surrogate grating would be integrated into the 
zooming driver line to apply the required spatiotemporal shear 
to precompensate for the G4 grating.

An initial study of implementing zooming on OMEGA 
indicates no technical limitations. Introducing a dual-driver 
co-propagation configuration will provide (1) a 14-cm-diam 
beam during the pickets (1.5-Å # 3-Å SSD) and a full-aper-
ture, 28-cm-diam beam (no SSD) during the main drive; and 
(2) an +10% increase in on-target energy as a result of better 
frequency-conversion efficiency.

Summary
To demonstrate hydrodynamic-equivalent ignition perfor-

mance on OMEGA, CBET must be mitigated. For a nominal 
direct-drive configuration, CBET scatters +20% of the laser 
energy from the target, reducing the ablation pressure by 
40%. This reduced ablation pressure impacts the direct-drive 
implosions by reducing the hot-spot pressure and the implosion 
velocity. This results in a lower yield and reduced stability of the 
implosion when maintaining a constant minimum energy. On 
OMEGA cryogenic implosions, the reduced ablation pressure 
results in an order-of-magnitude reduction in yield. Reduc-
ing the radii of the laser beams during the main drive, while 
maintaining the nominal radius of the laser beams during the 
pickets (two-state zooming),19 is shown to significantly reduce 
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CBET while maintaining high-quality implosions. A two-state 
zooming scheme is proposed for OMEGA that will recover 
35% of the energy lost to CBET.

Implementing zooming on OMEGA will require a new 
set of phase plates and a dynamic near-field profile. The pro-
posed dynamic near-field profile can be produced using a co-
propagating dual-driver configuration. The initial driver line 
would produce the pickets and propagate through the central 
half-diameter of the laser system, while the second driver 
would produce the drive pulse and propagate through the full 
aperture of the laser system. The central 14-cm diameter of the 
radially varying phase plates would produce the nominal laser 
profile on target during the pickets and a smaller radius profile 
during the main drive.

Implementing zooming on OMEGA will provide a higher 
hydrodynamic efficiency that will allow targets to be driven faster 
with higher stability and is equivalent to an increased velocity 
corresponding to a 30% increase in the on-target laser energy.
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Appendix A: Alternate Concepts for Zooming on OMEGA
Additional focal-zooming schemes are available for consid-

eration. The zooming effect from 2-D SSD is proportional to 
the bandwidth, the grating dispersion, and the focal length of 
the final lens. Increasing either the bandwidth or the grating 
dispersion on OMEGA would necessarily require opening 

the spatial-filter apertures. Placing the final dispersion grating 
closer to the end of each beamline would allow greater angular 
dispersion without the risk of damaging the laser chain. Alter-
natively, the focal length of the final lens could be increased to 
achieve larger deflection at the focal plane. In this case the focal 
lens assemblies would be positioned within the hex tubes and 
the vacuum windows would be repositioned outside the surface 
of the target chamber rather than being re-entrant. Another 
option involves using a circular grating at the end of the system 
to provide both beam smoothing and focal-plane broadening.

1. Zooming with Enhanced 2-D SSD Reduction
An alternative approach to zooming that takes advantage 

of the reduced deflection that occurs when SSD is turned off 
was investigated. This approach could achieve the optimum 
reduction of CBET (i.e., no wings in the profiles during the 
main drive) but requires that the SSD deflection be symmetric 
and significantly increased to achieve a change in the focal-
spot radius of 65 nm (from 430 nm to 365 nm for equivalent 
ZPP scheme performance). This initial study indicates that the 
small SSD dimension could be doubled to form a symmetric 
2-D SSD kernel that would produce an +35-nm change in the 
focal-spot radius, but it is unlikely that a further increase to 
accommodate the required deflection is feasible.

Currently, laser-beam smoothing on the OMEGA 60-beam 
system includes 2-D SSD and distributed polarization rotation 
(DPR). The 2-D angular deflection kernel is square and consists 
of SSD deflection in the first dimension with a 50/50 combina-
tion of SSD and DPR deflections in the second dimension. The 
magnitude of angular deflection from SSD is the product of the 
angular dispersion and the bandwidth. The angular deflection 
from the DPR is set by the wedge in the birefringent plate. The 
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resulting spatial shift in the focal plane is the product of the 
total angular deflection and the focal length of the lens.

To fully benefit from SSD broadening in two dimensions, 
the wedged DPR is removed, while the second dimension of 
SSD is doubled in magnitude. This could be achieved by either 
doubling the bandwidth or doubling the angular dispersion, or 
an optimized combination of both. The resulting focal spots 
would be nominally round either with or without 2-D SSD. 
Downward zooming would be achieved by turning off the 
bandwidth, and, therefore, the deflection kernel, in such a way 
that a smaller monochromatic focal spot would irradiate the 
target. In this scenario, a 2-D symmetric SSD kernel would be 
turned off after the pickets and before the main pulse.

a. Ability for OMEGA to support a symmetric 2-D SDD 
kernel.  Removing the current DPR’s and making the resultant 
rectangular far-field kernel square by increasing the deflection 
C in the narrow dimension were investigated to determine if 
a symmetric SSD kernel could be supported by the OMEGA 
system. Since the far-field deflection is the product of the 
frequency dispersion (ui/um) and the total bandwidth Dm, the 
deflection may be increased by increasing either the dispersion 
or the total bandwidth.

Prior to addressing changes to OMEGA that are required 
to support the symmetric kernel, the current state of SSD on 
OMEGA was assessed. The current implementation of three-
color-cycle SSD consists of 1.5 Å of FM bandwidth at 3.3 GHz 
dispersed in the phase-matching direction of the frequency dou-
bler and 3.0 Å of FM bandwidth at 10.4 GHz dispersed in the 
phase-matching direction of the tripler. The dispersion, mea-
sured at the 30-cm output aperture of OMEGA, is 32 nrad/Å in 
both directions. In the absence of any aberrations, this results 
in a rectangular far field with a 2:1 aspect ratio [Fig. 133.52(a)]. 
The actual far-field pattern is a convolution of the theoretical 
rectangle with the aberrated, undispersed focal spot.

Figure 133.52(b) shows an estimated OMEGA IR far-field 
spot along with the limiting pinhole aperture in the OMEGA 
Laser System. Plasma blowoff from laser intensity on the  
pinhole edges ultimately limits how much dispersed bandwidth 
can be propagated through OMEGA. This is a statistical func-
tion of the deflection, temporal pulse shape, beamline aberra-
tion, pulse length, alignment tolerances, and pinhole geometry 
and cleanliness.

To assess OMEGA’s ability to support a symmetric SSD 
kernel, the required system changes, implications for the 
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OMEGA pinholes as a result of the focal-spot shape change, 
and the impact on the frequency-conversion efficiency and 
potential FM-to-AM effects of the increase in bandwidth and/
or dispersion are investigated.

System changes: Achieving a symmetric focal spot requires 
increasing the far-field deflection of the 3.3-GHz axis. This 
can be achieved by increasing the bandwidth at 3.3 GHz or 
increasing the dispersion. Further increases in bandwidth would 
require testing of the 3.3-GHz modulator, which is currently 
near its power limit. It is possible that some increase in band-
width can be realized, but this remains to be experimentally 
demonstrated. Increasing the dispersion in the 3.3-GHz direc-
tion requires that a single grating in the pulse-generation room 
be replaced with a new grating. The actual implementation of 
a new grating geometry would require substantial realignment 
of the 3.3-GHz SSD arm.

Pinhole implications: In the early days of three-color-cycle 
SSD on OMEGA, it became clear that the current pinhole con-
figuration cannot tolerate any increase in the far-field deflection 
in the 10.4-GHz direction (wide direction). Any increase in the 
current OMEGA pinhole size is prohibited by the observed 
damage rate to the Stage-D, -E, and -F input spatial-filter lenses 
and the necessity of preventing catastrophic retroreflections 
in the beamlines. It is possible that the current pinholes could 
tolerate an increase in the far-field deflection in the narrow 
3.3-GHz direction.

Several factors contribute to the position and size of the 
focal spot relative to the pinhole. These factors are statistical 
in nature, so while theoretical calculations can provide an esti-
mate of the amount of deflection in the narrow direction that 
can be realized, the actual capability of OMEGA to support 
this change can be measured only via a series of laser shots. 
This experimental investigation will require a dedicated laser 
campaign that increases relative deflection while monitoring 
the transmitted near-field profile, transmitted temporal pulse 
shape, retroreflected energy, and pinhole-scattered light.

Frequency conversion: A deflection increase in the nar-
row 3.3-GHz direction has the potential to limit conversion 
efficiency and introduce FM-to-AM conversion because of the 
poor conversion efficiency of certain components of the FM 
spectrum. This loss of frequency conversion can occur regard-
less of which technique (increased dispersion or increased 
bandwidth) is used to increase deflection. Both options have 
been examined with respect to frequency-conversion implica-

tions using the code Miró,35 and preliminary results indicate 
no preferred method from this standpoint. Implementation 
difficulty will most probably dictate the choice of technique.

b. Effects of the current OMEGA kernel on the focal spot.  
To estimate the effect of 2-D dynamic bandwidth reduction, the 
best understanding of the current OMEGA SSD/DPR deflec-
tion kernel [Fig. 133.53(a)] was used. Figure 133.53(b) shows 

Figure 133.53
(a) The current OMEGA far-field SSD/DPR convolution kernel applied to a 
diffraction-limited (+12 nm at the target plane) beam (smoothed for presentation 
purposes). (b) The beam profiles when the current SSD/DPR kernel is applied 
(black) to the “no SSD/DPR” (red) profiles generated with super-Gaussian orders 
of 2, 4, and infinity. All beams have a “with SSD/DPR” diameter of 860 nm.
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the effect of this kernel on various laser-beam far-field profiles. 
Table 133.IX summarizes these results with respect to zooming; 
the maximum effect occurs for an infinitely steep profile where 
the 95% encircled-energy radius is increased from 377 nm to 
430 nm. To achieve the proposed zooming conditions (430 nm 
to 300 nm), where 70% of the energy lost to CBET is recovered, 
the kernel would need to be increased by more than a factor 
of 2.5. This approach requires that the spatial-filter apertures 
on OMEGA be increased in size beyond the point considered 
appropriate for a noisy and aging laser system.
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Table 133.IX: The 95% encircled-energy radius increase 
as a result of SSD/DPR versus order of 
super-Gaussian of “no SSD/DPR” beam. 
All beams have a “with SSD/DPR” diam-
eter of 860 nm.

Super-Gaussian order Rb increase (nm)

2 24.5

4 31.8

6 36.1

8 39.6

10 42.1

20 47.3

100 51.6

3 52.9

2. New DPR Options
To maintain a round focal spot throughout the laser pulse 

when implementing zooming with a symmetric 2-D SSD 
kernel, the wedged DPR’s must be removed from the current 
system. Polarization smoothing, using advanced DPR’s, could 
be maintained on OMEGA even with fully dispersive 2-D 
SSD. Several non-wedged DPR options are being developed 
for use in polar-drive experiments on the NIF. A 4 # 4 check-
erboard array of left-handed and right-handed glancing-angle 
deposition coatings are being developed at LLE to provide an 
improved power spectrum with smoothing. Alternatively, a 2 # 
2 checkerboard array of kD*P half-wave plates and air is the 
baseline DPR for polar drive on the NIF.
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Introduction
Optical streak cameras have been used as the primary diagnos-
tic for a variety of laser and target experiments. OMEGA EP1 
uses a high-speed optical streak camera comprising a P820 
streak tube2 in a ROSS (Rochester Optical Streak System)3–5 
to measure the pulse shape for pulse durations ranging from 
8 to 250 ps. A small percentage (0.7%) of the main laser beam 
(370 mm # 370 mm) is picked off by a full-size diagnostic 
mirror, demagnified to a size of 65 mm # 65 mm by a down-
collimator inside the grating compressor chamber (GCC), and 
transported to the short-pulse diagnostic package (SPDP) resid-
ing outside the GCC. This diagnostic beam is further demagni-
fied to 4 mm # 4 mm by three stages of down-collimators inside 
the SPDP (65 mm # 65 mm to 25 mm # 25 mm, to 12 mm # 
12 mm, and, finally, to 4 mm # 4 mm). In the initial configura-
tion, the 4-mm # 4-mm beam was focused onto the input slit 
of the ROSS by a cylindrical lens. The streak image of the line 
focus provides the temporal profile and the spatial profile in 
one direction of the laser beam. The focusing of a laser beam 
with aberration [approximately 0.5-m rms (root mean square), 
m = 1053 nm] by a cylindrical lens produces multiple local 
hot spots within the focal line. Because of shot-to-shot focal-
spot pointing and structure variations, these hot spots move 
across the slit in both the space and time directions, leading 
to distorted pulse-shape measurements. Moreover, interactions 
among the photoelectrons transiting in the streak tube cause 
the electrons to repel each other (space-charge broadening).6 
This effect is particularly pronounced for shorter pulses, 
leading to an artificially broadened pulse measurement. The 
space-charge broadening is further exacerbated by the hot 
spots imaged onto the photocathode. The signal’s sensitivity 
to far-field–based coupling and the space-charge broadening 
make it very challenging to operate a streak camera during 
short-pulse laser operations. The initial shot-to-shot streak 
measurements are found to exhibit a large signal variation (5:1 
is typical), making it operationally impractical to accurately 
control space-charge–induced pulse broadening and to oper-
ate the streak camera within the traditionally defined dynamic 
range of less than 20% broadening.6

We report a beam-homogenizing method that uses an 
anamorphic diffuser to provide significantly more uniform 
illumination on the photocathode of a streak camera as com-
pared with the conventional cylindrical-lens coupling approach, 
therefore increasing the signal-to-noise ratio and the ability 
to conduct a global space-charge–broadening calibration. A 
method to calibrate space-charge–induced pulse broadening 
of streak-camera measurements is described and validated by 
modeling and experiments. 

Anamorphic Diffuser for Uniform 
Photocathode Illumination

Figure 133.54(a) illustrates a typical streak image of a 
230-ps laser pulse obtained with the cylindrical-lens–coupling 
approach. Figures 133.54(b) and 133.54(c) show the corre-
sponding spatial and temporal profiles, respectively. The hot 
spots typically induce an undesired 5-to-1 spatial modulation. 
As shown in Fig. 133.54(c), the pulse shape is also somewhat 
distorted into a tilted top by the hot spots present during the 
first half of the pulse. The spatial-profile variation at differ-
ent times also indicates that the streak image is sensitive to 
the far-field structure and pointing changes. A new coupling 
scheme is required to provide more-uniform streak images, 
higher signal-to-noise ratios, and less sensitivity to focal-spot 
structure and pointing changes.

An anamorphic-diffuser–based coupler has been developed 
to provide more-uniform streak images and to increase the 
signal-to-noise ratio. Figures 133.55(a) and 133.55(b) show 
the principle of the new coupling approach: it consists of an 
anamorphic diffuser followed by a spherical focusing lens. The 
divergence angles of the anamorphic diffuser are 10° and 0.4° 
along and across the ROSS slit (corresponding to the spatial 
and temporal directions), respectively. A 12-mm # 12-mm col-
limated beam is transmitted through the diffuser and diverges 
into a 10° # 0.4° solid angle. The focusing lens, having a 35-mm 
focal length, transfers the common angle from the diffuser to 
the same location on the focal plane, forming a focal line. All 
the rays with the same angle on the object plane contribute to 
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Figure 133.54
(a) Streak image with a cylindrical lens coupling; 
(b) spatial profile showing modulation from the 
hot spots; (c) temporal profile distorted by the 
hot spots.
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the energy collected at a particular location on the focal plane; 
therefore, any hot spot in the incoming beam will be averaged 
out at the image plane.

The spatial profile of this diffuser-based coupler was mea-
sured with a continuous-wave (cw) laser at a 675-nm wave-
length. The profiles along the spatial and temporal directions 

are shown in Figs. 133.55(c) and 133.55(d), respectively. The 
full-width-at-half-maximum (FWHM) spot sizes are 270 nm 
and 6.1 mm across and along the slit, respectively. The mea-
sured coupling efficiency through a 100-nm slit was 20%. 

The diffuser coupler was tested with a ROSS on a pulsed 
laser system. Figures 133.56(a)–133.56(c) show the measured 

Figure 133.55
[(a),(c)] A 10° divergence angle in the spatial 
direction achieved a 6.1-mm-long focal line along 
the slit. [(b),(d)] A 0.4° divergence angle in the 
temporal direction achieved a 270-nm-wide focal 
line across the slit.
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(a) A streak image obtained with the 10° # 0.4° 
diffuser; (b) spatial profile; (c) temporal profile.
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streak image and spatial and temporal profiles of a 180-ps 
(FWHM) laser pulse. Compared to the cylindrical-lens cou-
pling results shown in Fig. 133.54, the anamorphic-diffuser–
based coupling provides a more-uniform photocathode illumi-
nation; the spatial modulation is less than 2:1, down from 5:1 
for the cylindrical-coupling approach. Figure 133.57 illustrates 

that the temporal distortions induced by the hot spots in region 
of interest #2 (ROI2) [Fig. 133.57(a)] with the cylindrical lens 
coupling were eliminated through the more-uniform illumina-
tion [Fig. 133.57(b)] on the photocathode with the 10° # 0.4° 
diffuser [comparing Figs. 133.57(a), 133.57(c) and 133.57(b), 
133.57(d)]. Therefore, consistent temporal profiles are achieved 

Figure 133.57
[(a),(c)] Streak image and temporal profiles 
obtained through a cylindrical lens. Temporal 
profiles were distorted by the hot spots in 
ROI2. [(b),(d)] Streak image and temporal 
profiles obtained through a 10° # 0.4° diffuser. 
Temporal profiles are consistent across the 
spatial direction.
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across the spatial direction. A higher signal-to-noise ratio can 
be achieved by averaging across the spatial direction without 
compromising the pulse-shape measurement. 

The maximum optical-path difference (OPD) of the rays 
traveling from the diffuser to the focal plane was investigated 
in OSLO®, and induced pulse broadening was found to be 
less than 0.5 ps (140 m, m = 1053 nm). The impulse response 
of the ROSS and diffuser-coupler system was measured with 
a subpicosecond pulse to verify that diffuser-induced pulse 
broadening was minimal. The measured impulse response 
width remained at 3 ps (FWHM, shown in Fig. 133.58), narrow 
enough to measure 10-ps pulses.
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Figure 133.58
Impulse response of the streak camera using the 10° # 0.4° diffuser with a 
3-ps FWHM.

Characterization of Space-Charge–Broadening Effects
Maintaining the dynamic range of a streak camera requires 

that the input signal to the photocathode be controllable under 
a certain level and stable from shot to shot. However, the large 
5-to-1, shot-to-shot streak signal variation makes it difficult to 
control the space-charge–induced broadening effect. Therefore, 
the traditionally defined dynamic range is operationally imprac-
tical to achieve; the pulse width broadens with an increasing 
total number of electrons per pulse.

The spatial averaging produced by the diffuser eliminates 
the local hot spots imaged to the photocathode and subse-
quently simplifies the space-charge mechanism so that pulse 
broadening depends on the total current in the tube, rather 
than on local variations in intensity. As a result, a global 
space-charge analysis can be used to determine the amount of 
broadening from the total signal, integrated in space and time.

A method to calibrate space-charge–induced pulse broad-
ening has been developed and validated on OMEGA EP. The 
input energy to the slit of the ROSS was varied to obtain a 
series of broadened pulses for each stretcher position. The true 
pulse width was determined by a linear regression between the 
measured pulse width and the total pixel values in an analog-to-
digital units (ADU’s) measured by the ultrafast ROSS charge-
coupled device (CCD). The offset at zero ADU represents the 
true pulse width without space-charge broadening.

Rather than using a 10° # 0.4° diffuser that provided only 
20% coupling efficiency, a 10° # 0° diffuser with 75% coupling 
efficiency was used to provide sufficient energy for a ROSS 
on OMEGA EP to characterize the space-charge effects on 
streak measurements of short pulses with various lengths and 
shapes. Characterization traces were measured for stretcher 
positions of 16 mm, 40 mm, and 80 mm (relative to the posi-
tion corresponding to a best-compression pulse width of 
approximately 1 ps). With the full front-end spectrum, these 
stretcher positions produce approximately square pulses with 
FWHM’s of 23 ps, 58 ps, and 120 ps, respectively, as predicted 
by a system model. When the beamline amplifiers are fired, 
spectral gain narrowing produces approximately Gaussian 
pulses with widths of 10 ps, 25 ps, and 50 ps for these stretcher 
positions. Figure 133.59 demonstrates that the pulse width lin-
early increases with the total signal on the photocathode. In the 
absence of gain narrowing, for stretcher positions of 16 mm, 
40 mm, and 80 mm, the regressed true pulse widths are 21.1 ps, 
55.7 ps, and 113.7 ps, respectively. The corresponding 95% 
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confidence intervals are [20.6 ps, 21.7 ps]; [54.8 ps, 56.7 ps]; and 
[112.7 ps, 114.7 ps]. The slopes obtained from linear regressions 
between the measured pulse width and photocathode signal at 
each stretcher position reveal that the magnitude of the space-
charge–broadening effect depends on the stretcher position, 
i.e., the pulse width to be measured. The shorter the pulse to 
be measured, the larger the slope, and the more pronounced 
the space-charge–broadening effects.

Figure 133.60 shows the inverse relation between space-
charge–induced pulse broadening (slope) and pulse width 
(offset) for both square and Gaussian pulses. For the limited 
number of measurements, the space-charge–broadening effect 
is comparable for these two pulse shapes, although the electron 
density at the edges of a Gaussian pulse is smaller than that 
of a square pulse. One would expect the effect on the former 
is less than that on the latter because a Gaussian pulse shape 
distorts to a super-Gaussian and to a square pulse shape with 
the increasing energy to the input slit.7
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During laser operations, the slope of each calibration trace, 
in conjunction with the streak-image signal level and measured 
pulse width, can be used to determine the true pulse width, 
removing space-charge–broadening effects.

The inferred pulses are compared to the results from an EPSys 
model8 that predicts the pulse shape from the measured spec-
trum, the stretcher and compressor angles, and the stretcher slant 
distance. The pulse widths determined using the two methods 
show a systematic error of 5% (Fig. 133.61). Figure 133.62(a) 
shows a uniform streak image obtained on a high-energy shot. 
Figure 133.62(b) illustrates that the measured pulse shape, at a 
low input energy level to minimize space-charge broadening, 
agrees with the EPSys-predicted pulse shape.

To validate the accuracy of the space-charge–broadening 
calibration method, a <10-ps inferred pulse from the streak-
camera measurements was compared to the measurements from 
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(a) Uniform streak image achieved on high-energy laser shots; (b) Measured 
pulse shape and model prediction.
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a scanning autocorrelator (suitable for pulses ranging from 
0.2 to 20 ps). Figure 133.63(a) shows the streak-camera data. 
The pulse width (FWHM), after a space-charge–broadening 
calibration was applied, was 8.7 ps!0.5 ps. Figure 133.63(b) 
shows three consecutive autocorrelation measurements with an 
averaged FWHM of 11.5 ps and a standard deviation of 0.1 ps. 
By applying a decorrelation factor of 1.36 (the ratio of the 
width of the autocorrelation of the pulse predicted by EPsys to 
the width of the pulse itself), the pulse width determined from 
the scanning autocorrelator was 8.5 ps, which agrees with the 
space-charge–broadening-calibrated measurement of 8.7 ps by 
the ultrafast ROSS.

Conclusions
The insertion of an anamorphic-diffuser coupler provides 

more-uniform photocathode illumination, less sensitivity to 
focal-spot pointing and structure changes, and improved space-
charge–broadening characterization, resulting in improved 
pulse-measurement accuracy. A linear regression method was 
developed to calibrate space-charge–broadening effects. By 
increasing the effective dynamic range and reducing the sen-
sitivity to wavefront errors, the space-charge–broadening cali-
bration method, in conjunction with the anamorphic diffuser 
coupler, allows one to more easily operate a streak camera and 
obtain more-accurate pulse measurements in the 8- to 250-ps 
range on OMEGA EP. This approach is well suited for other 
short-pulse laser systems.
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(a) Space-charge–broadening-calibrated pulse measurement (FWHM = 
8.7 ps). (b) Three autocorrelation measurements leading to a pulse FWHM 
of 8.5 ps using a decorrelation factor of 1.36 obtained by modeling.
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Introduction
Pockels cells use electro-optic crystals with electrodes to apply 
electric fields that modulate the birefringence of the crystals 
and serve as voltage-controlled wave plates in laser systems. 
When combined with polarizers, these devices operate as 
optical switches for laser applications that include picking 
individual pulses from pulse trains, Q-switching laser cavities, 
isolating the gain of multiple amplifier stages, and protect-
ing stages early in a power-amplifier chain from backward-
propagating beams caused by unwanted retroreflections. These 
applications are illustrated schematically in Fig. 133.64. In this 
figure, a ring laser amplifier, such as the large-aperture ring 
amplifier (LARA)1 or a similar system using Nd:YLF crystals 
for the laser gain (CLARA),2 is shown.

Highly deuterated potassium dihydrogen phosphate (KD2PO4, 
often abbreviated KD*P or DKDP) is a common crystal used in 
Pockels cells, especially in devices that apply the electric field in 
the direction of the light beam propagation when large apertures 
are required. An important property of a Pockels cell is the half-
wave voltage Vr. It is defined as the potential producing a retar-
dance within the Pockels cell that rotates linear polarized light 
90° to change the transmission state through an accompanying 
polarizer from minimum to maximum. The half-wave voltage for 
KD*P Pockels cells with longitudinal electrodes is approximately 
8 kV, which is roughly independent of the aperture size. Voltage 
pulses up to 9 kV are needed to accommodate losses.

A Solid-State, Inductive-Adder, 10-kV Pulse Generator 
for Driving Large-Aperture Pockels Cells

Figure 133.65 shows high-voltage pulse generation and 
delivery schemes used to drive Pockels cells. These cells form 
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Figure 133.64
Applications of Pockels cells in laser systems. Pulse 
pickers use a Pockels cell (PC) between polarizers 
(Pol) in combination with a half-wave plate (m/2) 
to select an individual pulse from a repetitive 
seed source. Output isolation stages similarly gate 
through single pulses to reject pulses leaked from 
multipass amplifiers; in addition, they protect front-
end systems from retroreflected light. Pockels cells 
are used to Q-switch and cavity-dump multipass 
laser cavities.
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Figure 133.65
Pockels cell schemes. (a) A low-impedance, high-voltage (HV) half-wave 
driver is connected directly to the Pockels cell in the single-ended scheme. 
(b) Two low-impedance quarter-wave voltage drivers of opposite polarity are 
connected directly to the Pockels cell in the differential scheme. (c) In the 
matched-impedance scheme, a half-wave driver is connected to a Pockels cell, 
shunted with a resistance Z0, via a coaxial line of characteristic impedance Z0.
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capacitive loads with capacitance ranging from a few picofarads 
for small cells to hundreds of picofarads for large-aperture cells. 
Drive schemes include single-ended3 [Fig. 133.65(a)] and dif-
ferential4 [Fig. 133.65(b)] schemes with short-length connections 
that directly drive the electrodes to limit pulse distortion resulting 
from parasitic reactances. Also illustrated is a matched-impedance 
driver5 [Fig. 133.65(c)] that delivers high-voltage pulses on 
shielded coaxial cable to a resistively shunted Pockels cell with 
resistance equal to the characteristic impedance of the coaxial 
line Z0. Two advantages of the coaxial-cable matched-impedance 
driver scheme are limited radiated electromagnetic interference 
(EMI) and the option of physical separation of the pulse genera-
tor from the Pockels cell with minimal distortion of the driver 
pulse shape. 

A commonly used matched-impedance Pockels cell driver 
employs a thyratron electron tube as a closing switch to connect 
a fixed-length charged transmission line (charge line) to the 
Pockels cell.5 This design generates high-voltage pulses with 
nanosecond switching times required for many applications. 
The charge line produces a rectangular pulse at half of the line 
charge voltage and twice the transmission line’s pulse propaga-
tion length. Thyratrons designed for this application can switch 
voltages and currents up to 25 kV and 1 kA, respectively, and one 
device per pulser is generally used. Unfortunately, these electron 
tubes degrade with operation. Currently, aging thyratron pulsers 
are no longer serviceable since manufacturers have discontinued 
production of suitable thyratron replacement tubes.

It is desirable to replace thyratron-based drivers with driv-
ers based on solid-state devices to avoid matched-impedance 
drivers based on modern solid-state devices is desirable to 
avoid degradation over time, improve reliability, and address 
availability issues associated with electron tubes. Several 
fast-switching, high-voltage, high-current technologies exist 
including metal-oxide-semiconductor field-effect transistors 
(MOSFET’s),6 avalanche bipolar transistors,7 dynistors,8 
and drift-step-recovery diodes.9 A fundamental advantage of 
MOSFET’s compared to the other devices is that they can be 
turned on and off using low-voltage gate drive signals, allow-
ing them to act as both opening and closing switches, making 
it possible to adjust output-pulse lengths without changing 
charge-line hardware. Avalanche and dynistor devices act 
only as closing switches and require a hardware pulse-forming 
network, such as a charge line, to set the duration of the output 
pulse. High-voltage MOSFET’s are economical and produce 
fast switching speeds of less than 5 ns. Fast-switching, high-
voltage MOSFET’s can switch 1.2 kV at currents in the tens 
of amperes for each device and can be configured in various 

series- and parallel-connected networks to increase the total 
switching voltage and current capability.

The circuit topology used in this design—an inductive 
adder schematically illustrated in Fig. 133.66—is a circuit  
utilizing inductive coupling to achieve high-voltage pulse 
outputs from lower-voltage, ground-referenced pulse genera-
tors, or primary drivers. The output pulse is initiated when 
the switches in each primary driver simultaneously close and 
provide a current path from the charge-storage capacitors 
across the transformer’s primary winding. The desired output 
level is obtained by series connecting, or adding, a sufficient 
number of individual transformer secondary windings. The 
pulse is terminated when the primary switches open and 
the primary current flow ceases. The lower-voltage primary 
driver units improve reliability and reduce switching device 
and charge-storage voltage requirements, as well as circuit 
layout stand-off requirements. The inductive-adder topology 
allows one to adjust both pulse amplitude and duration without 
changing the pulser’s internal components.
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Inductive-adder technology for driving Pockels cells has 
been demonstrated at voltages of tens of kilovolts and cur-
rents of hundreds of amperes with switching times less than 
10 ns. Original designs were developed at Lawrence Livermore 
National Laboratory (LLNL) for fast pulse beam “kickers” in 
particle accelerators10 and adapted at LLE to produce 20-kV 
pulses to switch the plasma-electrode Pockels cell (PEPC) in 
the OMEGA EP laser, where a closing and opening switch was 
required to produce the necessary double-pulse waveform.11 
Five solid-state switch-pulse PEPC driver (SS-SPD) units have 
been fielded at LLE since 2005 with performance and reliability 
far exceeding that of equivalent thyratron-based drivers.

A solid-state, high-voltage pulse generator based on 
inductive-adder technology for driving 50-X, KD*P Pockels 
cells is reported. The design considerations, subsystem charac-
teristics, and electrical and optical performance are presented, 
as well as considerations to optimize the design for other 
potential applications.

Solid-State Pockels-Cell Driver Design
The requirements for a matched-impedance, solid-state 

Pockels-cell driver (SSPD) are summarized in Table 133.X. The 
output voltage and output impedance specifications determine 
the transmission values and stability for large-aperture KD*P 
Pockels cells12 used in the half-wave applications illustrated in 
Fig. 133.64. The electrical pulse-timing values determine the 

maximum usable laser pulse length in a multipass laser ampli-
fier and the maximum repetition rate of laser pulse trains from 
which a single pulse can be isolated.

State-of-the-art, fast-switching, high-voltage (1200-V) 
power MOSFET’s, de-rated to 750 V, are utilized in the design 
of the primary drivers. A charge-storage voltage of 750 V 
requires an inductive-adder stack of at least 15 transformers 
to produce output-pulse voltages up to 10 kV, accounting for 
inductive coupling and driver losses. This circuit is shown 
schematically in Fig. 133.67. The 15 identical transformers and 
corresponding primary drive circuits are easily maintained, 
repaired, and inventoried as spares. An adjustable 750-V (dc) 
power supply charges all of the primary drive circuit charge-
storage capacitors to the appropriate voltage for the desired 
pulse amplitude. The driver circuits are triggered simultane-
ously from a common trigger conditioning system initiated 
from an external 5-V logic trigger edge. Details of these sub-
systems and other features of the SSPD are provided below.
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Schematic diagram of the solid-state Pockels-cell driver (SSPD). The pulser 
consists of 15 ground-referenced drivers, each driving a 1:1 transformer with 
secondaries series-connected to form the high-voltage output pulse.

1. Pulse Transformer Design
An inductive-adder transformer is illustrated in Fig. 133.68. 

The transformer uses a single-turn, solid primary winding 
machined from aluminum that completely surrounds a toroidal 
transformer core [Fig. 133.68(a)]. This configuration maximizes 
the inductive coupling between primary and secondary by 
minimizing the leakage inductance from uncoupled magnetic 
fields. Leakage inductance appears in series with the primary 
drive circuit, directly impacting high-frequency performance 
and resulting in increased pulse transition times and reduced 
pulse amplitude. The secondary circuit of the transformer 

Table 133.X:  Solid-state Pockels-cell driver requirements.

Specification Requirement

Output Voltage 

Peak output 5 to 10 kV

Peak voltage stability <!3%

Pre-/post-pulse voltage <!3%

Flattop variation <!4%

Output Impedance 50 X

Pulse Timing 

10% to 90% rise time <10 ns

90% to 10% fall time <10 ns

Pulse duration 9 to 100 ns

Pulse jitter <200-ps rms

Maximum repetition rate 10 Hz

External Trigger 5-V Logic Edge

Output Voltage Monitor 10,000:1

Primary Power 110/220 VAC, 50/60 Hz
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structure is created by passing an isolated metal rod through 
the center of the transformer structure [Fig. 133.68(b)]. This 
metal rod extends through the entire stack of transformer cores, 
thereby series-connecting the secondaries of each. This rod is 
termed the “stalk.” 

A toroid core geometry was chosen to create an efficient 
magnetic coupling path between the primary and secondary 
that had minimal leakage inductance. The size of the core is 
selected to have sufficient cross-sectional area and magnetic 
path length (average circumference) to support the pulse volt-
age–time product without magnetic-flux saturation of the core 
material. If core flux saturation occurs, the single-turn primary 

drops to a very low impedance, which results in catastrophic 
over-current failure of the primary drive circuits. A safety 
margin was applied to the design of the transformer core to 
ensure that the magnetic-flux density in the core is three times 
less than the saturation flux density for the longest pulse of the 
largest amplitude. 

The first step in the design is to determine the core mate-
rial and size for the 1:1 single-turn transformer. The core is 
constructed from a tape-wound, low-loss amorphous ferro-
magnetic alloy. The core material was selected for its large 
saturation flux density and low loss. This type of core provides 
high coupling over a wide bandwidth extending into the VHF 
(very high frequency) range. The core material chosen was 
Metglas 2601SA1 (Ref. 13), which is the same material used 
in the SS-SPD for the OMEGA EP PEPC pulser.11 The mate-
rial saturation flux density swing (DBsat) is 3 teslas (T). The 
maximum operational flux density was set at 1 T to provide a 
3# safety margin. The core effective cross-sectional area Ae to 
achieve this flux density is derived from the standard equations 
for flux density B (tesla), inductance L (henrys), and voltage of 
a toroid wound inductor:14

 ,A
B PF

V t3
m2

e
sat :
: :

D

D
= _ i  (1)

where V is the maximum voltage across the primary circuit for 
the pulse duration Dt and PF is the core packing factor defined 
as the ratio of the ferromagnetic material cross-sectional area to 
the overall cross-sectional area of the core material. The value 
of 3 in the numerator relates to the safety margin.

With the values of V = 750 V, Dt = 100 ns, DBsat = 1 T, 
and PF = 0.65, Ae = 1.15 cm2 is obtained. A toroid core with 
a 1.27-cm2 cross section was chosen. Once the cross-sectional 
area is calculated, the circumference of the toroid must be 
determined. For a transformer, the inductance of a winding, 
with all others open-circuited, is termed the “magnetizing 
inductance.” This inductance is electrically in shunt with 
the drive or load circuitry of that winding. The magnetizing 
inductance must be large enough that the current through the 
inductor at the end of the maximum amplitude pulse will not 
create distortion by excessive loading. Ideally, a large induc-
tance is desirable; however, a tradeoff must be made since 
a large inductance requires a small core diameter. A small 
core diameter decreases the driver circuit board’s component 
placement area if minimum current path length is required 
for low leakage inductance. The circumference was selected 

Figure 133.68
Inductive-adder transformer cell. [(a),(b)] The 750-V pulse contact side of 
the primary winding of a cell is isolated from the ground side of the next 
transformer above by standoffs seated on the ground contact side. (c) The 
standoffs are positioned in eight cut-outs (holes) in the 750-V side with suf-
ficient air-gap clearance. The standoffs provide both isolation of the 750-V 
contact side and connection of successive transformers ground contact sides 
in the stack. Threaded rods extend through the center of the standoffs to hold 
the cells in the stack together. An isolated conductive rod extends through the 
center hole of each transformer to form the series-connected secondary circuit.
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as a compromise between magnetizing inductance value and 
driver circuit board’s component physical layout. The chosen 
3-in. outer diameter produces a magnetizing inductance of 
approximately 2 nH as calculated using Eq. (2) (Ref. 14):

 ,L
l

N A
H

0
2

e

r en n
= _ i  (2)

where the number of turns N = 1, n0nr is the core mate-
rial’s magnetic permeability, and the effective magnetic path 
length or the average circumference le is 2r(r = 2.5-in./2). An 
inductance of 2 nH produces a magnetizing current of about 
13% of the total primary current at the end of the longest 
pulse operation.

Another characteristic of the ferromagnetic core material 
is the core magnetization current. This current is required to 
overcome the permanent magnetization of the core material 
since it will take on an amount of permanent magnetization. 
This is exhibited in the hysteresis loop of the B–H curves 
(magnetic field versus flux density).13 An +45-A magnetization 
current is required for the core material chosen in this design 
to overcome the magnetization hysteresis.

2. Primary Drive Circuit
A simplified schematic of the transformer and the associated 

primary drive circuit is illustrated in Fig. 133.69. The primary 
drive to each transformer of the inductive adder is produced by 
a low-impedance, pulsed-voltage source formed by a group of 
12 parallel-connected MOSFET’s and a bank of charge-storage 
capacitors. The pulsed-drive units are connected to the primary 

winding along its circumference to minimize parasitic induc-
tance. The primary driver is split into two identical printed 
wiring boards that plug into the transformer circumference 
from opposite sides for ease of assembly and maintenance. The 
number of parallel-connected MOSFET’s for each primary 
driver is determined by the sum of the current required at the 
output plus the core magnetizing and magnetization currents. 
The total primary current is equally divided among the parallel-
connected, synchronously triggered MOSFET’s. The design 
uses a higher MOSFET count than what is minimally required 
to switch the output current level to provide a safety margin. In 
the SSPD design, the maximum MOSFET operational current 
is limited to 64% of the MOSFET pulsed maximum current as 
specified by the MOSFET manufacturer.6

The primary-driver board is illustrated in Fig. 133.70. This 
board contains the high-voltage-power MOSFET’s as well as 
the MOSFET gate-driver integrated circuits and charge-storage 
capacitors. The MOSFET gate-driver integrated circuit is a low-
voltage (24-V), 14-A peak switching current driver specifically 
designed to drive MOSFET gates with nanosecond switching 
times. Each MOSFET has its own gate driver to maximize 
switching speeds. The charge-storage capacitors charge to the 
potential of the primary pulse voltage, which is theoretically 
15# less than the actual output-pulse voltage. The capacitors 
are effectively connected across the primary winding when the 
MOSFET turns on (low impedance from drain to source). The 
pulse output current flows from the discharging storage capaci-
tors through the primary winding and is coupled to the second-
ary via the transformer. The charge-storage capacitor value 
is calculated to support the output current pulse requirement 
with less than a 1% droop in charge voltage over the maximum 
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Schematic of the transformer primary drive circuit.
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pulse duration. Overshoot clamping diodes are included in the 
driver circuit and connected across the transformer primary. 
The diodes clamp the inductive spike voltage produced by the 
magnetizing and leakage inductance when the MOSFET driver 
turns off (high impedance from drain to source). Clamping pre-
vents the drain-to-source spike from exceeding the breakdown 
voltage of the MOSFET’s while preventing output post-pulse 
ringing and overshoot.

To drive the 50-X–loaded LARA and CLARA Pockels 
cells, the maximum load current is 200 A with the maximum 
load voltage set at 10 kV. The total primary current is approxi-
mately 280 A, including the magnetization current and the 
magnetizing inductance current. IXYS-Colorado Semiconduc-
tor IXZR08N120 1200-V MOSFET’s were chosen to provide 
sufficient voltage-breakdown headroom to prevent inductively 
generated overshoot in the transformer primary circuit wave-
forms from damaging them. These devices are also designed 
for ultralow internal capacitance and parasitic inductance to 
enhance switching speed. Twelve MOSFET devices are con-
nected in parallel for each primary winding to limit the drain 
switching current to 23 A per device for the maximum duration 
and amplitude output pulse. The MOSFET pulsed drain current 
rating is significantly higher (40 A) (Ref. 6), but allowances are 
made for adverse load conditions, such as capacitive transients 
and arc-over short circuits.

When switching a MOSFET, the gate is biased positively 
with respect to the source to create a negative charge accu-
mulation within the drain-source conduction layer. The gate 
is insulated from the other terminals of the device by the gate 
oxide layer above the conduction channel. The negative charge 
in the conduction layer creates a low-impedance channel for 
electron flow between the drain and source, thereby turning the 
MOSFET switch on. The insulated gate is mainly capacitive 
in nature with respect to the other terminals of the device. The 
gate capacitance is increased by the Miller switching capaci-
tance effect between the gate and drain while they are chang-
ing potential.15 Taking the Miller effect into account, the total 
gate input switching capacitance is of the order of 28 nF. The 
MOSFET gate driver’s integrated circuit (IC) from the Clare 
Semiconductor division of IXYS (IXDD614SI) provides peak 
gate currents up to 14 A to charge and discharge the gate input 
switching capacitance. With 14 A, the charge rate for 28 nF 
across the gate switching transition of 2.5 V is 4.9 ns. This rate 
is fast enough to switch the MOSFET in the time required by 
the overall pulser performance specification.

The charge storage for the primary current pulse must be 
sufficient to restrict voltage droop over the pulse duration. 
For the SSPD design, the droop was limited to 7.5 V (1%) for 
a 100-ns pulse at full load current. The total charge-storage 
capacitance was calculated to be 4.8 nF to meet this require-
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ment. This is divided into 12 0.4-nF capacitor blocks, one in 
the drain circuit of each of the 12 MOSFET’s. Each capacitor 
block is formed from four individual 0.1-nF, 1000-V ceramic 
multilayer capacitors.

Groups of overshoot clamping diodes are connected across 
the primary transformer winding to dissipate the energy within 
the leakage and magnetizing inductance after the MOSFET’s 
are turned off. This limits ringing and overshoot on the trail-
ing edge of the output pulse and protects the MOSFETs from 
overvoltage breakdown failure.

The charge storage, MOSFET’s, and driver IC’s are split into 
two boards that plug into the circumference of the transformer 
primary winding to minimize circuit path lengths, thereby 
minimizing the leakage inductance effects. Splitting the 
drivers onto two boards also simplifies transformer assembly 
and removal/repair of the driver boards. Each board contains 
diagnostic test points and light-emitting–diode (LED) fault 
indicators to facilitate diagnosis of board failures. Diagnostics 
are focused on isolating failures down to the component level 
for quick repair turnaround.

Fifteen identical driver/transformer units (30 driver boards 
and 15 transformers) are required in the pulser stack to sum 
the output level to that required in the output specifications 
defined in Table 133.X. The inductive-adder stack is illustrated 
in Fig. 133.71.

3. Output Stalk
The series-connected secondary of the stacked transform-

ers is a single conductive rod (the output stalk) that extends 
through the center of each transformer. One end is connected 
to ground and the other is connected to the 50-X output con-
nector. Previous modeling studies have indicated that the stalk 
characteristic impedance should be set equal to the standard 
load impedance for optimal rise- and fall-time performance.16 
The stalk characteristic impedance is given by

 ,Z C

L L
0

stalk

stalk leakage
=

+
 (3)

where Lstalk is the inductance of the stalk per unit transformer 
length, Lleakage is the transformer leakage inductance for each 
individual transformer placed in series with the stalk induc-
tance with the MOSFET switch on, and Cstalk is the capaci-
tance of the stalk to ground per unit transformer length. For 
this design, the stalk diameter is adjusted to provide optimal 
matching to 50 X, the load impedance of the pulser.

4. Control
Overall control of the pulser is accomplished by utilizing 

an embedded microprocessor. The microprocessor controls 
operational conditions of the pulser and monitors safety and 
failure detection circuits. The processor is capable of remote 
control communications via an Ethernet connection; however, 

Figure 133.71
SSPD pulser stack with top cover removed and 
front panel open. All circuit boards are accessible 
without major disassembly of the enclosure.

G9727JR

Core reset
inductor

Output
spool

Front-panel control,
dc power, and display

15-layer
stack

Trigger
distribution

Output
monitor



A Solid-StAte, inductive-Adder, 10-kv PulSe GenerAtor for drivinG lArGe-APerture PockelS cellS

LLE Review, Volume 133 71

this feature has not been implemented in the current design 
pending an operational need. The control assembly also condi-
tions the incoming trigger to produce the desired output-pulse 
length. The externally supplied input trigger pulse edge is used 
to initiate an adjustable-width pulse generator, which is the 
source for internal synchronous triggers utilized by each of the 
30 driver boards. The pulse length is adjustable in binary steps 
with a maximum length of 100 ns and a resolution of 0.5 ns. 
The front-panel interface is also implemented within the control 
assembly. This interface provides a menu-driven display with 
a simple push button panel for control of the pulser operation.

5. Front-Panel Display
The front-panel display is an LCD-backlit display that 

provides pulser operational information. The display includes 
three pages of information containing control firmware revi-
sion status, pulse voltage setting and output level, pulse output 
length, pulse output state (on/off), and fault status.

6. Trigger Distribution
Each of the 30 driver boards requires a synchronous trig-

ger of the appropriate duration for the desired output pulse. To 
accommodate this, we use two 1-to-15 active trigger splitters 
whose trigger source is supplied by the trigger conditioning 
circuits on the control assembly board. Each splitter has a trig-
ger driver integrated circuit and a resistive trigger splitter that 
can drive 15 driver board trigger inputs terminated in 50 X. 
The triggers are supplied to each transformer driver board 
via equal-length, 50-X shielded coaxial cables to maintain 
synchronization of all triggers on the stack.

7. Reset-Current Circuit
The output pulse is a unipolar pulse, and over repeated 

pulses, the transformer cores will take on a permanent mag-
netization that will saturate the magnetic core material. To 
avoid core saturation, a direct current (dc) is connected into the 
output stalk of opposite polarity to the output current. The dc 
current is called the “core reset current.” The supply to produce 
this current must be isolated from the output pulse with a low-
pass filter constructed from a large series inductor capable of 
withstanding the longest-duration and maximum-amplitude 
pulse output voltage.

8. High-Voltage Power Supply Control
The high-voltage supply is the main charging supply for 

the charge-storage capacitors on the MOSFET primary circuit 
driver boards. This supply is adjustable from 0 to 750 V in 
accordance with the desired output-pulse voltage. This sup-
ply is set by the controller board in response to an operator’s 

front-panel commands. The controller board monitors a scaled 
version of the supply output voltage to verify that the supply 
is operating correctly. The controller displays the monitor 
value as well as the set-point value on the front-panel display.

9. Housekeeping Supply
The low-potential dc power for all of the circuit boards 

throughout the pulser is provided by the housekeeping power 
supply, which is 24 V dc. Lower voltages, like 12 V, 5 V, and 
3.3 V, are regulated down on individual boards as required by 
the circuitry contained on each assembly. The controller board 
monitors the 24-V housekeeping supply and will issue a fault 
if the supply drops below a prescribed fault threshold value. 

10. Enclosure
The packaged SSPD prototype is shown in Fig. 133.72. The 

enclosure is a standard 19-in. rack-mount chassis that is six 
rack units (6 U = 10.5 in.) high and 20 in. deep. The enclosure 
is designed to facilitate assembly and for ease of pulser repair. 
All stack MOSFET driver boards are accessible through remov-
able top and bottom covers, as shown in Fig. 133.71. The front 
panel hinges forward to allow access to the control board and 
dc supplies.
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Figure 133.72
Solid-state Pockels-cell driver package.

11. SSPD Electrical Performance
Two SSPD prototype units were assembled and tested 

with nearly identical performance into a 50-X load network. 
Figure 133.73(a) illustrates electrical output for approximately 
100-ns-long pulses at various output levels. The inset table 
summarizes the performance parameters at the approximate 
quarter- and half-wave voltages for KD*P Pockels cells (5 kV 
and 10 kV, respectively). Figure 133.73(b) shows the measured 
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Figure 133.73
(a) Measured 100-ns output pulse electrical 
waveforms and (b) 100-ns measured Pockels-
cell system transmission for Cleveland Crys-
tals TX5065 (Ref. 12).

transmission of a Pockels cell [Cleveland Crystals TX5065 
(Ref. 12)] driven by the SSPD. Similarly, Fig. 133.74 shows 
the measured electrical SSPD output and calculated optical 
performance for approximately 25-ns pulses.

A prototype SSPD pulser was connected to a 25-mm Pockels 
cell [Cleveland Crystals TX-2650 (Ref. 12)] operating as a cavity 
Q-switch in a CLARA and tested. Measured laser performance, 
including energy stability and pulse shape, matched performance 
produced by the thyratron pulser that was replaced by the pro-
totype SSPD unit.

Future Considerations
Future enhancements can be explored to improve SSPD 

operation, including optimizing the transformer core size to 
improve output-pulse fidelity. Core selection can be further 
optimized to improve rise and fall time as well as reduce the 
magnetization current. The mechanical design of the trans-
former can also be improved to reduce the cost of manufacture 
as well as weight.

The number of parallel-connected MOSFET’s in each stack 
could be reduced by working each at higher pulsed currents. 
This may improve switching speed and reduce the driver size 
but may reduce the overcurrent safety margin. The same may be 
accomplished as future higher-performance MOSFET devices 

are developed without impacting safety margin. Overall, a 
reduction in MOSFET count could reduce the total parts count 
and size of each driver board with potential reductions in the 
overall size and weight of the pulser enclosure.

As noted in Fig. 133.74, the trailing edge of the two largest-
amplitude, 25-ns pulses has a tail that increases the rise time. 
Future work may expose the cause of this and determine 
a correction.

Summary
A solid-state, 50-X, 10-kV, 100-ns Pockels-cell driver has 

been designed and assembled as a replacement for aging thy-
ratron switched drivers. The design is based on the inductive-
adder approach developed at Lawrence Livermore National 
Laboratory. Performance tests in a CLARA produced results 
equivalent to the thyratron driver in the same application.
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waveforms and (b) 25-ns measured Pockels-
cell system transmission for Cleveland 
Crystals TX5065 (Ref. 12).
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