Under the facility governance plan implemented in FY08 to formalize the scheduling of the Omega Laser Facility as an NNSA User Facility, Omega Facility shots are allocated by campaign. The majority (65%) of the FY11 target shots were allocated to the National Ignition Campaign (NIC) conducted by integrated teams from the national laboratories and LLE and to the high-energy-density campaigns conducted by teams led by scientists from the national laboratories.

In FY11, 27.6% of the facility shots were allocated to basic science experiments. Half of these were dedicated to university basic science under the National Laser Users’ Facility (NLUF) Program, and the remaining shots were allotted to the Laboratory Basic Science (LBS) Program, comprising peer-reviewed basic science experiments conducted by the national laboratories and by LLE including the Fusion Science Center (FSC).

The Omega Facility is also being used for several campaigns by teams from the Commissariat à l’énergie atomique (CEA) of France, the Atomic Weapons Establishment (AWE) of the United Kingdom, and the Center for Radiative Shock Hydrodynamics (CRASH) of the University of Michigan.

The facility users during this year included 11 collaborative teams participating in the NLUF Program; 15 teams led by LLNL and LLE scientists participating in the LBS Program; many collaborative teams from the national laboratories and LLE conducting experiments for the NIC; investigators from LLNL and LANL conducting experiments for high-energy-density-physics programs; scientists and engineers from CEA and AWE, and scientists and students from CRASH.

In this section, we briefly review all the external user activity on OMEGA during FY11.

**FY11 NLUF Program**

FY11 was the first of a two-year period of performance for the NLUF projects approved for the FY11–FY12 funding and OMEGA shots. Eleven NLUF projects (see Table 128.VII) were allotted Omega Facility shot time and conducted a total of 255 target shots at the facility. This work is summarized in this section.

**Study of Fast-Electron Transport into Imploled High-Density Plasmas Using Cu-Doped CD-Shell Targets**

Principal Investigators: F. N. Beg (University of California, San Diego) and M. S. Wei (General Atomics)

Co-investigators: R. B. Stephens (GA); H. Sawada (UCSD); W. Theobald, C. Stoeckl, J. A. Delettrez, and R. Betti (LLE); C. D. Chen, M. H. Key, P. K. Patel, and H. McLean (LLNL); and T. Yabuuchi and H. Habara (ILE)

Lead Graduate Student: L. C. Jarrott (UCSD)

Understanding fast-electron generation in the cone and their subsequent transport into hot, dense plasma is crucial to the success of the cone-guided fast-ignition scheme. The goal of the University of California, San Diego, NLUF project is to investigate the coupling efficiency and spatial distribution of fast-electron energy deposition in imploled CD shells attached to Au cone targets. To achieve this, a Cu dopant (at ~1% atomic number density of CD) is added to the CD shell (3/4 of the inner part of the shell), which allows for the characterization of fast-electron transport via fast-electron–induced, 8-keV Cu K-shell fluorescence radiation. The experiment consists of two parts: (1) characterization of background 8-keV x-ray emission generated from the compression (by the 20-kJ OMEGA beams) of a CD shell with and without Cu dopant and (2) characterization of fast-electron–produced Cu fluorescence emission from the compressed Cu-doped CD with an additional-kJ, 10-ps, high-intensity OMEGA EP beam timed and injected into the compressed core through the Au cone tip. The primary diagnostics were a narrowband spherical crystal imager (SCI) to image 8-keV x-ray emission and a zinc Von Hamos (ZVH) x-ray spectrometer tuned for Cu K-shell and ionic-line–emission yield measurement. Several other diagnostics including broadband x-ray imaging diagnostics such as pinhole cameras and Kirkpatrick–Baez (KB) microscopes, neutron time-of-flight detectors, and magnetic electron spectrometers (one multichannel spectrometer along the OMEGA EP beam axis and one single-channel spectrometer at the side) were employed.
Figure 128.19 shows pictures of the cone-in-shell target and experimental layout including ten-inch manipulator (TIM) and port locations for various diagnostics. In this experiment, 54 of the 60 OMEGA beams with low-adiabat pulse shape [LA24170P with smoothing by spectral dispersion (SSD) off] were used (18 to 20 kJ) to compress the shell, while the remaining six beams were used to destroy the target cone 5 ns after the short-pulse laser was fired in the cone. The 10-ps OMEGA EP backlight beam BL2 was used with a 3.65-ns delay at 10 ps, tight focus at the inner cone tip, and a minimum prepulse. The target consisted of a plastic (CD) shell with an outer diameter of 870 μm and a cone with an angle of 34° with 40-μm offset distance between the outer cone tip and the shell center. The CD shell consisted of a 10-μm pure-CD outer layer as the ablator and a 27-μm inner layer doped with Cu at 1% atomic number density of CD. The thickness of the cone tip was 15 μm, while the cone wall thickness was 10 μm.

In this experiment, the SCI was fielded for the first time on OMEGA. Figure 128.20 compares 8-keV x-ray emission recorded with the SCI in three different shots: (a) background x-ray emission from an OMEGA-only imploded cone-in-CD-shell target (without Cu dopant), (b) bremsstrahlung and fluorescence emission from an imploded cone-in-CD-shell target with Cu dopant, (c) bremsstrahlung and fluorescence emission from a joint shot of both OMEGA and OMEGA EP with OMEGA EP being fired at 300 J, and (d) enhanced contrast view of the image in (c). The Cu fluorescence emission in the OMEGA-only implosion shots with Cu-doped CD shells is due to the driver-beam–produced superthermal (tens of keV) electrons. The 8-keV x-ray image from the joint shot [as seen in Figs. 128.20(c) and 128.20(d)] shows emission from imploded plasmas just outside the cone tip area with features that were not observed in the OMEGA-only shots, which presumably is due to short-pulse, OMEGA EP beam–produced fast electrons. A detailed analysis of the data, taking into account opacity corrections, is underway. Cu K-shell and ionic line emission (not shown here) measured by the ZVH spectrometer showed extremely strong Cu Hea line emission. Radiation–hydrodynamic modeling of the implosion suggested that this is caused by the direct heating by the implosion driver beams of the Cu-doped CD layer after completely ablating off the first 10-μm non-doped CD layer. A slightly thicker ablator will be used in the improved targets for future experiments.

<table>
<thead>
<tr>
<th>Principal Investigator</th>
<th>Institution</th>
<th>Project Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>F. N. Beg</td>
<td>University of California, Berkeley</td>
<td>Systematic Study of Fast-Electron Transport in Imploded Plasmas</td>
</tr>
<tr>
<td>R. P. Drake</td>
<td>University of Michigan</td>
<td>Experimental Astrophysics on the OMEGA Laser</td>
</tr>
<tr>
<td>T. Duffy</td>
<td>Princeton University</td>
<td>Ramp Compression for Studying Equations of State, Phase Transitions, and Kinetics on OMEGA</td>
</tr>
<tr>
<td>R. Falcone</td>
<td>University of California, Berkeley</td>
<td>Detailed In-Situ Diagnostics of High-Z Shocks</td>
</tr>
<tr>
<td>P. Hartigan</td>
<td>Rice University</td>
<td>Clumpy Environments and Interacting Shock Waves: Realistic Laboratory Analogs of Astrophysical Flows</td>
</tr>
<tr>
<td>R. Jeanloz</td>
<td>University of California, Berkeley</td>
<td>Recreating Planetary Core Conditions on OMEGA</td>
</tr>
<tr>
<td>K. Krushelnick</td>
<td>University of Michigan</td>
<td>Intense Laser Interactions with Low-Density Plasma Using OMEGA EP</td>
</tr>
<tr>
<td>R. Mancini</td>
<td>University of Nevada, Reno</td>
<td>Investigation of Hydrodynamic Stability and Shock Dynamics in OMEGA Direct-Drive Implosions Using Spectrally Resolved Imaging</td>
</tr>
<tr>
<td>R. D. Petrasso</td>
<td>Massachusetts Institute of Technology</td>
<td>Charged-Particle Probing of Inertial Confinement Fusion Implosions and High-Energy-Density Plasmas</td>
</tr>
<tr>
<td>A. Spitkovsky</td>
<td>Princeton University</td>
<td>Collisionless Shocks in Laboratory High-Energy-Density Plasmas</td>
</tr>
<tr>
<td>R. Stephens</td>
<td>General Atomics</td>
<td>Investigation of Laser to Electron Energy Coupling Dependence on Laser Pulse Duration and Material Composition</td>
</tr>
</tbody>
</table>
Figure 128.19
(a) A Au cone-in-(Cu-doped) CD-shell target; (b) contact x-ray radiograph image of the target; and (c) experiment and diagnostics layout.

Figure 128.20
SCI-recorded, 8-keV x-ray images from (a) an OMEGA-only compression shot with cone-in-CD-shell target without Cu doping; (b) an OMEGA-only compression shot with cone-in-CD-shell target with Cu doping; (c) a joint shot with OMEGA EP beam energy of 260 J at 9 ps. Images shown in (a), (b), and (c) have the same spatial and color scales. (d) Image of (c) with enhanced contrast. Additional visible features indicate that fast electrons produced x rays outside the cone.

In summary, the NLUF fast-electron–transport experiment with a cone-in-shell (with Cu doping) target has been successfully performed on OMEGA with a comprehensive suite of x-ray, particle, and neutron diagnostics including the newly implemented monochromatic x-ray imager (SCI) and multichannel electron spectrometer. The platform for complex electron-transport physics experiments has been established and will be pursued for greater than kilojoule short-pulse–laser energies.

Experimental Astrophysics on the OMEGA Laser
Principal Investigator: R. P. Drake (University of Michigan)
Co-investigators: B. Loupias and E. Falize (CEA); D. H. Froula, T. R. Boehly, and J. P. Knauer (LLE); J. Holloway, K. Powell, and C. C. Kuranz (University of Michigan); T. Plewa (Florida State University); and B. A. Remington, S. Ross. H.-S. Park, and S. H. Glenzer (LLNL)

The OMEGA laser makes it feasible to conduct experiments relevant to astrophysical phenomena because of the very high energy-density conditions it can create. This project explores the contribution of radiative shock waves to the evolving dynamics of binary star-accretion disk systems in which they reside. Radiative shock waves produce shocked matter so hot that it radiates away most of its thermal energy. This radiation causes variable structures to develop depending on the optical properties of the material on either side of the shock. To control these properties and understand the shock-front emission, we devised an experiment that accelerates a plasma flow into vacuum and then develops a radiative shock when the flow is impeded. We study the shock structure using x-ray radiography and its radiative flux with μDMX, an x-ray diode spectrometer.
The experiments on the 60-beam OMEGA laser employ a laser configuration of 10 UV beams with a 1-ns square pulse. The laser beams are smoothed using the SSD technique and SG4 distributed phase plates. They are focused on a 10-µm plastic ablator whose opposite face is coated with 5 µm of Sn. The beams deposit a total energy of ~4.5 kJ, giving an average irradiance of ~1.2 × 10^{15} W/cm^2. This generates a laser ablation pressure of ~75 Mbar that initially drives a shock through the plastic and Sn, which is mounted on one side of an evacuated acrylic tube. After this ablative shock breaks out of the Sn into vacuum, the Sn plasma expands, cools, and accelerates down the target cylinder at an average velocity of ~150 km/s. About 4 mm from the laser-drive surface, the Sn ejecta impact a 100-µm-thick, cold Al foil. In response, a reverse shock develops in the flow and a forward shock is driven into the Al end wall. The traditional “upstream” velocity in the shocked system is defined by the Sn flow, which is fast enough that radiative effects play a significant role in the dynamics of the reverse shock. An additional five OMEGA laser beams irradiate a zinc foil on a backlit pinhole target for 1 ns, creating the x rays that image the reverse shock onto film and image plates. To investigate the effects of different flow velocities and oblique collisions, targets were also shot that had varied plastic-Sn thicknesses and tilted Al foils. Figure 128.21 shows an image from a single target, taken ~29 ns after the drive laser pulse was turned off and a few nanoseconds after the collision. It has a 6-µm-thick plastic ablator coated with 4 µm of Sn and an Al wall ~13° off of normal to the tube axis.

**Development of a Platform for Laser-Ramp Compression of Planetary Materials on OMEGA**

Principal Investigator: T. S. Duffy (Princeton University)
Co-investigators: J. Wang (Princeton University); R. F. Smith, F. Coppari, J. H. Eggert, P. M. Celliers, D. Braun, and G. W. Collins (LLNL); and T. R. Boehly (LLE)

The goal of this project is to develop techniques for quasi-isentropic ramp compression of planetary materials. This work has important applications for understanding the structure and dynamics of the interiors of planets both within and outside our solar system. Ramp compression achieves high compression at relatively modest temperatures and can be used to extract quasi-isentropic equation-of-state data and study solid–solid phase transitions. Iron (Fe) and magnesium oxide (MgO) are geologically important materials each representative of one of the two major interior regions (core and mantle) of terrestrial planets. An experimental platform for ramp loading of Fe and MgO has been established and tested in experiments on OMEGA. Target packages consisted of stepped samples and a diamond ablator attached to a Au halfraum [Fig. 128.22(a)]. Each target had four steps that were approximately 5 to 7 µm thick. Composite laser pulses are used to drive a ramp-compression wave into the sample. Detection of the ramp wave’s arrival and its velocity at the free surface of each step was made using a velocity interferometer system for any reflector (VISAR). For MgO, we also carried out x-ray–diffraction experiments using the PXRDIP (powder x-ray diffraction image plate) target. The target design consisted of a 5- to 10-µm-thick powder MgO sample sandwiched between a diamond ablator and window attached to a Ta pinhole [Fig. 128.22(b)]. Initial experimental results showed that we could successfully compress samples to above 4 Mbar and obtain x-ray–diffraction images of the compressed sample. By enhancing the sample diffraction signal and further reducing background in future experiments, we expect to obtain structural information on this material. Figure 128.23 shows examples of the input pulse, VISAR signal, and wave profiles obtained for a typical MgO ramp-compression experiment. Through the use of Lagrangian analysis on the measured wave profiles, stress-density states in MgO have been determined to pressures of 260 GPa. Figure 128.24 compares the ramp-compression curve to previous diamond-anvil-cell and shock-compression data. At high pressures, the compression curve softens and is similar to the extrapolated 300-K...
Figure 128.22
(a) Target package for the stepped MgO sample; (b) PXRDIP setup and target package for the powder MgO sample.

Figure 128.23
[(a),(b)] Laser pulse for two representative MgO shots (62865 and 62868). The dashed lines show the individual pulses and the solid line is the composition pulse shape. [(c),(d)] Line VISAR streak camera images from a ramp-compressed multistepped MgO target corresponding to (a) and (b), respectively. [(e),(f)] Extracted free-surface velocity profiles from (c) and (d) for both active shock breakouts (ASBO1 and ASBO2).

Figure 128.24
Comparison of stress versus density of MgO from the quasi-isentropic compression experiment (62868) to previous studies including diamond anvil cell (DAC) and shock data. The black curve with error bars is the quasi-isentrope from a representative MgO experiment.
Probing the Ion–Ion Structure Factor \(S_{ii}\) of Shocked Al Using 18-keV Angularly Resolved XRTS

Principal Investigator: R. Falcone (LBL)

The goal of the HiZShk-11A experiment is to test dense-matter models on shocked Al using a Mo He\(\alpha\) (18-keV) backlighter to perform x-ray Thomson scattering on the 60-beam OMEGA laser. Simulations have shown significant differences in the static ion–ion \(S_{ii}\) structure feature of aluminum, depending on the theoretical model used, so these predicted differences were experimentally evaluated by measuring the scattering spectrum of shocked Al at a number of different scattering \(k\) vectors.

The 125-\(\mu\)m Al targets were shock compressed to \(>3\times\) solid density using nine beams with a total energy of 4.5 kJ in a stacked 1-ns configuration (Fig. 128.25). SG4 distributed phase plates were used to achieve a smooth 800-\(\mu\)m focal spot, yielding a total drive intensity of \(3 \times 10^{14}\) W/cm\(^2\) on the sample. Sixteen beams were incident on a thin Mo foil to generate Mo He\(\alpha\) x rays at 17.9 keV used to probe the compressed targets.

Initial analysis is very promising: the \(S_{tot}\) (Rayleigh + background fluctuations + Compton signals) shows an increasing relative intensity as we approach lower \(k\) (smaller scattering angle). Work continues to extract the \(S_{ii}\) structure factor from the data.

**PlanetCore 11A, 11B**

Principal Investigator: R. Jeanloz (University of California, Berkeley)
Co-investigators: J. H. Eggert, D. G. Hicks, P. M. Celliers, and G. W. Collins (LLNL); and T. R. Boehly (LLE)

Two half-day campaigns were carried out in FY11 under the Planetary Core NLUF Project: one in December 2010 (11A) and a second in March 2011 (11B). Both series focused on exploring the phase diagram of mixtures of 80% H\(_2\) and 20% He. The primary goal of these studies was to look for evidence of He phase separation under hot, pressurized conditions. There are recent predictions of this effect,\(^1,2\) and its existence has ramifications for understanding the interior structure of the planet Saturn. Our previous studies had focused on He/H\(_2\) in a 50:50 ratio, using samples with initial pressures ranging from 1 kbar to 40 kbar that were then shock compressed to pressures ranging from 40 to 200 GPa. The measurements done with the ASBO/VISAR and streak optical pyrometer (SOP)

---

Figure 128.25
(a) The experimental setup for HiZShk-11A. (b) The \(S_{ii}\) of shocked Al oscillates as a function of scattering vector \(k\) for several models, where the most interesting region to probe \(S_{ii}\) and validate models is around \(k = 4\) Å\(^{-1}\). (c) Preliminary data analysis shows the total integrated signal of scattering data at varying \(k\) follows the trends predicted by the screened-one-component plasma (SOCP) or one-component plasma (OCP) models.
diagnostics determined the pressure, density, internal energy, shock-front reflectivity, and shock-front temperature along each Hugoniot (Fig. 128.26). The results from those studies showed no evidence of phase separation over the full range of densities and temperatures that were explored, and it turns out that this is consistent with the recent predictions. Recent calculations suggested, however, that phase-separating states in the 80%:20% mixtures could be accessed experimentally under the pressure and temperature conditions that are achieved on OMEGA. Preliminary evaluation of the results from these latest campaigns may provide the first experimental evidence of phase separation in hot, pressurized H\textsubscript{2}/He mixtures. Relative to the 50%:50% mixture case, the 80%:20% samples precompressed to near 40 kbar and shocked to the 100- to 200-GPa range showed a clear reduction of the shock temperatures. Such a temperature reduction is expected to arise as a consequence of the entropy of mixing in these samples: the phase separation (demixing) is expected to lead to a reduction in specific entropy and a corresponding reduction in shock temperatures. A third full-day campaign to extend and confirm these results was planned for August 2011 but had to be postponed into FY12 because of equipment problems. In addition to the mixture experiments, we performed two shots with targets filled with H\textsubscript{2} and constructed with LiF anvils. A multipulse drive was used to test a multishock compression scheme for achieving cool, high-density states in the samples. The results from these experiments look promising but are too preliminary to reach conclusions about the technique. Further experiments with the multishock technique are planned for the future campaigns.

**Investigation of Hydrodynamic Stability and Shock Dynamics in OMEGA Direct-Drive Implosions Using Spectrally Resolved Imaging**

Principal Investigator: R. C. Mancini (University of Nevada, Reno)
Co-investigators: R. Tommasini (LLNL); and S. P. Regan, B. Yaakobi, V. Yu. Glebov, W. Theobald, and J. A. Delettrez (LLE)

Arrays of spectrally resolved images recorded with the multimonomochromatic x-ray imager (MMI) instrument open up new opportunities for observation and diagnosis of high-energy-density plasmas with an unprecedented level of detail. The MMI instrument records the spectrally, spatially, and time-resolved x-ray signal from a tracer element added to the plasma by combining pinhole-array imaging with the dispersion of a Bragg multilayer mirror, and the time-resolution provided by a framing camera detector. In this project, we apply spectrally resolved imaging to investigate the hydrodynamic stability and shock dynamics of low-adiabat direct-drive implosions on OMEGA. In low-adiabat implosions, a nearly isentropic compression is launched by a shaped laser pulse drive that starts from a low intensity, gradually leading to a high intensity. By minimizing preheat, higher compressions are achieved in low-adiabat implosions compared to high-adiabat implosions, therefore making fundamental studies on the stability of low-adiabat implosions relevant to high-energy-density plasma hydrodynamics and inertial confinement fusion. Furthermore, benchmarking and testing of hydrodynamic codes with data from well-characterized low-adiabat implosions are important since these codes are also used to model and design low-adiabat cryogenic implosions and advanced ignition concepts.

Figure 128.27 shows an array of about 100 gated, spectrally resolved images of the implosion core recorded with an MMI instrument in OMEGA shot 60933. This experiment was driven by a low-adiabat (\(\alpha \sim 2\)) laser pulse with approximately 21 kJ of UV laser energy on target. The target was a plastic shell of 27-\(\mu\)m wall thickness, filled with 20 atm of deuterium. It also had a 0.5-\(\mu\)m-thick plastic tracer layer doped with Ti at the 6% (atomic) level placed on the inner surface of the plastic shell.
An array of gated, spectrally resolved images recorded in OMEGA shot 60933. The horizontal axis is a photon-energy axis spanning the spectral range from 3500 eV to 5000 eV. Therefore, each image is characteristic of a slightly different photon-energy range.

The MMI instrument recorded the x-ray signal of this spectroscopic tracer. We note that while the vertical and horizontal axes of the image data in Fig. 128.27 are spatial-resolution axes, the horizontal axis is also a spectral-resolution axis. Therefore, each one of the images shown in Fig. 128.27 is characteristic of a slightly different photon-energy range. The bright features observed in the image data correspond to the titanium He\textsc{\(a\)} and Ly\textsc{\(a\)} line emissions at 4750 eV and 4979 eV, respectively. The low-intensity or dark features observed to the left (i.e., low-energy side) of these features are due to absorption in \(n = 1\) to 2 line transitions in L-shell titanium ions.

Processing the array of spectrally resolved images yields broad- and narrowband images as well as spatially integrated and spatially resolved line spectra. In particular, the latter provides critical information for a quantitative analysis of the spatial structure and details of the implosion core plasma. In this connection, Fig. 128.28 illustrates an image mask employed to extract a spatially resolved spectrum from the data shown in Fig. 128.27. A broadband image defines the shape and spatial extension of the projection of the implosion core on the image plane, and a region within it defines the domain of integration that characterizes the spatially resolved spectrum (see Fig. 128.28). In object space, this domain corresponds to the volume defined by the intersection of the implosion core with a cylindrical shell of cross section given by the region within the image. By applying this mask to the spectrally resolved images in Fig. 128.27, an array of spectrally resolved image regions can be obtained; this array is displayed in Fig. 128.29. Finally, by integrating one photon energy at a time, the intensity distribution of the spatially resolved spectrum can be obtained; this result is displayed in Fig. 128.30.

The spatially resolved spectrum shown in Fig. 128.30 displays simultaneously line emission and absorption over a range of titanium ions from F- to H-like charge states. This suggests that the titanium tracer, initially located only on the inner surface of the shell, has spread in space and can later be found in low-temperature as well as high-temperature regions of the implosion core; i.e., close to the periphery as well as the central regions of the core. Quantitative analysis of narrowband images and spatially resolved spectra at the collapse of the implosion using a detailed atomic and radiation physics model for titanium yields information about the distribution of tracer and mixing in the implosion core, which, in turn, depend on the hydrodynamic stability of the implosion. Alternatively, measurements at earlier times permit one to investigate the tracer’s state and spatial distribution at the time when the shock breaks into the core.
Figure 128.31
The CPS-2 charged-particle spectrometer during installation on the OMEGA target chamber. The cone-shaped end contains the entry aperture, while the cylindrical section contains a 7.6-kG magnet and CR-39 nuclear track detectors. In the experiment described here, CPS-2 was used to simultaneously measure energy spectra of deuterons and tritons elastically scattered by 14.1-MeV neutrons, and protons from d–d reactions in a DT (deuterium–tritium)-gas–filled thin-glass capsule implosion.

As described in Ref. 19 and illustrated in Figs. 128.31 and 128.32, we performed the first basic nuclear physics experiment in the context of an ICF facility, measuring the differential cross section for elastic neutron–triton (n–3H) and neutron–deuteron (n–2H) scattering at 14.1 MeV on OMEGA using the MIT-developed, magnet-based charged-particle spectrometer CPS-2 (Ref. 20). In these experiments, which were carried out by simultaneously measuring elastically scattered 3H and 2H ions from a DT (deuterium–tritium)-gas–filled inertial confinement fusion capsule implosion, the differential cross section for the elastic n–3H scattering was obtained with significantly higher...
accuracy than achieved in previous accelerator experiments. The results compare well with calculations that combine the resonating group method with an \textit{ab initio} no-core shell model, which demonstrate that recent advances in \textit{ab initio} theory can provide an accurate description of light-ion reactions. This work is ushering in a new and exciting field of research—Plasma Nuclear Science—blending the separate disciplines of plasma and nuclear physics.

Collisionless Shocks in Laboratory High-Energy-Density Plasmas
Principal Investigator: A. Spitkovsky (Princeton)
Co-investigators: L. Gargaté (Princeton); H.-S. Park, B. A. Remington, S. M. Pollaine, and D. Ryutov (LLNL); J. P. Knauer, G. Fiksel, and R. Betti (LLE); K. Sakawa, T. Ide, T. Kato, Y. Kurimatsu, T. Morita, and H. Takabe (Osaka University); G. Gregori and T. Bell (Oxford); F. Miniati (ETH Sci-Tech University); M. Koenig and A. Ravasio (Ecole Polytechnique); and E. Liang (Rice University)

This NLUF program studies the creation of collisionless shocks in counter-propagating laser-produced plasmas. Collisionless shocks are of great importance in astrophysical and space plasmas and occur when the mean free path to Coulomb collisions is large compared to the size of the shock transition.\textsuperscript{21–30} The shock is then mediated by the collective plasma effects from the interaction between plasma particles and the self-generated electromagnetic fields. Collisionless plasma conditions can now be created on the OMEGA and OMEGA EP lasers, where the laser-driven plasmas propagate at speeds of \textasciitilde 1000 km/s and densities of \textasciitilde 10^{18} to 10^{19} cm\textsuperscript{-3}. The experiments in this program collide two streams of high-speed plasma and study the formation of shocks as a function of an externally applied magnetic field that is generated by a set of Helmholtz coils at the interaction region. The theoretical expectation is that at low external fields, the shock is mediated by the filamentation (Weibel) instability, while at higher fields, magnetic reflection of ions will form the shock. These regimes are representative of the conditions encountered in a range of astrophysical environments, including supernova remnant shocks and solar wind shocks. These experiments on OMEGA and OMEGA EP test these shock-formation mechanisms and address the open questions of astrophysical collisionless shock physics, such as the presence of particle acceleration and the mechanisms of magnetic-field amplification in shocks.

In FY11 we completed an extensive set of particle-in-cell and radiation–hydrodynamics simulations to converge on the design of the experiment. We determined the minimal interaction length necessary to achieve filamentation-mediated shocks and predicted the field strengths needed to transition the shock into the magnetized regime. In close collaboration with LLE (G. Fiksel’s group), a set of Helmholtz coils capable of generating 1-T magnetic fields was designed and fabricated. Also, proton radiography and Thomson-scattering diagnostics were fielded and tested in related experiments by Principal Investigator H.-S. Park (AstroPlasmas-11A, EPColPlasmas-11B, ColPlasmas-11C, EPColPlasmas-11D). These efforts
culminated in a joint-shot day on 3 August. In this experiment, we used OMEGA to initiate two ablated plasma flows from CH foils. The OMEGA EP laser was used to provide a short pulse for proton radiography of the interaction region. Helmholtz coils were triggered to provide an external magnetic field in the experiment. Thomson scattering was used to monitor plasma conditions (see Fig. 128.33). This was one of the most-complicated experimental setups at LLE, and we are extremely pleased that the experiment worked without major problems and thankful to the facility for the extensive preparatory work required of the staff. We performed eight shots, with four OMEGA-only shots and four joint shots. On the experimental side we learned that the basic experimental setup is sound, and both the magneto-inertial fusion energy delivery system (MIFEDS) and Thomson-scattering diagnostics can survive the electromagnetic pulse (EMP) monitor from the short-pulse laser. On the science side, we studied the difference in the radiography signal between one and two beams and obtained the first evidence for filamentation in the crossing beams (Fig. 128.34). These proton radiography data demonstrate the development of magnetic fields expected from the Weibel instability, suggesting that the collisionless shock mediation mechanism is possible even in the weak magnetic fields. The experiment also produced data with MIFEDS fields, and the differences in the Thomson-scattering data and radiography are currently being analyzed. We developed a suite of post-processing diagnostics for the particle-in-cell (PIC) simulation code that allows us to calculate Thomson and radiography signals based on the full distribution function from the simulations. Preliminary analysis of the data and PIC simulations indicates that the next experiment in this program in FY12 will require stronger magnetic fields. The design work on increasing the MIFEDS fields is currently underway.

OMEGA EP gives proton radiography for shock timing

MIFEDS Helmholtz coil from TIM-4
Nominal $B_z = 1.5$ T
5.4-mm radius, 12-mm length

TIM-5 radio-chromic film pack “CPRM”
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OMEGA EP short-pulse beam

Al foil shield

Figure 128.33
Diagram of the experimental setup for NLUF ClessShk-11A.

Figure 128.34
(a) Thomson parabola (TPIE) data showing high-energy protons up to nearly 70 MeV from OMEGA EP using 1 ps and ~400 J of laser energy; color indicates ion density, highest (red) to lowest (blue). (b) TPIE data showing carbon species up to 30 MeV in energy using 10 ps and 1000 J of laser energy; color scale indicates density (in arbitrary units), highest (dark blue) to lowest (white).
Dependence of Laser-Energy Coupling on Target Material and Laser Pulse Length

Principal Investigators: M. S. Wei and R. B. Stephens (General Atomics)
Co-investigators: F. N. Beg and H. Sawada (UCSD); C. D. Chen, H. McLean, and P. K. Patel (LLNL); and W. Theobald and C. Stoeckl (LLE)
Lead graduate student: A. Sorokovikova (UCSD)

Efficient conversion of laser energy to hot electrons and their subsequent energy transport to the compressed fuel are extremely important for the success of fast ignition to reduce the energy required for ignition. Energy coupling is controlled by the nature of the plasma (i.e., density profile, ionization, etc.) at the laser–plasma interface and the dynamic response of the transport material, which evolve with time, and therefore are dependent on the laser pulse length. Previous experiments performed on the Titan laser (0.7-ps pulse length, 150 J) at LLNL showed that 10-\(\mu\)m, high-Z material in the multilayer planar solid target suppresses fast-electron angular spread and reduces the forward-going fast-electron flux. The goal of the General Atomics NLUF project is to further investigate target material effects on fast-electron transport and extend such a study to 10-ps time scale at high intensity using the OMEGA EP laser. The project consists of two steps: (1) characterization of fast-electron generation and transport through different transport materials at 1 ps with 300-J energy to compare with the Titan experiments; and (2) extend such a study to 10 ps with 1.5-kJ energy. In FY11, we performed experiments on OMEGA EP using the high-intensity, short-pulse backlighter beam (BL2) with the multilayer planar-foil targets.

Figure 128.35 shows the schematics of the target and experimental setup at the Omega Laser Facility. High-intensity, short-pulse OMEGA EP backlighter beams (300 J at 1 ps or 1500 J at 10 ps) were tightly focused onto the front surface of the multilayer planar-foil target with approximately 80% of laser energy in a 50- to 60-\(\mu\)m focal spot. The mm-square–sized multilayer target consists of a front-surface Al layer (4 \(\mu\)m) over a thin transport layer (~10 \(\mu\)m) of various Z materials (Au, Mo, and Al), an Al spacer (75 \(\mu\)m), and a Cu tracer layer (12 \(\mu\)m) followed by a 20-\(\mu\)m-thick Al layer. The multilayer target had a 1-mm-thick, 5 \(\times\) 5-mm\(^2\)-wide conductive CH back layer to minimize electron refluxing. Fast electrons were characterized by two primary diagnostics: a spherical crystal imager (SCI) to measure the spatial distribution of fast-electron–induced 8-keV fluorescence radiation in the Cu trace layer and a zinc Von Hamos (ZVH) x-ray spectrometer tuned to measure the absolute Cu K\(_{\alpha}\) yield. The Cu K\(_{\alpha}\) emission is proportional to the fast-electron flux in this single-pass target.

In the 1-ps OMEGA EP laser–interaction experiment, we observed a smaller Cu K\(_{\alpha}\) fluorescence spot with the high-Z Au
transport target compared to the Al transport target with good reproducibility. As shown in Fig. 128.36, the measured Cu K\(\alpha\) spot for the Au case is \(R_{50} \sim 70 \mu m\) in radius (\(R_{50}\) is the radius of the spot counting all the pixels with a signal greater than or equal to the peak value) and 93 \(\mu m\) for the Al target case, which is consistent with the previous Titan results. Collisional particle-in-cell (PIC) modeling, including dynamic ionization and radiation cooling, suggests that strong resistive magnetic fields inside the high-Z transport target collimate fast electrons and reduce the forward-going fast-electron angular spread.\(^3\)

Experiments with a 10-ps, 1500-J OMEGA EP pulse showed a large shot-to-shot variation however. The behavior of laser-produced fast electrons and their transport as evidenced in the observed K\(\alpha\) spots was very different compared to the experiments with 1 ps as shown above. Figure 128.37 shows the SCI-recorded Cu K\(\alpha\) images with 9- to 10-ps pulses from three different types of Z-transport targets. It is evident in this case that there are pronounced filamentary structures [Figs. 128.37(a) and 128.37(b)] and irregular shapes [as shown in Fig. 128.37(d)] in the fluorescence spot. With identical Al

Figure 128.36
SCI recorded Cu K\(\alpha\) radiation spots in a 1-ps interaction experiment: (a) with a Z = Al transport target; (b) with a Z = Au transport target; and (c) SCI diagnostic view of the target. Images (a) and (b) have the same color and spatial scales. A smaller K\(\alpha\) spot is observed in Z = Au transport targets.

Figure 128.37
SCI-recorded Cu K\(\alpha\) radiation spots in a 10-ps interaction experiment: (a) and (b) with Z = Al transport target [lineout of (a) is shown in the inset]; (c) with Z = Au transport target and (d) with Z = Mo transport target. Images have the same color and spatial scales. Filamentary structures and irregular shapes of fast-electron beams can be clearly seen with a large shot-to-shot variation.
targets, two to three filaments were observed with a separation distance of \( \sim 100 \) \( \mu \)m, which suggests the growth of widely separated stable filaments after a few picoseconds, either in the laser–plasma interaction region or inside the solid target. PIC modeling is underway to study high-intensity laser–plasma interaction (LPI) and fast-electron transport in a 10-ps time scale. Further experimental investigation with similar targets to compare 1-ps versus 10-ps LPI and fast-electron transport will be performed in the coming year with additional hard x-ray spectrometers, together with SCI and ZVH, to fully characterize the fast-electron source and transport phenomena.

**Low-Density Plasma Interactions**
Principal Investigators: L. Willingale, C. Zulick, A. Maksimchuk, and K. Krushelnick (University of Michigan); P. M. Nilson, R. S. Craxton, C. Stoeckl, and T. C. Sangster (LLE); H. Chen (LLNL); J. Cobble (LANL); and P. A. Norreys and R. Scott (RAL)

The interaction of a high-power, short-duration laser pulse with underdense plasma has been investigated to study laser propagation, channel formation, filamentation, and particle acceleration. To generate an underdense CH target, a long-pulse beam (2.5 ns, \( \sim 1200 \) J in an 800-\( \mu \)m-diam focal spot) is used to create a plasma plume from a foil target. The main interaction beam is then focused into the plasma plume, with the laser propagating parallel to the target surface so that it sees an approximately Gaussian density profile (2-D SAGE modeling estimates a width of 650 \( \mu \)m with a peak density of around either \( 5 \times 10^{19} \) W/cm\(^2\) or \( 1.5 \times 10^{20} \) W/cm\(^2\) depending on the height above the target surface). The channel electromagnetic fields have been imaged simultaneously using a proton probe generated by the second short-pulse beam, which can observe laser filamentation, channel self-correction, and channel-wall instabilities.\(^{33}\) In addition to the channel imaging, particle spectra are measured with magnetic spectrometers.

The laser pulse length, laser energy, and plasma density are varied to investigate the effect of each parameter. Figure 128.38 shows the electron spectra measured in the direction of laser propagation for different laser pulse lengths, with the labels indicating the laser pulse length, laser power, and peak plasma density. For comparison, the spectra from a 9 ps with 30 TW shot onto a solid 50-\( \mu \)m-thick copper target are shown. Large numbers of electrons are accelerated to high energy during the underdense interaction, many more and to a higher energy than for a solid target. Shot-to-shot variation for similar parameters may be due to the laser filamentation causing a number of channels within which electrons could be accelerated. The possible acceleration mechanisms are currently under investigation using PIC simulations.

**FY11 Laboratory Basic Science Programs**
In early 2011, LLE issued a solicitation for LBS proposals to be conducted in FY12. A total of 41 proposals requesting a total of 87.5 shot days of Omega Facility shot time were submitted. An independent review committee comprised of Prof. Farhat Beg (University of California, San Diego), Dr. Robert Heeter (LLNL), Prof. Karl Krushelnick (University of Michigan), Dr. Carolyn Kuranz (University of Michigan), Dr. Paul Keiter (LANL), Prof. Roberto Mancini (University of Nevada, Reno), Dr. Rick Olson (SNL), Prof. Charlie Freeman (State University of New York–Geneseo), Dr. Frederick Marshall (LLE), and Dr. John Soures (Committee Chair, non-voting) reviewed the proposals and recommended that 15 proposals receive 28 shot days at the Omega Laser Facility in FY12. Table 128.VIII lists the successful LBS proposals.

Fifteen LBS projects were allotted Omega Facility shot time and conducted a total of 303 target shots at the facility in FY11. The FY11 LBS research is summarized in this section.
In FY11, an LLNL/LLE/NRL team performed a Laboratory Basic Science experiment on the OMEGA EP Laser System to study positron production during high-intensity laser interactions with high-Z targets. This experiment was a follow-up to those of April 2009 and August 2010. In the previous experiments, a record number of positrons was produced using the 1-kJ, 10-ps OMEGA EP backlighter interacting with a 1-mm-thick Au target. In was deduced that a non-neutral pair plasma was made in those shots. In FY11, thanks to the facility improvements, the laser energy was extended to 1400 J for the backlighter beam. The FY11 experiments had two main objectives: to measure the energy scaling of the positron generation and to measure angular divergence of the electron–positron jets. The preliminary results are shown in Figs. 128.39 and 128.40.
for the energy scaling and angular divergence, respectively. A faster increase in positron number was observed once the laser energy exceeded 1 kJ. The electron–positron jet has a very narrow angular divergence of about 6° to 7°. On these shots, the gamma-crystal spectrometer (with an energy coverage between 40 to 700 keV) that was modified to reduce the background radiation was further tested. Annihilation of electron–positron radiation was not observed, perhaps because of low efficiency of the crystal as well as the detector.

Positron research has extended over diverse fields from particle physics and astrophysics to medical applications. This often requires the production of large numbers of positrons on a short time scale, which has been difficult to supply. The new OMEGA EP results could alter the direction of the quest of establishing a laser-produced positron source for research in these fields.

**Fusion-Yield Enhancement in Magnetized Laser-Driven Implosions**
Principal Investigator: G. Fiksel (LLE)
Co-investigators: M. Hohenberger, J. P. Knauer, and P.-Y. Chang (LLE); K. S. Anderson, R. Betti, and J. R. Davies (FSC/LLE); and F. H. Séguin (MIT/PSFC)

Exploring the magnetization of inertial confinement fusion (ICF) targets is beneficial for both fusion and astrophysical high-energy-density (HED) applications. Magnetization of an ICF hot spot suppresses the electron heat conduction perpendicular to the magnetic field, which increases the plasma temperature, decreases the compression velocity required for ignition, and increases the fusion gain. Because of a high plasma density at the center of a typical ICF target, a magnetic field of the order of tens of megagauss is required to magnetize the electrons. Such large fields can be produced only by compression of an existing seed field.

LLE has been pursuing laser-driven compression as a novel method for reaching super-high magnetic field strengths. Using an LLE-built seed magnetic field generator (MIFEDS), the generation of high magnetic fields (up to 40 MG) and subsequent fusion enhancement in magnetized spherical implosions have been demonstrated. The MIFEDS device is shown in Fig. 128.41. The device’s vacuum enclosure contains a high-voltage charging power supply, capacitors, a spark-gap switch, and control circuits. The device stores up to 150 J and delivers a short high-voltage pulse of <10-ns duration to a coil via a transmission line.

---

**Figure 128.40**
Angular divergence of the positron jet measured from FY11 OMEGA EP experiments. (The red dots are measured points and the solid line is a fit to the data.)

**Figure 128.41**
A schematic view of MIFEDS. The device’s vacuum enclosure contains a high-voltage charging power supply, capacitors, a laser-triggered spark-gap switch, and control circuits. The transmission line is attached via a vacuum feedthrough flange. Tens-of-kilogauss magnetic fields can be generated by discharging MIFEDS through a coil attached to the coil pad at the end of the transmission line.
The applied magnetic field’s effect on the fusion yield was studied for implosions in spherical geometry. In these experiments, spherical CH targets with a 430-μm radius were imploded using 40 beams of the OMEGA laser delivering a total of 18 kJ at an average intensity of ~7 × 10^14 W/cm^2. The capsules were filled with room-temperature D_2 gas at pressures from 3 to 10 atm. Figure 128.42 demonstrates the fusion enhancement in magnetized targets. For shots where the magnetic seed field was applied, the neutron yield is enhanced by ~30% and the ion temperature by ~15%.

For astrophysical and HEDP applications, MIFEDS has already been used in studies of collisionless shock formation in colliding magnetized plasmas. Future plans include the use of a strong magnetic field to collimate a stream of energetic electrons in a fast-ignition experiment and to apply MIFEDS to astrophysical problems, such as magnetic reconnection in stellar media and momentum transport of incoming matter in accretion disks.

**Short-Pulse Neutron Production on OMEGA EP**

Principal Investigators: D. P. Higginson and J. M. McNaney (LLNL); J. Cobble (LANL); and J. A. Frenje (MIT/PSFC)

We have preformed the first-ever measurement of 1-kJ-class, short-pulse-laser–produced neutrons on OMEGA EP. In this experiment, protons and deuterons were accelerated into a LiF slab. These ions produced high-energy neutrons (>10 MeV) through the ^7Li(p,n)^7Be reaction (Q = 15 MeV), as well as lower-energy neutrons (~2.5 MeV) through the ^7Li(p,n)^7Be reaction (Q = 1.6 MeV). Spectrally integrated yields of 3 × 10^9 n/sr were observed in the forward direction, which is a significant increase over previously observed yields of 8 × 10^8 n/sr observed on the Titan laser (Fig. 128.43). The yield of neutrons with energies above 10 MeV was 1 × 10^8 n/sr, which was diagnosed using Cu(n,2n) activation. This experiment also used neutron time-of-flight (nTOF) spectroscopy. The use of nTOF diagnostics is extremely challenging in the short-pulse laser–matter environment because of the high x-ray background created by the laser interaction. We were able to get a relatively clean signal, however, through a careful design of this diagnostic by LLE scientists (Fig. 128.44). In addition to the observation of spectrally and spatially resolved neutron measurements, we have also diagnosed the incident proton and deuteron beams. Knowledge of the incident ion beams means that we will be able to model the entire system in a well-constrained and consistent manner.

**Charged-Particle Stopping Power in Warm, Dense Plasmas**

Principal Investigators: S. X. Hu (LLE) and C. K. Li (MIT)

Measuring the stopping power of charged particles in plasmas is of particular interests for ICF. Warm, dense plasmas (of a few-electron-volts temperature and denser than solid), which extensively exist in the universe, can be created in laboratories, for example, by laser-driven shocks and magnetically driven flyer impacts. Such warm, dense matter can readily provide access to strongly coupled
and degenerate plasma conditions. The stopping power in such nonideal warm, dense plasmas is still unknown in contrast to the well-studied classical plasma conditions. Investigations of charged-particle stopping power in warm, dense plasmas not only advance the basic understanding of properties of such exotic matter but also find important applications in ICF, e.g., alpha particles stopping in compressed DT shells is critical to initiate the “burn-wave” propagation for ignition. There have been many theoretical predictions in the past decades that have shown an observable reduction in stopping power caused by the coupling and quantum degeneracy effects. There have been no experiments so far, however, that verify such theoretical calculations.

In the LBS experiment carried out in May 2011, we built a platform to measure charged-particle stopping power in laser-shocked plastic (CH) plasmas at the Omega Laser Facility. Using 20 OMEGA beams to drive glass-shell capsules filled with D₂ gas (6 atm) and ³He gas (12 atm), monoenergetic protons with kinetic energies of 14.7 MeV were generated. These protons slowed down passing through the laser-shocked CH plasmas, and their energy spectra were recorded using both a wedged-range-filter spectrometer and track diameter on a CR-39 imaging detector. The CH plasmas were created by eight OMEGA beams staggered in time with a total driving duration of ~4 ns. The plasma conditions were simultaneously characterized by a side-on x-ray radiograph with a V-backlighter, as shown in Fig. 128.45. The laser intensity on target varied from ~10¹⁴ W/cm² to ~5 × 10¹³ W/cm². The CH-foil targets varied in size from 300 μm × 300 μm × 300 μm to 500 μm × 500 μm × 300 μm. A total of eight shots were taken during this one-day campaign.
The typical proton spectra from these experiments are shown in Fig. 128.46. The highest peak represents the initial protons without any slowdown, while the down-shifted peaks correspond to the slowdown protons. In Fig. 128.46(a), the small-sized target \([(300 \mu m)^3]\) was used and the areal density \((\rho L)\) of the undriven CH target sampled by protons is estimated to be \(\sim 30 \text{ mg/cm}^2\). This amount of \(\rho L\) gives \(\sim 1\)-MeV energy loss, which is in agreement with what is observed in Fig. 128.46(a). For the larger targets \((500 \times 500 \times 300 \mu m^3)\), Fig. 128.46(b) shows the proton spectrum in which the slowdown proton peak moves further to \(\sim 13\) MeV as a result of the \(\rho L\) increase. Although detailed analyses of experiments are under way, these primary results indicate that the platform may be useful for future studies of the charged-particle stopping power in laser-shocked warm, dense plasmas. Some improvements to enhance the proton yield and enlarge the solid angles of acceptance can be optimized for future campaigns.

**Measurements of Linear, Nonlinear, and Turbulent-Mixing Regimes in Kelvin–Helmholtz Instability in the Subsonic Flow Regime**

Principal Investigators: O. A. Hurricane and V. A. Smalyuk
Co-investigators: H.-S. Park and B. A. Remington (LLNL); and R. P. Drake (University of Michigan)

A Kelvin–Helmholtz (KH) growth experiment was performed on the OMEGA laser using a platform successfully developed in earlier OMEGA experiments.\(^{39–41}\) Figure 128.47 shows the target schematic, which consists of a plastic ablator and a shock tube. In the shock tube the interface between the low-density foam and the high-density plastic was either flat or had preimposed sinusoidal modulation at a wavelength of 400 \(\mu m\) and an amplitude of \(30 \mu m\), as in previous experiments. The central part of the plastic target contained a layer of I-doped CH (CHI) to increase the contrast to 5-keV backlighter x rays. The ablator of the target was directly driven with laser light, producing a strong shock that propagated through the target. The shock produced a velocity gradient at the interface between the foam and plastic. This velocity difference
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*Figure 128.46*

The typical proton spectra from the charged-particle stopping experiments.

![Figure 128.47](image)

*Figure 128.47*

Experimental configuration. The interface between lower-density carbon-resorcinol foam (CRF) and higher-density I-doped plastic was either flat or had a preimposed 2-D modulation with wavelength of 400 \(\mu m\), as in previous experiments. The surface roughness at the interface had rms amplitude of 100 nm. The density of CRF foam was 100 mg/cc.
between two materials resulted in the KH growth of the surface modulations. The density of foam was 100 mg/cc. Previous experiments detected a mixing layer that developed from 3-D, short-scale modulations growing in addition to preimposed 2-D, 400-μm-wavelength modulations. New experiments were performed with flat CH–foam interfaces. These were aimed at measuring 3-D turbulent mixing since in previous experiments the growth of large 400-μm-wavelength modulations could have modified the growth of 3-D, short-scale modulations.

Figure 128.48 shows experimental data. Figures 128.48(a) and 128.48(b) present flat-interface data at 35 ns and 75 ns, respectively. Figure 128.48(c) shows data with 2-D preimposed modulation at 75 ns, taken to confirm the evolution measured in previous experiments. The shock traveled from left to right, so the modulations at the left part of the image had more time to grow than the modulations at the right part. The light color in the image corresponded to foam material, while the dark color corresponded to plastic. A mixing layer developed behind the shock front, as expected, since the Reynolds number was high in this experiment, $Re \sim 1 \times 10^6$. The mix width was about $\sim 60 \mu m$ at $\sim 700 \mu m$ behind the shock front, inferred from the measured image at 35 ns, close to mix-model predictions. Growth of 2-D, preimposed modulations [Fig. 128.48(c)] was similar to previous experiments, confirming the repeatability of the drive. In addition, growth of 3-D modulations at the Be tube–foam interfaces was also detected, as shown in both 75-ns images. These experimental data are used to develop and validate mix models that are based on post-processing of hydrodynamic simulations currently in progress.

**Self-Generated Electromagnetic Fields in Directly Driven ICF Implosions Using Proton Radiography**

Principal Investigators: I. V. Igumenshchev (LLE); and C. K. Li and A. Zylstra (PSFC-MIT)

Self-generated electromagnetic fields from surface perturbations and electric fields at ablation surfaces in directly driven implosion targets have been observed and quantified using proton radiography. The surface perturbations were induced by stalk mounts, 10-μm Cu wires, and glue spots. Numerical simulations show good agreement with experimental proton images and predict magnetic fields up to $\sim 5$ MG. Proton images allow one to detect the position of the spherical ablation front during the initial stages of implosions.

The experiments were performed with backlighters in the form of foils driven by short-pulse petawatt laser beams from OMEGA EP. This type of backlighter, which has been used on other lasers, should have a smaller source size, a shorter duration, and a potentially higher proton energy than what have been achieved with imploding-pusher backlighters, but with the disadvantages of a much broader spectrum and nonisotropic (strongly forward peaked) emission in both fluence and energy. However, higher spatial resolution obtainable with a smaller source and higher proton energy are useful as well for imaging ICF implosions with higher areal densities than can be studied with 15-MeV protons from exploding pushers and with less proton scattering. The higher proton fluences’ broad spectra of these foil backlighters necessitate the use of a different imaging detector; a combination of radiochromic films is used.

The proton source is used to obtain information about imploding ICF capsules that is complementary to the information we are obtaining using exploding-pusher backlighters (see Fig. 128.49). The advantage of this approach over the
exploding-pusher–backlighter approach is that it does not use any beams from OMEGA, meaning that it would be possible to image implosions driven by all 60 OMEGA beams. The experiment employs 860-μm-diam plastic capsules with 20-μm wall thickness. The capsule filling does not play a role in this experiment because the proton radiographs were always taken during the laser pulse, when the compression of the capsule is not significant. The implosions were driven by a 1-ns square pulse with a total laser energy +30 kJ.

Self-generated electromagnetic fields have been developed from perturbations induced by a stalk-mounted, on-surface, 10-μm-diam Cu wire going around half an implosion capsule and a 50-μm-diam glue spot. Figures 128.50(a)–128.50(d) show proton images taken at ~200, 600, 600, and 300 ps, respectively. The capsule center is projected in the center of each image. The ablation front at the capsule's outer surface is clearly distinguished in Figs. 128.50(a) and 128.50(d) as light circles in proton fluence. These fronts that appear on the images are caused by deflection of the protons by electric fields developed at the ablation and critical surfaces. All figures show features at the bottom that correspond to the stalk mount. One can follow the evolution of electromagnetic fields around the stalk in Figs. 128.50(a), 128.50(d), and 128.50(b) [or Fig. 128.50(c), which shows features very similar to those from the stalk in Fig. 128.50(b)].

Figures 128.50(a)–128.50(c) show targets with the Cu wire. The two images in Figs. 128.50(a) and 128.50(b) show the cases where the wire is located on the side of the target toward the proton source. It is clear that developed magnetic fields deflect protons in such a way that proton trajectories going on both sides of the wire are mostly diverged, forming light strips in the proton fluence. Figure 128.50(c) shows the case where the wire is located on the opposite side of the target with respect to the proton source. In the latter case the proton rays are mostly converged toward the wire, forming a dark strip in the proton fluence. This is because the protons interact with magnetic fields of similar structure as in the case of Fig. 128.50(b), but the fields here have opposing polarity and opposing signs of the proton deflection angles.

Figure 128.50(d) shows a target at the glue spot, which is located on the target surface toward the proton source. There is a small light circle in the proton fluence located in the center of the image that is clearly associated with the glue spot. Magnetic fields that develop around the glue spot affect proton trajectories in a way that is similar to the fields in the case of the Cu wire in Figs. 128.50(a) and 128.50(b): the trajectories are deflected outward from the glue spot, forming a small light area at the projected location of the glue spot.
Figures 128.51(a)–128.51(c) show preliminary simulation results for the experimental conditions corresponding to Figs. 128.50(a)–128.50(c), respectively, but without modeling the effects of stalk mounts. The horizontal line features are produced by the Cu wires. The simulations show horizontal light strips in the proton fluence in Figs. 128.51(a) and 128.51(b), similar to the experimental results in Figs. 128.50(a) and 128.50(b) where the wire is located on the side of the target facing the proton source. The simulations shown in Fig. 128.51(c) correspond to the case where the wire is located on the opposing side of the target with respect to the proton source. Magnetic fields around the wire cause the proton trajectories to converge toward the wire, resulting in the horizontal dark strip in the proton fluence, which is similar to the dark strip seen in Fig. 128.50(c).

The circular features in Figs. 128.51(a)–128.51(c) are caused by electric fields developed at the ablation and critical surfaces (the light circles in all three images) and at the outer plasma front [the dark outer circle in Fig. 128.51(a)]. All these features can be associated with the corresponding circular features in experimental images [Figs. 128.50(a)–128.50(c)]. Simulations of the magnetohydrodynamic effects and proton images of the stalk mount and glue spot are in progress.

**Capsule Adiabat Measurement with X-Ray Thomson Scattering**

Principal Investigator: A. Kritcher (LLNL)
Co-investigators: T. Doeppner, O. L. Landen, and S. H. Glenzer (LLNL)

The first simultaneous measurements of electron densities and temperatures of spherically convergent matter via spectrally resolved x-ray Thomson scattering have been performed at the Omega Laser Facility. In these experiments, we infer in-flight adiabats of 1.6 to 2, approaching the desired adiabat of 1.5 for implosions driven by shaped laser pulses (see Fig. 128.52). While Thomson scattering has previously been applied to planar shock systems, here we employed high-energy x rays at ~9 keV to characterize matter densities of $n_e > 10^{24}$ cm$^{-3}$ obtained in spherically convergent geometries. Our signal-to-noise ratios (SNR’s) of ~200 obtained at these densities indicate the ability for single-shot characterization of imploding targets to result in a 20% error bar on electron density and temperature if both parameters are simultaneously determined. Measurement of the temperature and density enables us to infer the time-resolved CH and Be capsule adiabats, which can be used to test low-adiabat laser pulse shaping and models that predict shock timing for spherically convergent targets.

Probing microscopic plasma properties results in both elastic and inelastic scattering features. The intensity of the elastic scattering is sensitive to the static structure factor of the material. The Compton feature provides a direct measure of the electron-velocity distribution. For these weakly degenerate plasmas, the velocity distribution is a hybrid of a Thomas–Fermi ($T_e = 0$) and a Boltzmann distribution ($T_e > T_F$). The width of the inelastic Compton feature is sensitive to the Fermi temperature $T_F$, which is only dependent on electron density, and the shape of the red wing is sensitive to electron temperature $T_e$ (Ref. 44). Therefore, the temperature and density are simultaneously determined from first principles by accurately measuring the Compton feature width and shape (see Fig. 128.52).

These experiments complete a series of campaigns to develop a platform that enables us to measure electron temperature and density from imploding Be and CH capsules. These results have been summarized and published in peer-reviewed journals.44,45
Astrophysical Collisionless Shock Generation in Laser-Driven Experiments
Principal Investigator: H.-S. Park, S. Ross, and N. Kugland (LLNL)
Co-investigators: A. Spitkovsky (Princeton); Y. Sakawa (Osaka University); G. Gregori (Oxford University); M. Koenig (LULI); D. H. Froula (LLE); R. P. Drake (University of Michigan); and R. Presura (University of Nevada, Reno)

This LBS program studies astrophysical collisionless shocks with counter-streaming plasmas from high-power lasers. Collisions of high-Mach-number flows occur frequently in astrophysics, and the resulting shock waves are responsible for the properties of many astrophysical phenomena, such as supernova remnants, gamma-ray bursts, and jets from active galactic nuclei. Because of the low density of astrophysical plasmas, the mean free path of Coulomb collisions is typically very large. Therefore, most shock waves in astrophysics are “collisionless” since they form as a result of plasma instabilities and self-generated magnetic fields. Laboratory experiments at the laser facilities can achieve the conditions necessary for the formation of collisionless shocks and will provide a unique avenue for studying the nonlinear physics of collisionless shock waves. We are performing a series of experiments on the OMEGA and OMEGA EP lasers, with the goal of generating collisionless shock conditions by the collision of two high-speed plasma flows resulting from laser ablation of solid targets using \(10^{16}\) W/cm\(^2\) laser irradiation. The experiments will aim to answer several questions of relevance to collisionless shock physics: the importance of the electromagnetic-filamentation (Weibel) instabilities in shock formation, the self-generation of magnetic fields in shocks, the influence of external magnetic fields on shock formation, and the signatures of particle acceleration in shocks. Our first experiments studied the plasma state from a single foil and from double foils whose flows collide “head on,” using Thomson-scattering (TS) diagnostics. Our data showed a flow velocity at 10\(^8\) cm/s and an electron density of 10\(^{19}\) cm\(^{-3}\), where the Coulomb mean free path was much larger than the interaction system size. Simulations of our experimental conditions show that weak Weibel-mediated current filamentation and magnetic-field generation were likely starting to occur. This report presents the results from these first OMEGA experiments.

Our first OMEGA experiments [AstroPlasmas-11A (10 December 2010) and ColPlasmas-11C (1 June 2011)] concentrated on measuring and understanding the plasma conditions created by the OMEGA lasers on single- and double-foil configurations. Thomson scattering was used to characterize the plasma created by ten heater-drive beams incident on a CH foil. Our two shot days produced high-quality data spanning two different laser intensities, three different probe times, single- versus double-foil geometry, and different flow directions.
The heater-drive beams deliver 5 kJ of energy in a 1-ns square pulse shape. The target geometry is shown in Fig. 128.53. A probe beam of 0.53-μm wavelength (labeled “2ω probe” in the figures) is pointed 4 mm from the foil surface. The TS probe volume was 100 μm × 100 μm × 60 μm. We measured the flow plasma conditions along both the flow direction and the transverse directions. Both shot days produced excellent-quality TS data; an example is shown in Fig. 128.54 for a single foil.

Figure 128.53
Geometry used for astrophysical collisionless shock experiment of June 2011 for the (a) single- and (b) double-foil cases. The laser intensity on the target was 8 × 10^15 W/cm².

Figure 128.54
An example of Thomson-scattering data and fitting for a single-foil shot. (a) Ion features; (b) electron features; (c) ion features’ data and fitting; and (d) electron features’ data and fitting. A time slice of the ion and electron features is simultaneously fitted to produce $T_e$, $T_i$, $n_e$, $\nu_{\text{flow}}$, and $u_{\text{drift}}$ parameters.
The measured plasma characteristics from different shots covering a 2- to 9-ns time interval and single and double foils are compiled in Fig. 128.55. The flow velocity, electron density, ion temperature, and electron temperature are shown. Different-color data points represent different experimental conditions of single-foil shots (blue), double-foil shots (red), and single foil with 10×-lower drive laser intensity (green). The data are compared to 2-D LASNEX hydrodynamic simulations (for the single-foil case) in solid black curves. There is good agreement between the measured and simulated bulk plasma flow velocity over all three time intervals. The measured electron density shows a sharp increase between 5.0 and 6.0 ns, which is also present in the simulations, indicating that the bulk of plasma arrives at this time. This is consistent with flow arrival at the 4-mm location of the plasma flow with a velocity of ~10^3 km/s. The measured electron temperature is significantly higher than the simulations. We attribute this to reheating the plasma by the TS probe beam. The measured ion temperature is consistent with 2-D simulations. An electron temperature of 170 eV is assumed in this time interval because of a lack of electron feature data.

The double-foil data also showed very interesting results. The difference between the single-foil versus the double-foil data for the ion feature is very striking. Compared to the single-foil flow, the ion temperature and electron density are considerably higher. Another interesting observation is that the flow velocity is reduced systematically for the double-foil flows, indicating interaction between the two flows late in time.

Our first OMEGA EP experiments [EPColPlasmas-11B (26 April 2011) and EPColPlasmas-11D (30 August 2011)] concentrated on developing proton deflectometry and proton radiography diagnostics to understand electric and magnetic fields.

---

Figure 128.55
Measured plasma parameters from a single-foil flow versus a 2-D hydrodynamics simulation. The high measured electron temperature, compared to that simulated, is likely caused by the probe beam heating. Blue points are single-foil data with laser intensities of 8 × 10^{15} W/cm^2; green are single-foil data with laser intensities of 8 × 10^{14} W/cm^2; red are double-foil data with 8 × 10^{15} W/cm^2 on each foil; the black line is the 2-D LASNEX simulation for the single foil with 8 × 10^{15} W/cm^2.
generated by the interpenetrating plasmas. The experimental setup is shown in Fig. 128.56. Two long-pulse UV beams drive the CH\textsubscript{2} targets with 2200 J in a 3-ns square pulse. The laser-generated high-velocity plasma flow moves upward and downward, and the entire region between the two targets was probed by two short-pulse-laser-generated proton beams. Since it is known that the long-pulse–driven plasmas can interrupt proton generation, a careful shield design was necessary. Our experiment on 30 August 2011 was successful in generating an interesting time sequence of proton radiography images as shown in Fig. 128.57. There are three different features in these radiographs: (1) large bubble-like features; (2) very fine striation features only at 2 to 5 ns; and (3) two planar disk-like features. We postulate that they may result from laser-ablative Rayleigh–Taylor instabilities, magnetohydrodynamic instabilities, and electrostatic field generation from the hot-plasma expansion and temperature gradient, respectively. We are currently working on the data interpretation and analysis using analytic models, radiation–hydrodynamics simulations, and particle-in-cell simulations.

Figure 128.57
Proton-radiography images of the interpenetrating plasmas from the astrophysical collisionless shock experiments of August 2011. The analyses of interpretation of different features using both plasma theories and PIC simulations are in progress.

Electron-Source Characterization for Cone-Guided Fast Ignition
Principal Investigators: P. K. Patel (LLNL) and H. Sawada (University of California, San Diego)
Co-investigators: C. D. Chen, H. S. McLean, and M. H. Key (LLNL); F. N. Beg (University of California, San Diego); R. B. Stephens (General Atomics); and W. Theobald and C. Stoeckl (LLE)

In cone-guided fast ignition (FI), the directionality of laser-generated relativistic electrons escaping from a cone is one of the critical parameters that determine the required ignition laser energy of a FI point design. We have used cone-foil targets to investigate the angular spread of the forward-going electrons by measuring the 2-D profile of Cu K\textsubscript{a} x-ray emission with an OMEGA EP spherical crystal imager (SCI). Figure 128.58(a) shows an overview of the experiment. The fast electrons were generated at a cone tip with the OMEGA EP backlighter beam at 300 J in a 1-ns or at 1500 J in a 10-ns pulse duration and transported through a 10-\textmu m-thick Al or Au cone tip. A frac-
tion of the electrons that escaped from the cone were measured in either (1) an aluminum-coated Cu foil surrounded by CH blocks or (2) a bare Cu foil. For both cases, the Cu foil was $1 \times 1$ mm$^2$ and $40 \mu$m thick. As shown in Fig. 128.58(b), the Cu slab consisted of the Cu foil coated with 20-$\mu$m-thick aluminum on both sides and 500-$\mu$m-thick CH blocks ($1 \times 3$ mm$^2$) surrounding it to prevent electron refluxing. The dimensions of the Al and Au cones were identical with a 65-$\mu$m wall thickness and 30-$\mu$m inner tip diameter. The Cu K$_\alpha$ emission was recorded with the OMEGA EP SCI at 27° and an absolutely calibrated ZVH crystal spectrometer at 41° from the foil normal. Figures 128.58(c) and 128.58(d) show the 2-D monochromatic images of a Cu slab with CH blocks (shot 9601) and a bare Cu foil (shot 10066) attached to the Al cones for 10-ps shots. In the nonrefluxing Cu slab target, the total K$_\alpha$ yield was reduced by a factor of $\sim 7$, and the sharper falloff of the emission profile along the laser axis was observed compared to the bare Cu foil. The absolute K$_\alpha$ yield and 2-D K$_\alpha$ emission profile will be modeled with a hybrid PIC code, LSP, to infer the electron divergence, electron energy distribution, and laser-to-electron conversion efficiency.

---

**EXAFS Measurements of Iron at Earth’s Inner Core Conditions**


Iron is the most-abundant element at Earth’s core. Its properties under extreme conditions are critical for understanding phenomena in geophysics, geochemistry, and seismology. By means of dynamically compressing a thin iron sample sandwiched between diamond anvils with multiple shocks, we achieved off-Hugoniot states of iron at pressures up to 3.5 Mbar and temperatures of $\sim 5000$ K, which is the expected condition at Earth’s inner solid core. Measurements of extended x-ray absorption fine structure (EXAFS) have been performed with a broadband x-ray backlighter created by a spherical implosion. The results indicate that iron is not at bcc phase under these conditions, which is contradictory to recent simulation results (Fig. 128.59).
more National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.

An experimental platform has been developed on OMEGA to study inelastic x-ray scattering from shocked deuterium and nitrogen. This work was performed in collaboration with Oxford University, Warwick University, and Lawrence Livermore National Laboratory. In the past decade, developments in laser-produced plasma sources and detector efficiencies have resulted in inelastic x-ray scattering becoming a powerful diagnostic providing electron temperature ($T_e$), electron density ($n_e$), and ionization ($Z$) for critical equation-of-state measurements in ICF and planetary science research. Laser-ablation–driven shock waves are launched into planar liquid-deuterium targets, creating warm, dense matter with conditions similar to those of an imploding ICF shell during the shock-propagation and acceleration phases. X rays from a backlighter target are scattered off the shocked deuterium. The incident spectrum of the Cl Ly$_\alpha$ emission is shown in Fig. 128.60(a) and the scattered spectrum is shown in Fig. 128.60(b). The incident spectrum is measured by irradiating a parylene D foil target on a separate scale.
laser shot. The scattered spectrum has a strong Rayleigh peak around 2960 eV and a Compton-downshifted feature. Splitting of the Cl Ly\textsubscript{a} emission is observed in the scattered spectrum, but not in the incident spectrum, because of differences in the amount of source broadening in each measurement (i.e., the backlighter plasma is bigger than the scattering volume).

Scattered x-ray spectra were calculated using the x-ray scattering XRS\textsuperscript{53} code for various values of the plasma conditions. Three examples that bracket the experimental data are shown in Fig. 128.60(b). The fit allows one to estimate mean values in the D\textsubscript{2} plasma of \( \bar{T}_e = 3 \pm 2 \) eV, \( \bar{n}_e = 0.4 \pm 0.2 \times 10^{23} \) cm\textsuperscript{-3}, and \( \bar{Z} = 0.35 \pm 0.15 \). These values are consistent with the 2-D DRACO\textsuperscript{54} simulations, recognizing that a large part of the Thomson-scattering signal comes from unshocked deuterium. Improvements to the experimental design are planned to provide a smaller, more-homogeneous scattering region with less unshocked deuterium. The elastic (Rayleigh) feature is well fitted by assuming a ion–ion structure factor \( S_{\text{ii}} \) of unity, indicating weak correlations in the deuterium plasma, which is consistent with predictions from density-functional-theory molecular-dynamics simulations using the VASP package.\textsuperscript{55,56} The XRS prediction does not include the fine-structure splitting observed in the measured spectrum. These are the first experimental observations of noncollective, inelastic x-ray scattering from shocked liquid deuterium. This work represents an important step toward measuring all the thermodynamic variables needed for equation-of-state research [pressure (\( P \)), mass density (\( \rho \)), electron density (\( n_e \)), electron temperature (\( T_e \)), and ionization (\( Z \))]. Future work will combine inelastic x-ray scattering observations with shock-velocity measurements and extend to other materials like nitrogen.

**Measurements of Ablative Richtmyer–Meshkov Instability in the Nonlinear Regime**

Principal Investigator: V. A. Smalyuk (LLNL)

Co-investigators: B. A. Remington, H.-S. Park, and K. Raman (LLNL); A. Casner and L. Masse (CEA); I. V. Igumenshchev (LLE); and D. Shvarts and Y. Elbaz (NRCN, Beer Sheva, Israel)

Figure 128.61 shows a schematic of an experimental setup for nonlinear Richtmyer–Meshkov (RM) and Rayleigh–Taylor (RT) instability experiments on OMEGA EP. Planar 15-, 30-, and 50-\( \mu \)m-thick CH targets were driven with one UV beam using a 6-ns square pulse shape, a total energy of \( \sim 4 \) kJ, and a laser intensity of \( \sim 8 \times 10^{13} \) W/cm\textsuperscript{2}. Initial target modulations were imposed by laser imprinting of the perturbations in the drive beam during the first \( \sim 100 \) ps of the drive. The growth of the target modulations was measured with x-ray radiography using uranium (\( \sim 1.3 \)-keV), samarium (\( \sim 1.8 \)-keV), and tantalum (\( \sim 2.2 \)-keV) backlighters and a framing camera with 10-\( \mu \)m spatial resolution and 80-ps temporal resolution. The backlighter targets were driven with a 2-ns square pulse shape at an intensity of \( \sim 3 \times 10^{14} \) W/cm\textsuperscript{2} using three UV beams. Figure 128.62 shows examples of measured images at 1.1 ns (near the end of...
the RM phase) and 2.4 ns (during the RT phase) taken with a 30-μm-thick CH foil and samarium backlighter. Evolution of 3-D broadband modulations was observed in the RM phase for all target types during a shock-transit time before the beginning of acceleration and subsequent RT growth. Thicker targets had larger modulations at the end of the RM phase owing to the longer time for instability development. This provided larger initial modulations in thicker targets for subsequent RT growth. Therefore, this experiment provided data not only on the RM growth of 3-D broadband modulations, but also the dependence of RT growth on initial conditions. Modulation images in the RT phase show developed bubble-spike structures, typical features of nonlinear RT growth. These experiments, therefore, also provided information about nonlinear high-mode generation from known modulations. These experimental data are now being analyzed.

**Measurement of Nucleation and Growth of the Fe α → ε Phase Transformation**

Principal Investigators: R. Smith, P. M. Celliers, and D. Erskine (LLNL)

The goal of this project is to combine for the first time the recently developed 2-D imaging OMEGA high-resolution velocimeter (OHRV) with the 1-D line VISAR (ASBO) to determine the time dependence and mechanisms associated with nucleation and growth of the α → ε phase transformation in dynamically compressed Fe.

The target design consists of a Au halfraum, a 12% Br/CH reservoir, a vacuum gap, and 50 μm of Fe coated onto a sapphire window (Fig. 128.63). Twenty beams (2-ns square, P6-axis, 300-μm phase plates) from the OMEGA laser were focused onto the inner walls of an Au halfraum generating a near-blackbody source of x rays with a characteristic radiation temperature of ~120 eV. As x rays ablate material from the Br/CH foil, a shock wave is launched into the material.

As the ablatively driven shock reaches the back surface of the reservoir, the 12% Br-CH unloads across the ~0.3-mm vacuum gap, piles up against the front surface of the Fe target, and launches a ramp-compression wave into the sample with a peak longitudinal stress of ~50 GPa. As the Fe sample is dynamically compressed, it undergoes different states of deformation: 1-D elastic, 3-D plastic, and a solid–solid phase transformation from α (bcc) to ε (hcp) phase.

Each stage of compression of the Fe sample results in a change in the sound speed, which modifies the initially smoothly monotonic ramp wave during transit through the sample and is recorded as a structured particle-velocity history, \( U_p(t) \), on the line-VISAR diagnostic (ASBO) (Fig. 128.64).

![Figure 128.64](image)

Particle velocity versus time for a ramp-compressed Fe/sapphire target as recorded on the 1-D line VISAR (ASBO).

![Figure 128.63](image)

Target geometry for a combined 1-D/2-D VISAR diagnosis of a ramp-compressed Fe target.
Snapshots of the 2-D velocity map at the Fe–sapphire interface with the OHRV at velocities close to the velocity pull-back feature on the line VISAR reveal the kinetics associated with the nucleation and growth of the emerging phase.

**Progress in the Shock-Ignition Inertial Confinement Fusion Concept**


Shock ignition is a two-step inertial confinement fusion concept in which a strong shock wave is launched by an intensity spike at the end of the laser pulse to ignite the compressed core. Parametric plasma instabilities such as stimulated Brillouin scattering (SBS), stimulated Raman scattering (SRS), and two-plasmon-decay (TPD) instability are of concern for laser intensities in the range of \(3 \times 10^{15} \) to \(10^{16} \) W/cm\(^2\). The instabilities increase the back-reflection of the laser light from the target, degrading the laser-energy coupling to the capsule. They increase the fraction of the laser energy transferred to suprathermal electrons—a potential source of preheat that could reduce the final core compression. Whether or not these are harmful depends on the hot-electron temperature and the amount of laser energy that is transferred into hot electrons at high laser intensities. The objective of this work is to study the coupling of laser energy from high-intensity beams into a spherically imploding capsule and the laser–plasma instabilities at shock-ignition–relevant laser intensities.

The targets were 34- to 36-\(\mu\)m-thick, 430-\(\mu\)m-outer-radius, deuterated plastic shells coated outside with a 0.1-\(\mu\)m layer of aluminium and filled with D\(_2\) gas with a pressure of \(\approx\)25 atm. The capsules were imploded using 40 of the 60 OMEGA beams with a low-adiabat pulse shape with \(\approx\)3.6 kJ of UV laser energy and phase plates. The beams were repositioned to achieve improved illumination uniformity. The blue curve in Fig. 128.65(a) shows the drive-pulse shape. A late shock was driven by the remaining 20 beams with an \(\approx\)600-ps FWHM square-pulse shape (red curve) without phase plates. The intensity was varied by shifting the focus of the 20 beams relative to the shell’s center. Figure 128.65(b) shows a schematic for intermediate spike intensity. The foci of the 20 spike beams did not overlap at the critical density for most lens positions. The experimental observables are the neutron yield, the backscattered laser energy, the hard x-ray signal, and the neutron-rate–averaged areal density. The hard x-ray signals were measured with four channels (\(>20, >40, >60, \) and \(>80 \) keV) (Ref. 63). Areal densities \((\rho R)\) were inferred from secondary proton spectra.
Two-dimensional hydrodynamic simulations with the code CHIC are consistent with the measured areal density (see Fig. 128.66). The solid curve is from the 2-D simulation and the dashed line is from a 1-D simulation. The experimental values are noted by solid circles. The simulation values are higher because they represent the areal density at peak neutron production, whereas the experimental values are averaged over the observed neutron-production rate.

The effect on the (a) measured and (b) simulated neutron yields is shown in Fig. 128.67 for various spike-onset times. The different symbols represent various focus conditions. Implosions with only 40 drive beams (i.e., no spike beams) produced $\sim1.5 \times 10^9$ neutrons [solid line in Fig. 128.67(a)]. Adding the 20 spike beams enhanced the yield by a factor of up to 2.3, with a trend of lower yields at later times. There is no significant dependence on intensity with the total energy kept constant. A similar trend is observed in the predicted neutron yield [Fig. 128.67(b)]. The enhancement in the simulation is up to a factor of $\sim3.5$ when adding the spike beams because of the extra energy delivered to the target. The yield-over-clean ratio, defined as the measured to predicted neutron number, is about 3% to 5%.

The hard x-ray detector provides information on the hot-electron number and temperature. The hot-electron temperature was determined by fitting estimated values from the convolution of an exponentially decaying hard x-ray spectrum with the sensitivity of the different channels to the measurements in the four channels. The inferred temperature was $45\pm5$ keV for all shots without phase plates, independent of laser intensity. A low hot-electron temperature is beneficial for shock ignition since these electrons are stopped in a thin outer layer of the imploding target, augmenting the strong hydrodynamic shock. The plasma reflectivity was measured for various laser intensities. Figure 128.68 shows the measured fraction of laser backscatter energy of one shock beam for various laser intensities as a function of the spike onset. No significant variation is observed with spike onset. The reflectivity increases from $\sim8\%$ at $\sim0.8 \times 10^{15}$ W/cm$^2$ to $\sim35\%$ at $\sim8 \times 10^{15}$ W/cm$^2$. The simultaneously measured back-reflection through a neighboring drive-beam port remained constant at the level of implosions without the 20 spike beams for all beam delays and lens positions. This shows that the light from the spike beams was scattered back in a narrow cone and that there was no significant spill over into adjacent ports.
The LLNL-led HED campaigns covered four main areas of research:

1. Material dynamics and equation of state
   a. Kr Hugoniot measurements to 730 GPa
   b. Ramped compression of different materials
   c. Tin melt
   d. Powder x-ray–diffraction measurements of solid Fe and Ta to 570 GPa
   e. Hohlraum diffraction
   f. Equation of state for foams
   g. Gigabar equation of state
   h. Double pulse
   i. Dynamic and lattice diffraction
   j. Tantalum Rayleigh–Taylor experiments
   k. ICEDrive-11A/ICEHohl-11A
   l. Strength diffraction

2. High-temperature plasma opacity
   a. High-temperature plasma opacity experiments on OMEGA and OMEGA EP

3. Hydrodynamics
   a. Short-pulse, UV backlighting development for the NIF
   b. Backlighting experiments on OMEGA

4. X-ray source development and application
   a. Iron K-shell x-ray source development
   b. Solar-cell electrostatic discharge

This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.

**National Ignition Campaign Experiments**

**Characterization of Long-Pulse, High-Resolution-Laser–Produced Backlighters**

Principal Investigator: R. Tommasini

In FY10 we characterized short-pulse bremsstrahlung backlighters produced by 10-ps, 1\(\omega\) laser pulses from the OMEGA EP laser. Using these pulses, we successfully dem-
Demonstrated Compton radiography of direct-drive implosions of spherical-shell and cone-in-shell targets. The cone-in-shell targets are of interest for fast ignition.

In FY11 we characterized long-pulse Bremsstrahlung backlighters produced by 100-ps, $3\omega$ laser pulses from the OMEGA laser. These x-ray sources are of interest for the earliest implementation of Compton radiography on the NIF. The backlighters were produced by overlapping up to 18 100-ps, $3\omega$ OMEGA laser beams with a total power $\sim$8 TW to match or exceed single NIF $3\omega$ quad intensities onto 300-$\mu$m-long, 10-$\mu$m-diam Au microwires.

The conversion efficiency of the backlighters, into 70- to 200-keV x rays, was measured using an annular step-wedged filter hosted in the custom-built Compton radiography snout (CRS). Figure 128.69 shows a comparison of the conversion from $1\omega$, 10-ps- (dots) and $3\omega$, 100-ps- (squares) laser-produced, 10-$\mu$m-diam Au backlighters. This target gives conversion efficiencies between $1 \times 10^{-5}$ and $3 \times 10^{-5}$, in the available intensity range $3 \times 10^{16}$ to $1 \times 10^{17}$ W/cm$^2$. As observed, these conversion efficiencies are typically a factor of 7 to 10 less than for planar-foil targets and consistent with the ratio of wire area to laser-spot area. They are also $\approx 7 \times$ less than for $1\omega$ sources at the same intensity, ascribed to the $I^2$ dependence of hot-electron production. Such efficiencies at $3\omega$ should be sufficient to measure fuel areal densities and radii to 7% accuracy at 20-$\mu$m spatial scales on the NIF and to observe 20% fuel areal density and shape nonuniformities up to mode 4.

The source size of the $3\omega$ backlighters was measured by fitting experimental radiographic transmission lineouts of tungsten-carbide spheres to simulated radiographs for Gaussian-shaped sources using the spectra measured by the CRS step wedge. This method resulted in typical Gaussian FWHM source sizes of $(11 \pm 2)$ $\mu$m, in all cases close to the diameter of the Au wires. The pulse durations were inferred from an x-ray streak camera measuring the emission from Au in the spectral region above 3 keV to be $100 \pm 5$ ps.

**4$\omega$ Thomson Scattering**  
Principal Investigator: S. Ross

The 4$\omega$ Thomson-scattering measurements were made from foil (shown in Fig. 128.70) and hohlraum targets to determine plasma conditions. Figure 128.71 shows the measurement of Thomson scattering from the ion-acoustic wave (ion feature) and the electron-plasma wave (electron feature) resonances using a 4$\omega$ probe beam from a CH-foil target. From the scattered spectra, the electron density, temperature, plasma flow velocity, and ion temperature are measured.

Measurements from foil targets produced excellent data. Hohlraum targets proved more difficult because of the complex target geometry, which produced increased background and
inhibited probe-beam propagation. The Thomson-scattering diagnostic was activated successfully, and the measurements made from foil and hohlraum targets will be used to improve experimental and diagnostic design for upcoming experiments planned for FY12.

**Neutron-Induced Backgrounds for ARIANE**  
Principal Investigator: V. A. Smalyuk

X-ray imaging instruments will operate in a harsh ionizing radiation background environment on implosion experiments at the NIF. These backgrounds consist of mostly neutrons and gamma rays produced by inelastic scattering of neutrons. The experiment was designed to measure these backgrounds generated in some of the components of x-ray framing cameras used in the ARIANE imaging system: phosphors, fiber-optic plates, and T-MAX 3200 film. The experiment consisted of six implosions with 1.5-mm-outerdiam, 4-μm-thick glass shells filled with 5 atm of DT gas, driven with 60 OMEGA beams with a total UV energy of ~28 kJ. Measured DT neutron yields were in the range from ~3 × 10^13 to ~4 × 10^13. Fiber-optic plate samples were coated with five different phosphors (P-11, P-20, P-43, P-46, and P-47) and placed in the OMEGA target chamber at ~21 and ~42 cm from target chamber center. Neutron-induced background signals were detected on T-MAX 3200 film. Figure 128.72 shows an example of the film data, with measured backgrounds in P-43 phosphor, fiber-optic plate, and film (lighter area) and with film only (darker area). Figure 128.73(a) shows the background intensity as a function of DT neutron exposure measured in P-43 phosphor, fiber-optic plate, and film (diamonds with exponential fitting shown with a solid curve) and in film only (triangles with exponential fitting shown by a dashed curve). Figure 128.73(b) shows background intensity in a fiber-optic plate with a film (diamonds) and in film only (triangles). Measured total backgrounds in samples with P-11, P-46, and P-47 phosphors were similar, with ~50% generated in film, ~20% in fiber-optic plates, and ~30% in phosphors. The
total backgrounds generated in both P-20 and P-43 phosphors were about a factor of 1.5 larger than in samples with P-11, P-46, and P-47 phosphors. Based on these measurements, the maximum peak signal is predicted to be about $5 \times$ higher than the background for an ARIANE framing camera using P-11 phosphor and film for NIF shots with DT yields of $4 \times 10^{16}$. Such a background will be manageable when measuring the shape of the implosion core.

**Thermal-Conductivity Measurements at a Heated CH/Be Interface by Refraction-Enhanced X-Ray Radiography**

Principal Investigator: Y. Ping

A new series of campaigns are aimed at thermal conductivity measurements at the CH/Be interface under conditions relevant to the NIC target design, where the Be is a surrogate for DT. A novel technique, refraction-enhanced slit projection x-ray radiography, was successfully implemented to measure the evolution of the density profile at a cylindrical CH/Be interface, which was isochorically heated by Ag, L-band, 3-keV radiation. High-quality radiographs enabled us to determine the density gradient near the CH/Be interface from the fringe contrast with 2-μm-level accuracy, from which the thermal conductivity will be inferred (Fig. 128.74). In addition to the expected density evolution caused by thermal conduction, counter-propagating shock and rarefaction waves were also observed and their velocities were measured simultaneously. The multiple observables with the same diagnostic will strongly constrain the equation of state (EOS) of CH/Be and the temperatures after heating. A technical paper based on this
campaign has been published, data are being analyzed to benchmark the transport models in NIC design codes. In FY12 this experimental design will be extended to include cryogenic cells for measuring thermal conductivity of $D_2$, which is critical for assessing hydro-instability margins during ICF implosions.

**18-keV X-Ray Thomson Scattering of Shock-Compressed Beryllium and Aluminum**

Principal Investigator: T. Ma

The accurate characterization of material properties under extreme conditions is an important issue for understanding high-energy-density states of matter. We performed two experiments on OMEGA in FY11 in which spectrally resolved x-ray Thomson scattering at 18 keV was used to determine the electron density and temperature of shocked Be and Al. Targets of 125-μm solid beryllium and aluminum were shock compressed to high density ($>3\times$ solid density) using nine beams with a total energy of 4.5 kJ in a stacked 1-ns or 3-ns configuration. SG4 distributed phase plates were used to achieve a smooth 800-μm focal spot, yielding a total drive intensity of $3 \times 10^{14}$ W/cm$^2$ on the sample.

The materials were probed in the noncollective scattering regime using Mo 2-1 line radiation x rays at $\sim$17.9 keV. In the first portion of the campaign (BeXRTS-11A), the scattering angle was held constant at 90°, while scattering was performed on undriven and driven Be and Al.

In the case of beryllium scattering, both the driven and undriven cases showed, as expected, depressed elastic scattering attributed to the fact that the ionization potential of Be electrons is less than the Compton energy $\sim$600 eV. Fits to the ratio of elastic to inelastic peaks for the undriven data gave a Z of $\sim$1.5 to 2 [see Fig. 128.75(b)], in agreement with Ref. 67. In the case of Al, the unshifted Rayleigh scattering increased when driving the Al sample, attributed to increased disorder in the heated lattice [see Fig. 128.75(c)]. It was found that the ratio of the elastic to inelastic scattering features in the shocked Al were very sensitive to the ionization potential of the L-shell electrons (when Compton energy $>\,$ionization potential of L-shell electrons, these electrons contribute in the same way as free electrons, and only the two K-shell electrons will Rayleigh scatter).

For the last series (BeXRTS-11B), Mo 2-1 line radiation was again employed as an x-ray probe while the scattering angle was varied from 25° to 155° (Compton energy from 60 eV to 1.2 keV). This allowed us to assess the sensitivity to continuum lowering and measure the angularly resolved strength of the static structure factor. Experimental data were found to corroborate the code predictions: at smaller scattering angles, the Compton feature was merged into the Rayleigh, while the relative strength of the inelastic feature grows at a higher scattering angle.

**High-Resolution Measurements of Velocity Nonuniformities Created by Microscopic Perturbations in NIF Ablator Materials**

Principal Investigator: P. M. Celliers

This campaign focused on three aspects of NIF ablators: (1) continue the survey of NIF Rev5 Ge-doped CH samples (seven shots), (2) continue the survey of diamond samples near the melt curve (two shots), and (3) perform the first test measurements of double-shocked diamond samples (two shots). For the CH samples we also tested a simplified target design in which the shock was transmitted from the ablator directly into the fused-silica window instead of the polymethylmethacrylate (PMMA) layer that was used in previous designs. The results showed that the shock-front reflectivity in the fused-silica window is too low to produce high-quality data, so future designs will continue to use the PMMA layer to capture the shock-front nonuniformities. The two single-shock experiments on diamond samples were designed to probe into the shock-melt region (about 600 GPa), and the results confirmed that partial shock melting produced much smoother shock fronts than lower-amplitude shocks that do not melt the sample. Finally, the two shots on double-shocked diamond were performed to test the drive and measure timing information in preparation for a more-extensive future series. On the first shot, the second-shock overtake was clearly observed (Fig. 128.76); however, the probe was synchronized too early to capture the second-shock overtake event. For the second shot, the probe was adjusted to capture the data just after the second shock overtook the first. On this shot we recorded the first data on shock-front perturbations from double-shocked diamond. This information will be used to design a more-comprehensive future campaign to assess diamond ablators up to the second shock level.

**X-Ray Thomson Scattering of Shock-Compressed Beryllium on OMEGA EP**

Principal Investigator: A. Pak

This year, two shot days with a total of ten laser shots were used to study laser-shock-compressed beryllium using noncollective x-ray Thomson scattering (XRTS) on OMEGA EP. The primary goal of the first series of this campaign (EPXRTS-11A)
was to develop a suitable experimental platform to study laser-shock–compressed matter with XRTS. Four laser shots were taken to test two scattering targets and two drive conditions. Only one of the scattering targets produced a scattering signal (shown in Fig. 128.77). The goal of the second shot day (EPXRTS-11B) was to use noncollective XRTS at two scattering angles to measure the change in the temperature of the shocked beryllium as the laser’s drive-pulse shape was changed from a super-Gaussian shape to a ramped-adiabatic shape. Again four shots with two scattering targets were taken, but a clean scattered spectrum was not measured from this campaign. It is thought that a change in laser-beam configuration prevented the successful scattering target from EPXRTS-11A from producing a scattered signal. The second scattering target, which was modified to reach smaller scattered angles, allowed
for unscattered x rays to reach the detector, preventing a clean scattered signal from being measured.

**Pb Hohlraums**

Principal Investigator: S. Ross

A comparison of Pb and Au hohlraums shows very similar performance for three shaped laser pulses. The point design for laser inertial fusion energy (LIFE) targets relies on Pb as the primary hohlraum material. Lead and gold hohlraums are predicted to have similar performance and are the first measurements to validate those predictions. The hohlraum performance was measured using Dante to determine the hohlraum radiation temperature (Fig. 128.78) and a full-aperture backscatter station (FABS) to measure the backscattered energy. Both diagnostics show no measurable difference between Pb and Au.

Neutron yield (shown in Fig. 128.79) was also used to assess hohlraum performance, and again Pb and Au hohlraums produced very similar results. These experiments are a successful first step in validating Pb as a viable hohlraum material for a LIFE point-design target.
Surrogate Mix Targets with Dual Backlighting  
Principal Investigator: D. Farley

On 13 January 2010 a half day was devoted to OMEGA experiments to test two-color radiography of surrogate mix samples as a means of assessing both density and concentration. The backlighters and surrogate-mix materials were paired so that the backlighter resonance line energies straddled the K edge of one material, while both energies stayed either below or above the K edge of the other material. One type of surrogate mix target used Cu and Ge thin foils mounted on a CH block, which was backlighted separately by Cu (8.4 keV), Ge (9.6 keV), or Zn (9.0 keV) backlighter materials (see Fig. 128.80). This type of surrogate-mix target simulates dopant levels at peak velocity for Ge- and Cu-doped plastic capsules. The other type of surrogate-mix target consisted of Si and Ge foils mounted on the same-sized block of CH to simulate Si and Ge dopants in a CH capsule, paired with Cu and Zr backlighters. Since Zr helium-like emission peaks at $\approx 16.4$ keV, it should transmit through Si-doped CH slightly better than Ge-doped CH with no noticeable transmission difference in the overlapped Si/Ge foil region, but there should be an observable change in transmission in the Si/Ge (or Cu/Ge) 100-$\mu$m overlapped region for the 8.4-keV Cu backlighter emission. Therefore, comparison of the transmission profiles of the two backlighters would provide an indication of mix width; however, the Zr laser–to–x-ray conversion efficiency will be quite low.

C. Reverdin and F. Girard from CEA assisted in these experiments by providing diagnostic support for their CEA x-ray crystal spectrometer (XCCS), which had the spectral range to cover the Zr emission up to $\approx 17$ keV. A collection of spectra from the XCCS spectrometer is shown in Fig. 128.81. From this spectral result, the Zr conversion efficiency was estimated at 0.04\%, at least 10\% lower than for Cu. The transmission profile for the Cu backlighter through the simulated mix sample was as expected. Further work is needed to determine the best dopant–backlighter pairing, but clearly we would have preferred a lower Z such as As or Se, if feasible.

High-Energy-Density Experiments

1. Material Dynamics and Equation of State

Kr Hugoniot Measurements to 730 GPa  
Principal Investigator: J. R. Rygg

Experimental measurement of the Kr Hugoniot was extended up to 730 GPa by launching shocks into Kr samples precompressed in diamond anvil cells to $\approx 0.5$ GPa (see Fig. 128.82). VISAR (velocity interferometer system for any reflector) and SOP (streaked optical pyrometer) measurements of the Kr shock front in comparison to concomitant measurements in quartz were used to infer pressure, density, reflectance, and temperature of shocked Kr. In addition, Hugoniot measurements on solid CO$_2$ precompressed to 1.0 GPa were compared to previous liquid CO$_2$ measurements to infer Gruneisen $\Gamma$ of 0.5 and isochoric specific heat of 4.0 kg/atom for CO$_2$ $\rho$, $T$ of 4.5 g/cc, 4 eV.

Ramped Compression of Different Materials  
Principal Investigator: R. Smith

The goal of this experiment (RampComp-11A) was to measure the stress–density response of a nanodiamond step target through an indirect-drive ramp-compression technique. As shown in the inset of Fig. 128.83, the target geometry consists of an Au hohlraum with a multistepped diamond sample attached to the back. The target was aligned on the H7–H14 axis on OMEGA. Fifteen beams with 300-$\mu$m elliptical phase plates inserted into the beamlines were focused onto the inner walls of the hohlraum. We used a 3.5-ns ramp-laser profile (RM3502) to generate a time-dependent x-ray temperature, which translates into a ramped longitudinal stress wave propagating through the stepped diamond (30/35/40/45-$\mu$m) target. The primary diagnostic was the ASBO (active shock breakout) (VISAR), which records the free-surface velocity as a function of time, $u_{fs}(t)$, for each step. Following a Lagrangian sound speed analysis the stress–density response is calculated from the $u_{fs}(t)$ record.
Figure 128.81
Collected spectra from TwoColorBL experiment backlighters, scaled by laser energy that was applied to each foil material. CEA XCCS spectrometer was used.

Figure 128.82
Previous experimental measurements of the Kr Hugoniot (blue dots) reached 87 GPa. In FY11, the OMEGA laser was used to extend the range to 730 GPa (red diamonds). The Kr shock pressure and density were inferred by shock-velocity measurements impedance matched to a quartz standard.

Figure 128.83
Stress–density response of a 200-nm-grain-size nanodiamond sample (red curve). This is an average of seven shots from the RampComp-11A series. Also shown are previous ramp compression data from Bradley on microdiamond and static measurements from Occelli. Shown as an insert is the target geometry for the RampComp-11A shot series.
and shown as the red curve in Fig. 128.83. Also shown are previously reported ramp-compression data of Bradley, on micrograin data and statically compressed data of Occelli.

The goal of the second day of this experiment (RampComp-11B) shots was to measure the stress–density response of a Ta step target through an indirect-drive ramp-compression technique. As shown in the inset of Fig. 128.84, the target geometry consists of a Au hohlraum with a multistepped Ta sample (with 20-μm diamond ablator) attached to the back. The target was aligned on the H7–H14 axis on OMEGA. Fifteen beams with 300-μm elliptical phase plates inserted into the beamlines were focused onto the inner walls of the hohlraum. We used a 3.5-ns ramp-laser profile (RM3501) to generate a time-dependent x-ray temperature, which translates into a time-dependent ablation of a 20-μm diamond ablator. This results in a ramp longitudinal stress wave propagating through the stepped Ta (6/8/10/12-μm) target. ASBO (VISAR) records the \( u_0(t) \) for each step (Fig. 128.84). On the RampComp-11B series, we conducted seven shots in a half day. Using a Lagrangian sound-speed analysis technique, we can extract the stress–density response of Ta to 3 Mbar. These data are currently being prepared for publication.

The goal of the third shot day (RampComp-11C) was to measure the stress–density response of Fe through an indirect-drive ramp compression technique. The target geometry consists of a Au hohlraum with a multistepped diamond sample attached to the back. The target was aligned on the H7–H14 axis on OMEGA. Fifteen beams with 300-μm elliptical phase plates inserted into the beamlines were focused onto the inner walls of the hohlraum. We used a composite laser pulse shape with six beams in the RR1901 pulse shape to launch a 70-GPa shock into the sample followed 2 ns later by nine beams with the RM4002 pulse shape to ramp compress to \( \pm 300 \) GPa. The time-dependent laser power results in a time-dependent longitudinal stress wave propagating through the Fe. Following a Lagrangian sound speed analysis, the stress–density response is calculated from the \( u_0(t) \) record and shown as the red curve in Fig. 128.85. Also shown are previously reported shock-compression and static measurements from Dewaele and Dubrovinsky.

**Figure 128.85**

Stress–density response of Fe (blue curve). This is an average of six shots from the RampComp-11C series. Also shown are previous shock-compression data and static measurements from Dewaele and Dubrovinsky.

### Tin Melt

Principal Investigators: J. M. McNaney and A. Lazicki

During the April 2011 tin-melt campaign, we shocked and/or ramp compressed tin prepared in diamond–tin–diamond or diamond–tin–LiF sandwiched targets, while measuring particle velocities, powder x-ray diffraction, and temperature using the VISAR, powder x-ray diffraction image plate (PXRDP), and SOP diagnostics. One purpose of the campaign was to probe for high-pressure solid crystalline phases using pure ramp compression in order to extend the solid equation of state to higher pressure, and to look for new phase transitions. We were able to exceed 200 GPa on multiple shots, and we see a shift
in the dominant diffraction peak and the appearance of new features, indicating a phase transition (Fig. 128.86, compared with known diamond anvil cell results\(^7\)). The second purpose of the campaign was to begin exploration of the tin melting curve by creating a pulse shape that would shock-melt tin followed by a ramp compression back across the melting curve, measuring x-ray diffraction at the end of the ramp to confirm recrystallization. We succeeded in generating a shock followed by a ramp to the desired pressures and observed a plateau in the velocity profile consistent with a phase transition such as recrystallization (Fig. 128.87). We also observed x-ray diffraction features that appeared crystalline, indicating that the phase boundary back to the solid had been crossed within the time scale of the experiment. Work is ongoing to verify these observations and to explore the solid to higher pressures and the melting curve to higher temperatures.

**Powder X-Ray–Diffraction Measurements of Solid Fe and Ta to 570 GPa**

Principal Investigators: J. R. Rygg and J. Hawreliak

The OMEGA powder x-ray–diffraction platform was further refined in FY11 to obtain diffraction results on solid samples at pressures above Hugoniot melt, including the first detection of the highest solid–solid phase transition to date (to our knowledge) (see Fig. 128.88). Fe and Ta samples were sandwiched between a diamond pusher and window and ramp-compressed to high pressure and density using up to six beams. VISAR velocity measurements were used to infer the pressure history in the sample, and the 8.37-keV Cu–He\(_\alpha\) x-ray source, driven by ten beams, was timed to coincide with the peak pressure. The diffraction signal is collimated through a 300-\(\mu\)m-diam aperture and captured on image plate detectors. Density is inferred from the diffraction data by assuming a crystal structure, then verifying self-consistency with a best fit to density. Fe diffraction measurements were consistent with the hexagonal close packing (hcp) phase up to 570 GPa, and an extra peak observed in Ta above 340 GPa is consistent with a phase transition from the body-centered-cubic (bcc)–to–\(\omega\) phase.

**Hohlraum Diffraction**

Principal Investigator: J. Hawreliak

_In-situ_ x-ray diffraction (XRD) provides a unique measurement of atomic arrangement that helps us determine the materials’ lattice structure and phase, which are key components to understanding a material’s equation of state. Many scientific and programmatic objectives will use XRD as a means of understanding the high-pressure state. The current materials platform on the NIF will use a hohlraum drive to load the sample. Our current diffraction techniques may not be compatible with a hohlraum drive or other planned high-pressure materials experiments on the NIF and OMEGA. The objective of this experiment (HohlDiff 11A) is to test an energy-dispersive dif-
fraction technique on the OMEGA EP Laser System, which may be compatible with a hohlraum drive.

The energy-dispersive diffraction technique uses a fixed experimental geometry, with a broadband x-ray source. The relative angle between the x-ray source and detector fixes the angle $\theta$ in the Bragg equation $\lambda = 2d \sin \theta$. Then peaks in the scattered energy will correspond to lattice plane spacing $d$. This technique has the advantage that the detector can be remote from the sample and x-ray source, and because the energy spectrum of the drive can be measured separately, it can be spectrally separated from the diffraction signal. We used the L- and M-shell emission from a cocktail backlighter source to generate a quasi-broadband x-ray spectrum and used the single-photon–counting diagnostic on the OMEGA EP Laser System as our energy dispersive detector.

Figure 128.89 shows the energy-corrected scattering data from the experiment. The black line is the backlighter when there is no target sample. The low-energy signal suggests we need to better isolate the region viewed by the detector. The remaining three traces are different shots using different backlighter energies and filtering on the detector. There is a very strong peak at $\sim 6.4$ keV, which is most likely caused by the fluorescence of the iron target sample. There are weaker peaks that begin to fall into the signal to noise, which are consistent with x-ray diffraction. We can use these results from the current configuration to determine a better experimental configuration that will yield higher diffracted photons on the detector.

**Equation of State for Foam**

Principal Investigator: J. Hawreliak

Low-density foams are currently being used and will continue to be used as materials in complex integrated experiments to model astrophysical phenomena, particularly for the formation and growth of density-driven hydrodynamic
instabilities. The shock response of the low-density foam is very important to the modeling, developing, and interpretation of these experiments. While velocimetry techniques have been used to measure the shock speed in transparent foams, there is a programmatic and scientific need to get a Hugoniot equation of state in opaque carbon-based foams. To do this, we will use in-situ radiography to measure the shock speed and shock density along with the Hugoniot conservation relations to determine the EOS.

The experiment used 16 beams to generate a Ti K-shell backlighter and four stacked beams to generate an ~10-ns drive. When the shock propagated 10 ns into the target, we recorded multiple radiographs over 1 ns using an x-ray framing camera. Figure 128.90(a) is a VISRAD representation of the experiment.

Unfortunately, because of the hot temperatures, we were only able to get two shots, but the data shown in Fig. 128.90(b) are of excellent quality. The data are currently being analyzed but a first calculation of the shock speed is ~20 km/s.

**Gigabar Equation of State**

Principal Investigator: J. Hawreliak

The HEDP regime is where the energy density of a system is comparable to the binding energy density of a hydrogen molecule, i.e., ~1 Mbar. We can define an atomic unit of pressure in the same fashion as the ground-state energy density of a hydrogen atom, which is ~300 Mbar. As we approach the atomic unit of pressure, we would begin to expect the core and inner shell electrons to be perturbed by the applied pressure. This will lead to novel chemistry and interesting science at high pressures. To achieve these high pressures, we used a convergent spherical geometry. Unlike a planar target, the applied shock pressure increases in strength as it approaches the center.

The experiments performed on the OMEGA laser used 40 beams on the P6–P7 axis in a hohlraum to indirectly drive a converging shock into a spherical capsule of polyacrylamide (PAM). Two backlighters were used to investigate the shock wave in the solid capsule. A gated framing camera on the P6–P7 axis was used to capture images, while an x-ray streak camera recorded a time-resolved radiograph on the axis of the capsule. Figure 128.91(a) shows a VISRAD view of the target configuration. In this configuration we can measure the equation of state by getting two points on the Hugoniot, the shock speed from the time-resolved measurement, and the density from the radiograph.

![Figure 128.90](image-url)

Figure 128.90

(a) A VISRAD model of the experiment from a TIM-4 view; (b) a radiograph taken using an XRFC on TIM-4.

The experiments performed on the OMEGA laser used 40 beams on the P6–P7 axis in a hohlraum to indirectly drive a converging shock into a spherical capsule of polyacrylamide (PAM). Two backlighters were used to investigate the shock wave in the solid capsule. A gated framing camera on the P6–P7 axis was used to capture images, while an x-ray streak camera recorded a time-resolved radiograph on the axis of the capsule. Figure 128.91(a) shows a VISRAD view of the target configuration. In this configuration we can measure the equation of state by getting two points on the Hugoniot, the shock speed from the time-resolved measurement, and the density from the radiograph.

Figure 128.91(b) shows radiograph images of the shock wave in the capsule at two different times. These images were taken after the drive beams were turned off because of the x-ray signal from the hohlraum overwhelming the radiograph.
signal. We see clear evidence of the shock wave propagating into the capsule, so while analysis is ongoing, we estimate the shock speed to be 80 km/s.

**Double Pulse**
Principal Investigators: B. R. Maddox and A. Comley

The goals of this campaign were to measure the sensitivity and the modulation transfer function (MTF) of the x-ray framing camera at 8 keV and 22 keV and to measure the conversion efficiency of a Cu microflag x-ray source using a 100-ps UV pulse. To measure the sensitivity of the x-ray framing camera (XRFC), we used Cu and Ag backlighters and placed filters in front of both the HERIE detector (on TIM-13) and the XRFC (on TIM-10). The filters consisted of a Ta mask and sets of filter steps placed over holes machined into the Ta mask. For the Cu shots, the filters were Cu and Al steps, and for the Ag shots, the filters were Ag and Ta steps with an additional Mo/Pd Ross pair. For the resolution tests, targets consisted of double-ended Au resolution grids aimed at TIM-13 and TIM-10, which were backlit using 5-μm-thick Cu and Ag microflags. After a slow start and an issue with one of the Target Viewing System shutters, we were able to obtain high-quality data on all shots, resulting in data that will be used to calculate the sensitivity and resolution of the XRFC at 8 and 22 keV. Figure 128.92 shows a sample image from shot 10050 of the Au grid projected onto a single-strip XRFC using a 22-keV Ag backlighter. We also obtained very good conversion efficiency data using the single-photon–counting (SPC) camera for the 100-ps UV pulse, finding that the conversion efficiency (CE) at 8 keV was only a factor of 2× lower than that using a 1-ns UV pulse, with CE = 3.5 × 10⁻³ for the 100-ps UV pulse.

**Lattice Dynamics and Dynamic Diffraction**
Principal Investigator: B. R. Maddox

The goal of these campaigns was to develop Bragg diffraction using a petawatt backlighter and to study single-crystal Mo shock compressed along the [111] direction using angle-dispersive Bragg diffraction. These campaigns produced a significant improvement in the quality of Bragg diffraction obtained using a petawatt backlighter, primarily because of the high-quality surface polish conducted at LLNL to remove a thick layer of damage from the rough manufacture polish.
and also a new improved beam block design. Bragg diffraction requires one to block the x rays directly from the x-ray source while letting the diffracted x-rays pass. In these experiments the backlighter was a 250-μm-diam, 12-μm-thick Mo foil driven by the OMEGA EP backlighter beam, defocused to 200 μm and using a 100-ps pulse length. The new beam block design is specially shaped to avoid exposed corners, which can produce strong self-emission. The new design is also much closer to the x-ray source, effectively blocking all of the direct x rays while allowing one to use the Target Viewing Systems (xTVS and yTVS) for positioning. A representative diffraction image is shown in Fig. 128.93. Observed in this image are the diffraction lines from the shocked lattice and the unshocked lattice in front of the shock wave. The strong lines are diffraction 17-keV Mo Kα x rays while the faint lines are diffracted Kβ x rays. Data spanning all three campaigns resulted in shock-compressed Mo data from 10 GPa to 40 GPa. A transition from elastic compression to plastic flow was observed at ~15 GPa. The diffraction data have been analyzed to extract the yield stress and the von Mises stress. We also observed plastic relaxation times <1 ns above 15 GPa. These results are currently being prepared for publication.

**Tantalum Rayleigh–Taylor Experiments (ICETaRT)**

Principal Investigator: H.-S. Park

The goal of the ICETaRT campaigns is to measure dynamic properties of solid-state tantalum (Ta) under high pressures (>1 Mbar) and high strain rates (10⁶ to 10⁸ s⁻¹). We achieve quasi-isentropic high-pressure conditions by using a unique reservoir–gap–sample configuration, where the sample materials stay well below the melting temperature while they are plastically deforming under high pressure, as shown in Fig. 128.94. This year’s campaign studied tantalum material strength properties under these conditions by measuring the growth attributable to the Rayleigh–Taylor (RT) instability in accelerated samples containing a preimposed sinusoidal ripple. We obtained two types of data from each set: drive measurement using the VISAR and face-on radiography using the 20-keV Ag Kα backlighter via the OMEGA EP short-pulse laser. We have obtained a series of successful radiographs over these campaigns. The radiometrics of the Ta stepped data are carefully analyzed to derive the ρAZ of the ripple growth. The growth factor GF is then defined to be

\[
GF = \frac{(\rho AZ)_{\text{driven}}}{(\rho_0 AZ_0)_{\text{undriven}}} \cdot \text{MTF},
\]  

where \(\rho_0\) and \(AZ_0\) are initial density and ripple amplitude, respectively, from the pre-shot metrology and MTF is the modulation transfer function measured by the knife edge. Figure 128.95 shows the ripple growth factor as a function of time from the 50-μm-wavelength samples. The simulation results from various material-strength models are also plotted in Fig. 128.95. Note that only the multiscale model fits the data well, which attempts to connect atomistic level behavior to the continuum-level plastic flow using density functional theory, molecular dynamics, dislocation dynamics, and continuum simulations to calculate yield strength. The details of this model are described in Ref. 74.

Flow stress is the stress that is needed for the metal material to flow plastically at a given loading condition and state. The inferred average flow stress using the multiscale model, averaged over the sample with \(e^{-kz}\) weighting (where \(k = 2\pi/\lambda\) and \(z\) is the depth into the foil), is ~60 kbar, which is ~8× higher than the Ta ambient flow stress of 7.7 kbar. We find that the flow...
stress is largest when the strain rate is the largest, indicating that the strain-rate hardening is a dominant factor. From the pressure-dependent shear modulus calculation, the pressure hardening is about a factor of 2, with the remaining factor of 4 because of strain-rate hardening. This result has been submitted and accepted for publication.  

The FY11 campaign also completed a study of the Ta grain-size effect on the strength under high-pressure and high-strain-rate conditions. While there are many strength measurements of Hall–Petch grain size scale at ambient conditions, neither previous theory nor experimental measurements under high-pressure dynamic conditions exist. We fabricated three different types of targets that have average grain sizes of 92 μm, 15 μm, and 0.25 μm as shown in Fig. 128.96(a). The face-on radiography data are analyzed in a similar fashion as described above, and the normalized growth factor versus the average grain size is plotted in Fig 128.96(b). The conventional understanding is that the yield strength is stronger with smaller grain sizes known as the Hall–Petch effect and is formulated by $\sigma = \sigma_0 + kD^{-1/2}$, where $\sigma$ is the yield strength, $D$ is the average

Figure 128.94
ICETaRT experiment configuration for an OMEGA/OMEGA EP joint shot. We take two types of data on each set: drive data using the VISAR and face-on radiography using the OMEGA EP–generated high-energy backlighter.

Figure 128.95
Ta Rayleigh–Taylor growth factors as a function of time. The data points are noted as the blue squares. Various material-strength model predictions are plotted.
grain-size diameter, and $\sigma_0$ and $k$ are characteristic coefficients for different materials. This relation is known to hold for many materials. This is because the dislocations, whose mobility quantifies the strength, are pinned against the grain boundary, restricting their mobility. We consider two postulations of why we see no Hall–Petch effect: (1) In our experiment, the dislocations have not moved to the grain boundaries at our times scale of $\leq 100$ ns; and (2) the work hardening is a dominant factor rather than the grain-size hardening. Our experimental results will be submitted for publication in Nature Materials.

**ICEDrive-11A/ICEHohl-11A**

Principal Investigators: M. May and A. Comley

The ICEDrive-11A and ICEHohl-11A campaigns were conducted at the Omega Laser Facility as part of the ramped-drive platform development required for the tantalum-strength Rayleigh–Taylor experiment on the NIF. Both half-day campaigns were fielded on the same day and used the 2.5-scale indirect-drive platform developed in the ICETaRT series of experiments, with slight variations in the drive package designed to address various issues as described below.

The ICEDrive-11A target packages are shown in Fig. 128.97. The hohlraum drive is incident on the beryllium ablator shown in the figure. The BrCH (and foam layers if applicable) constitute the reservoir that releases across the gap, thereby generating a ramped pressure wave at the tantalum layer. The ramp drive is characterized using VISAR and SOP. The ICEDrive-11A experiments were designed to test VISAR measurement handoff from thin (100-μm) LiF to thick (1-mm) quartz at pressures of $>2$ Mbar (a key component of the NIF 5-Mbar drive target designs), test two-layer reservoir foam repeatability, provide further experience with diagnosing the drive through a releasing LiF reservoir, and provide a reference drive shot for the ICEHohl-11A experiments later in the day.

All six target shots returned good data from primary diagnostics VISAR, Dante, and SOP. The peak drive $T_r$ measured from Dante is currently higher than previous campaigns by 3 to 8 eV. The drive (deviating in the opposite direction), as measured by VISAR, is lower by $\pm 15\%$.

The ICEHohl-11A target packages are shown in Fig. 128.98. The ICEHohl-11A experiments had two objectives. First, in the tantalum strength Rayleigh–Taylor experiment (ICETaRT), a plastic (CH$_2$) heat shield was placed over the front of the tantalum sample to insulate it from the heating effects of the unloading reservoir. The ability of CH$_2$ to act as a thermal insulator to the stagnating plasma in a planar geometry was
### Type D1
- **NIF $T_c / T_{melt}$ match**
  - Be, 25 μm
  - 12.5% BrCH, 50 μm
  - 500-mg/cc CRF, 50 μm
  - 500-mg/cc CRF, 100 μm
  - 400-μm gap
  - Ta, 10 μm
  - LiF 100 μm
  - LiF 1000 μm

**Quantity**: 2

### Type D2
- **>2-Mb ramp**
- **High Pressure on Qz**
  - Be, 25 μm
  - 12.5% BrCH, 50 μm
  - 500-mg/cc CRF, 50 μm
  - 500-mg/cc CRF, 100 μm
  - 400-μm gap
  - Ta, 10 μm
  - LiF 100 μm
  - Qz
  - AR coating important

**Quartz is in the z direction (001)**

**Quantity**: 2

### Type D3
- **Reference plasma drive**
  - Be, 25 μm
  - 12.5% BrCH, 200 μm
  - 400-μm gap
  - 150±25-μm gap between Ta layers
  - Ta, 50 μm
  - Ta, 10 μm
  - LiF 1000 μm

**Quantity**: 2

---

### Type H1
- **One vacuum hohlraum**
- **One gas-filled hohlraum**
  - Be, 25 μm
  - 12.5% BrCH, 200 μm
  - 400-μm gap
  - Ta, 50 μm
  - Ta, 10 μm
  - LiF 1000 μm

**Quantity**: 2

**SRF**: 32912, 33584

### Type H2
- **Gas-filled hohlraum**
  - Be, 25 μm
  - 12.5% BrCH, 200 μm
  - 400-μm gap
  - Ta, 10 μm
  - CH₂, 15 μm
  - Ta, 10 μm
  - LiF 1000 μm

**Quantity**: 2

**SRF**: 33585, 33586

### Type H3
- **Vacuum hohlraum**
  - Be, 25 μm
  - 12.5% BrCH, 200 μm
  - 400-μm gap
  - CH₂, Ti
  - CH₂, T2

**Heat-shield thicknesses**
- T1/T2
- H3A: 15/20 μm
- H3B: 5/10 μm

**Ti flash coating**

**Quantity**: 1 each

**SRF**: 33561(H3A), 33583(H3B)

---

**Figure 128.97**: ICEDrive-11A target packages.

**Figure 128.98**: ICEHohl-11A target packages.
demonstrated (H3 target in Fig. 128.98) using streaked optical pyrometry. No thermal burnthrough was observed, in agreement with tabular electron-conductivity values.

The second objective was to test the performance of gas-filled hohlraums, particularly with the goal of mitigating late-time shock formation caused by hohlraum stagnation and late-time Tr effects. We tested three neopentane-filled hohlraums, with nominal gas pressures of 26, 129, and 180 Torr. It was found that the timing of the late-time shock could be influenced by the choice of gas fill. With increasing gas-fill pressure, the late-time shock was observed to arrive earlier: the shock time measured relative to the start of the initial ramp for the 180-Torr case was seen to shift ~4 ns earlier compared to the 129-Torr case.

**Strength Diffraction**  
Principal Investigator: B. R. Maddox

The goals of this campaign were to study single-crystal Ta shocked along [001] using Laue diffraction and to measure the broadband x-ray output of a 1-ns UV pulse-driven foil source to that of a 44-beam imploded CH shell source using the dual-crystal spectrometer (DCS). This campaign was also used to test a new Ta crystal target construction scheme to keep the 5-μm-thick Ta single crystals as strain-free as possible. Laue diffraction was obtained using the broadband x-ray diffraction (BBXRD) diagnostic on TIM-4. Dante was used to time the capsule implosion for precise timing between the Ta crystal drive and the x-ray bang time. The results show that the new target construction scheme using a 10-μm n-HDC ablator glued to a Ta crystal with a 40-μm-thick u-HDC tamper effectively kept the Ta crystal from warping and produced high-quality static and shocked-diffraction patterns. Figure 128.99 shows a sample diffraction pattern from one of the image plates of the BBXRD from a Ta sample driven using 20.6 J in 1 ns. Diffraction spots from the shock-compressed lattice and the unshocked lattice ahead of the shock wave are evident in the image. This particular image corresponds to a 9% difference between the longitudinal and lateral strains. High-quality data were also obtained on the broadband spectrum of a Mo-foil backlighter driven by four UV beams at maximum energy with 1-ns pulse lengths, overlapped in space and time onto a 1-mm-diam, 12.5-μm-thick Mo foil. The results showed that the broadband emission of the Mo foil in the 10- to 20-keV range was ~10× lower than that from the imploded CH-shell backlighter. Subsequent campaigns will continue to use the CH shell as the broadband x-ray source for Laue diffraction.

2. High-Temperature Plasma Opacity

**High-Temperature Plasma Opacity Experiments on OMEGA and OMEGA EP**  
Principal Investigators: R. F. Heeter, S. Chen, G. V. Brown, and R. E. Marrs

LLNL opacity research in FY11 had four main directions: First, the MBOP-11 campaign followed up on physics questions from the very successful 2009–2010 Ti opacity shots, where the observed Ti continuum opacity and 1 to 3 line opacity regions did not match code expectations. The new data using thinner samples extended this data by a factor of 4 in sample $t_L$, pushing the K-shell absorption technique to its optically thin limit. As shown in Fig. 128.100, spectral absorption line positions from charge states consistent with ~120-eV LTE sample temperatures are observed, now with 40% transmission. The new data continue to match the codes quite well, and detailed comparisons are in progress for the continuum and line-gap opacities, where disagreements with older data remain.

The second campaign, NEAHiZ-11, resumed previous work on the non-LTE x-ray emission properties of hot gold plasmas as found in hohlraums at the laser-driven “hot spots.” Shots performed in late FY11 extended earlier work to 2× lower intensity (material temperature) and the data are now being compared with simulations.
NEAHiZ-11 also supported a third line of inquiry to improve the signal/noise of gated opacity measurements. As part of the non-LTE measurements, the relative sensitivity of XRFC1 [50-ps pulse-forming module (PFM)] was compared with XRFC4 [new microchannel plate (MCP), 400-ps PFM]; the latter showed roughly 300× greater sensitivity for x rays from 250 to 1800 eV, using nearly identical snout setup and target views. The noise in both measurements is similar (therefore, not photon limited) and subsequent investigations established a signal/noise limit of 20:1 for film-based gated x-ray imaging with 60- to 100-μm spatial resolution. This ratio is limited by the film itself and not the scanner or XRFC components. The ratio may be increased by averaging over wider sections of film, or perhaps by modifying the film-developing process.

The fourth research direction was the EPOp-11 series, which successfully developed a novel short-pulse “absorption-emission” opacity platform on OMEGA EP. The initial goal was to cross-check short-pulse heated opacity measurements against similar long-pulse data (Fig. 128.101). Absorption experiments at higher densities and temperatures are possible but maintaining LTE conditions is difficult. In the FY11 experiments, the OMEGA EP sidelighter beam delivered 250 to 900 J in 100 ps with a broad focus to heat Al/Ti/Al2O3 opacity samples at 1015 to 1016 W/cm2 intensities. The OMEGA EP backlighter beam, delayed by 200 to 300 ps, delivered 800 to 1500 J in 10 ps near best focus, driving a broadband 3- to 6-keV backlighter whose x rays probed the hot, expanded opacity sample. Figure 128.100 shows K-shell x-ray absorption from L-shell Ti ions (F, O, and C-like Ti) at $T > 100$ eV. The inferred temperature is below the ~1000-eV temperatures predicted by the 1-D hydrocodes HELIOS and HYDRA. Imaging in the transverse direction shows an expansion of ~50 μm (density of ~0.05 g/cc) at the time of this measurement. A separate line of sight enabled us to take space- and energy-resolved sample emission spectra in the 250- to 1600-eV spectral band, which shows similar levels of expansion and ionization.

Figure 128.100
A Ti K-shell transmission spectrum with a 0.17-μm Ti sample. Foil expanded to 70 μm from initial 0.17 μm. Sample thickness was reduced 4× from earlier experiments, bringing K-shell features to >40% transmission. Ionization features for F, O, N, and C-like Ti indicate a temperature of 120 eV.

Figure 128.101
First Ti K-shell absorption spectrum from OMEGA EP opacity experiments. Similar charge states are seen in the OMEGA EP experiment as in the OMEGA experiment.
3. Hydrodynamics

**Short-Pulse, UV Backlighting Development for the NIF**
Principal Investigator: V. A. Smalyuk

High-energy-density complex hydrodynamics experiments on the NIF require short-pulse–backlighting capability. Experiments on the OMEGA EP laser tested the short-pulse, UV beam backlighting concept for the NIF. Four OMEGA EP beams were focused onto 10-μm-thick Ag wires, mounted on 300 × 300-μm-sq, 10-μm-thick polyimide foils to mimic illumination conditions of one quad on the NIF. The total laser energy was ~400 J with an ~100-ps Gaussian pulse shape and a peak laser intensity of ~3 × 10^16 W/cm². Beam mistiming was <50-ps rms and mispointing was <50-μm rms. Results were compared with ~1.2-kJ short-pulse (~100-ps) IR beam backlighting with the same Ag-wire targets, driven at an intensity of ~1 × 10^17 W/cm².

Figure 128.102 shows a measured image of the target created with Ag-wire backlighting on an image plate using the high-energy radiographic imager (HERIE) diagnostic located 50 cm from target chamber center on OMEGA EP. It consists of the Au grid used to determine magnification, a 100-μm-thick Au plate used to determine resolution, and seven Cu steps with 18-μm thickness between adjacent steps used to determine contrast and sensitivity. Areas inside and outside of the Au plate were also used to measure noise. Figure 128.103(a) shows an inferred backlighter spectrum, determined by fitting measured intensity at different Cu steps [shown as diamonds in Fig. 128.103(b)].

![Figure 128.103](image1)

(a) Inferred backlighter spectrum, determined by fitting measured intensity in Cu steps, shown in (b) with diamonds. The thick solid line shows a fit to the data assuming an exponential spectrum with temperature of 13±2 keV, presented in (a).

The solid line in Fig. 128.103(a) shows a fit to the data, assuming an exponential backlighter x-ray spectrum with a temperature of 13±2 keV. The inferred temperature was ~100× lower than in experiments with a short-pulse IR beam, while the signal intensity in areas outside the Cu steps (about 2 photo-stimulated luminescence (PSL)) was decreased by ~100×. The ~20-μm spatial resolution was similar to IR-beam experiments, while noise was ~2× higher. The short-pulse UV backlighting might be feasible for complex hydrodynamics experiments on the NIF if hohlraum x-ray backgrounds (generated by mostly hot electrons from Raman laser–plasma instability) do not exceed ~10 PSL on the image plate at 50 cm from the NIF target chamber center. The first complex hydrodynamics experiments on the NIF will measure and mitigate, if necessary, these backgrounds before radiography experiments. The next
campaign on OMEGA EP will be devoted to maximizing the x-ray backlighter signal by scanning a temporal advance of one of the beams with respect to other drive beams.

Backlighting Experiments on OMEGA
Principal Investigator: V. A. Smalyuk

Backlighting experiments were performed on the OMEGA Laser System to study the symmetry of foam balls illuminated with hohlraum x rays. Backlighter targets were driven either with short-pulse IR beams in joint OMEGA EP experiments, or with UV beams in OMEGA-only experiments. In a joint OMEGA EP configuration, 10-μm-thick Ag wires, mounted on 300×300-μm-sq, 10-μm-thick polyimide foils were irradiated with an ~1.2-kJ short-pulse (~100-ps) IR beam at a laser intensity of ~1×10^{17} W/cm². X-ray radiographs of targets were measured on image plates using the HERIE diagnostic placed ~50 cm from target chamber center with a magnification of ~50. In the OMEGA-only configuration, six OMEGA beams irradiated Ni point-projection backlighter at a laser intensity of ~1×10^{16} W/cm². Time-resolved (with ~80-ps temporal resolution) x-ray radiographs of targets were measured on a framing camera with a magnification of ~20. Experiments were very successful, producing high-quality radiographs that set up a baseline for future complex hydrodynamics experiments at the NIF.

4. X-Ray Source Development and Applications

Iron K-Shell X-Ray Source Development
Principal Investigator: K. Fournier

The X-Ray Source Development team, in collaboration with the Defense Threat Reduction Agency and researchers from the French CEA, conducted two campaigns in FY11 that developed and optimized two very different iron K-shell ~6.7-keV x-ray sources. The two sources that were studied were ultralow-density iron-oxide aerogel materials (FeOOHCl_{0.38}) and stainless-steel–lined (SS-304) cavities (see Fig. 128.104). The density of the aerogel targets ranged from 3 to 16 mg/cm³, which resulted in laser-created plasma-radiation sources with densities between 10% to 50% of OMEGA’s critical density. The critical measurements included x-ray spectral output from the sources, x-ray images of the volume heating of the target plasma, and streaked images of laser heating in the targets. Side-by-side images of the heated aerogel and foil-lined cavity targets are shown in Fig. 128.104. Results so far show that the aerogel material at 6 mg/cm³ produced the highest-fluence, 6.7-keV output at 43.1±9.4 J/sr, which is a 2.9% laser-to-x-ray conversion. The Fe K-shell yield (6 to 8 keV) of the aerogel targets for three different densities is shown in Fig. 128.105. When measured over all x-ray energies, the targets yielded ~850 J/sr and ~1220 J/sr for aerogel and steel-lined cavities, respectively. These targets show promise for reproducible, high-flux, high-fluence x-ray sources to be used in NIF experiments in FY12 and beyond.

Solar Cell Electrostatic Discharge
Principal Investigator: K. Fournier

The X-Ray Source Development team, in collaboration with the Naval Research Laboratory and the Defense Threat Reduction Agency, has begun researching whether we can use the OMEGA target chamber as a test environment for investigating electrostatic discharge phenomena in solar-cell technology. Our initial steps in this process are to characterize the charged-particle flux (both electrons and ions) created by our laser-driven x-ray source before moving on to more-sophisticated tests of biased solar cells and solar-cell arrays. Our first experiments conducted on 14 September 2011 involved the fielding of arrays.
Likely these targets were at a lower average density because of issues in the target fabrication.

**Figure 128.105**
Measured Fe K-shell yields in the energy range of 6 to 8 keV for iron-oxide aerogel targets of different densities. The measurements were taken with the CEA diagnostic DMX and the LLNL diagnostic HENWAY; the two diagnostics show excellent agreement.

of Langmuir probes in TIM’s that looked at the open face of our x-ray source targets and looked orthogonally to the target’s axis. The two lines of sight provided quantitative measurements of x-ray–driven signals on a nanosecond time scale and electron and ion signals on the microsecond time scale. A photograph of one of our probe arrays is shown in Fig. 128.106. The Langmuir probe diagnostic is a new diagnostic created by modifying the x-ray source application (XRSA) cassette that we have used on many previous radiation-effects experiments. We will return to the development of this platform in FY12 with arrays with a greater number of probes on each shot that will allow us to map out the voltage–current curve for the passing ion and electron fluxes and, ultimately, an investigation of the response of a solar-cell array operating under bias to x-ray loading.

**FY11 LANL Experimental Programs—Overview**

In FY11, Los Alamos National Laboratory (LANL) executed 223 total shots: 195 on the OMEGA Laser System and 28 on the OMEGA EP Laser System. LANL experiments contributed to the National Ignition Campaign in the following ways:

- Measured the x-ray ablative Richtmyer–Meshkov growth of isolated defects on plastic ablators
- Studied branching ratios in DT-fusion plasmas
- Measured the shape of the DT-fusion gamma-ray spectrum
- Continued neutron-imaging development for the NIF

**HED campaigns included**

- Study of shear and reshock-driven turbulent mixing
- Backlit defect implosion experiments to study the effect of trench defect
- Measuring the effect of capsule asymmetries on neutron yield and ion temperature
- Platform development for dense plasmas and warm, dense matter equation of state
- Measurement of a supersonic radiation wave
- Energetic ion generation for dynamic defect studies

**CHaRM:** The CHaRM campaign had two outstanding shot days in FY11 where the shock speed and bump’s areal-density evolution were measured for multiple bump sizes and target conditions. Existing defects (bumps or divots) on ICF capsules can cause jetting of high-Z material into the hot spot during an implosion, an undesirable consequence of late-stage RT growth. The ablative Richtmyer–Meshkov (aRM) growth sets

![Figure 128.106](image-url)

An XRSA cassette fitted with two sets of Langmuir probes ready for delivery to the TIM for positioning in the OMEGA laser chamber. The probes measure electron- and ion-particle fluxes passing by their location following laser-irradiation of the x-ray source target at TCC.
the initial conditions for subsequent RT, so the aRM must be understood and controlled to optimize late-time capsule stability. The ablation process of aRM stabilizes the early-stage growth and is even predicted to decrease the amplitude of the initial perturbation. Ignition attempts will consider tailored driving pulse shapes designed to minimize the perturbation amplitude at the onset of RT. Experiments conducted at the Omega Laser Facility are being used to determine the time at which bump amplitudes approach zero for specified target conditions (electron temperature, density).

Nine to fifteen laser beams from OMEGA were used to create a moderate-temperature (70-eV) radiation environment inside a gold halfraum ablating and driving the aRM growth of a 2-D array of Gaussian-shaped bumps (see Fig. 128.107). On-axis, area-backlighting x-ray radiography measured the bump’s areal density at different times following the driving laser pulse by recording the transmission of the 2.8-keV Cl He\(_\alpha\) line (from saran) through the bumped target with an x-ray framing camera. Summing over all of the identical bumps in the array from the raw radiograph allowed us to construct a composite bump with improved statistics. Averaging lineouts extracted around the azimuth of the composite bump improved statistics even further, resulting in an optical depth radial position bump profile that is converted to areal density using a known calibration on each shot. The areal density at bump center for various times is then compared to simulations of the target geometry.

Before 1-to-1 comparisons can be made, target conditions must be measured independently so that simulations can be tuned to match target conditions in the experiments. This is accomplished by measuring shock speed using the ASBO diagnostic under identical drive conditions as the bump-growth experiments.

A shot day in December 2010 focused on the early-time behavior of bump compression and rippled shock formation, which occur just before conventional aRM sets in. These experiments used 2-ns drive pulses in a halfraum, heating it to \(\sim 65\) eV and driving an \(\sim 12.5-\mu\text{m/ns}\) shock in the plastic ablator as measured by ASBO. The bump’s areal density (Fig. 128.108) showed a 2.5× increase along the bump (initially, 12-\(\mu\text{m}\)-tall,
Figure 128.109
Shock-speed data and simulations for an extended 5-ns drive.

The evolution of two sets of bumps, one 6.5 μm tall, 44-μm FWHM, and one 10 μm tall, 34-μm FWHM, was measured out to 6 ns (Fig. 128.110). Similar early-time growth was observed, but evidence of aRM oscillations was not observed in experiments or matched simulations. The cause of this is a lack of sufficiently high spatial-frequency modes that are most effective in changing bump shape in the wide Gaussian bumps that were used. For x-ray–driven aRM, the mode oscillation frequency is much lower than the laser driven (by ~7×), so much more time is needed to witness bump oscillation if bumps are >20-μm FWHM. These results were presented in an oral session at the International Conference on Inertial Fusion Sciences and Applications. Experiments in FY12 will strive to measure oscillations in narrower (~17-μm FWHM) bumps.

ColShock/Shear: The colliding-shock experiments study the evolution of a shocked layer that evolves to a turbulent state and is then shocked a second time. A pre-shot radiograph of a typical target is shown in Fig. 128.111. A shock is launched on

Figure 128.111
A pre-shot radiograph of the colliding-shock target. The main shock is launched from the left-hand side, and 5 ns later the second shock is launched from the right-hand side. Radiographs are obtained from two directions that measure the hydrodynamic evolution of the experiment at different times.
the left-hand side. The shock interacts with an Al tracer layer, which evolves toward a turbulent state over the course of the experiment. A second shock is launched from the right-hand side, which propagates toward the Al layer. The hydrodynamic evolution of the system, including the evolution of the Al layer and the positions of the shocks in both the CH foam and the Be walls, is measured. The x-ray radiograph in Fig. 128.112 taken just after the two counter-propagating shocks interacted.

The goal of the Shear experiment is to study mix associated with large deformations or shear. The goal of this experimental campaign is to provide data to further constrain the Besnard–Harlow–Rauenzahn code (BHR), the mix model implemented in the RAGE radiation–hydrodynamics code.

A pre-shot radiograph of a typical target is shown in Fig. 128.113. A shock is launched on the left-hand side. The shock propagates through the two different density foams. The shear is caused by the different shock speeds. The hydrodynamic evolution of the system, including the evolution of the Al layer and the positions of the shocks in both the CH foam and the Be walls, is measured with x-ray radiography (see Fig. 128.114).

**DTRatio (DTRat):** On 25 May 2011, LANL’s ICF Gamma-Ray Physics Team led the DT-Ratio Campaign on OMEGA, with external collaborators from AWE, NSTec, LLNL, LLE, and MIT. The primary experimental objective was to cross-calibrate the fusion branching ratios of DT gamma/neutron against the better-known D³He gamma/proton. Three types of targets were fielded: six D³He (D₂ ~ 6 atm, ³He ~ 12 atm) in glass shells, three DT (50:50) in plastic shells, and two D₂ (15 atm) in glass shells. Three Cherenkov detectors (GCD1, GCD2, and GRH) were successfully operated at the same time.

Since the branching ratio study requires accurate diagnosis of multiple fusion products, this study required close collaboration with LLE and MIT. In particular, MIT employed seven proton diagnostics: the proton temporal diagnostics, three wedge range filters, two charged-particle spectrometers; and the magnetic recoil spectrometer, with which they measured spatially averaged proton yield to within 5% accuracy. Figure 128.115 shows preliminary experimental data obtained by GCD-1. The top blue curves show D–³He gamma signals divided by proton yield data (proportional to D–³He gamma/proton branching ratio). The red curve shows D–T gamma signals divided by neutron yield (proportional to D–T gamma/neutron branching ratio). Since the primary D³He (Eg = 16.66 MeV) and DT (Eg = 16.75 MeV) gamma rays have almost the same energy, it is not necessary to determine the absolute efficiency of the gamma detector. Initial data show that the DT branching ratio is significantly smaller than the D³He branching ratio (DT/D³He ~ 0.41), which is in very good agreement with last year’s campaign (DT/D³He ~ 0.42).
**Gamma Reaction History (GRH):** In addition to the dedicated DTRat shot day, the ICF Gamma-Ray Physics Team, led by LANL, participated in ten shot days on OMEGA. Through extensive energy thresholding experiments using GCD-1 and GRH across these shot days, the team examined the shape of the DT fusion gamma-ray spectrum. The data in Fig. 128.116 clearly indicate that the DT reaction spectrum consists of more than just a single line at 16.75 MeV, corresponding to de-excitation of the $^5$He* nucleus to the ground state. DT fusion gamma rays resulting from the transition of $^5$He* down to the first excited state must also contribute significantly to the spectrum. Figure 128.117 shows the spectrum that is most consistent with the experimental data and modified spectra of the mirror nucleus ($^3$Li*) resulting from D$^3$He fusion extrapolated to the $^5$He system by quantum-mechanical $R$-matrix calculations. Using this new spectrum, a total $t(d,g)^5$He/$t(d,n)^4$He branching ratio of $(2.7\pm 0.7) \times 10^{-5}$ has been measured at the Omega Laser Facility. These measurements show that the DT branching ratio at ICF conditions is 2 to 3× less than that of previous measurements at particle accelerator facilities. In a practical sense,
Figure 128.115
2011 DTRat campaign data. The blue curves show D–^3^He fusion gamma signal normalized by MIT’s proton yield. The red curve shows the DT fusion gamma signal normalized by LLE’s neutron yield.

Figure 128.116
Ratio of GCD intensities as a function of threshold energy (MeV), normalized to 12-MeV threshold intensity. The red squares are experimental data. The blue curve was obtained by folding 16.75-MeV single-peak spectra with detector responses of GCD simulated by the ACCEPT code.

precise measurement of the branching ratio \( r(d,\gamma)^3\text{He} \) relative to \( r(d,n)^4\text{He} \) is important in order to diagnose gamma-ray yields from which to infer parameters such as target areal density and resultant fusion yield of cryogenically layered implosions at the NIF. The experimentally measured DT spectrum and recent DT branching ratio measured on OMEGA have been applied to improve GRH responses and data analysis for the NIF. In addition, the team continued plastic and glass capsule \( \rho R \) diagnostic efforts on OMEGA and extended the diagnostic concept to the NIF to provide a capsule implosion \( \rho R \) parameter.

**Defect Implosion Experiments (DIME):** Direct-drive experiments on OMEGA have been performed to prototype eventual NIF-ignition applications campaigns. Experimental results are tied to simulations that will lead to better designs for those experiments. Spherical implosion targets with equatorial defects have been irradiated with polar drive—a requirement at the NIF. Collected data reveal implosion symmetry, neutron yield, and temperature and density profiles of the capsules with and without the defect. We have also modeled and measured the zeroth-order hydrodynamics. The testing of hydrodynamic codes provides a guide to accurately plan for polar-drive–ignition studies on the NIF platform. Target-design details are shown in Fig. 128.118. The equator is defined with respect to the polar drive as in Fig. 128.119.

The laser drive for all shots included 40 beams for the nominal LLE polar drive (PD) plus 11 or 12 beams for pumping the saran backlighter. The capsule drive was \( \sim 17.5 \text{ kJ} \) in a 1-ns, square-topped pulse.

As part of the capsule design, most targets have a 2-\( \mu \text{m} \)-thick Ti impurity layer (1% by atom) placed either at the inner wall of the target shell or 3\( \mu \text{m} \) inboard of the inner wall. This
is employed as a mix diagnostic for these ablation-driven implosion targets. We also shot thin-walled (8-µm) shells, so-called exploding-pusher targets, and, as a result of these experiments, have moved away from this choice.

Initially scheduled for two shot days this year, DIME benefited from three days, the last two coincident with the forced evacuation of Los Alamos by the state-record Las Conchas wild fire. Targets from another campaign were sequestered in the closed laboratory. Because we had extra DIME targets, we were able to use them during the extra day of shots. In fact, General Atomics (GA) personnel at LLE provided “last-minute” backlighter foils because the DIME backlighters were also locked up in New Mexico for the week prior to the laser shots. As usual, the expertise and professionalism of LLE and GA staff was very efficient and helpful in obtaining laser/target data under trying circumstances. DIME obtained a total of 28 laser shots during these two days plus another 11 shots during a campaign earlier in the year.

For the zeroth-order hydro, we measured bang time and implosion velocity with a gated, x-ray imager. Probing at 2.8 keV, we found that the capsules for the most part were relatively spherical, excepting the final assembly of defect targets. Defining \( R \) as the radius of the absorbing material left in the ablator, we plot the time-dependent \( R \) in Fig. 128.120. Not shown in Fig. 128.120 is the brightest emission radius of the capsules, for which the absorption feature is no longer visible.

---

**Figure 128.118**
(a) Photograph of an 870-µm-diam CH capsule. (b) Detail of the trench defect. Nominal wall thickness is 15 to 17 µm; the trench is ~28 µm wide and 5 to 8 µm deep.

**Figure 128.119**
A defect target is shown with polar drive. A backlighter foil to the left was used for x-ray radiography. The capsule drive beams are reduced in footprint size to enable one to clearly view the defect target (Visrad model).

**Figure 128.120**
Zeroth-order hydrodynamics: capsule radius as a function of time for various shots. The slowest target (891) was a perfect capsule.
In this case, we measure the full width at half maximum as the operational radius. It is uniformly $40 \pm 10 \mu m$ for the entire period that it is visible (from 1.4 to 1.8 ns), and it is independent of the presence of a defect.

The pathology of the defect capsules is shown in Fig. 128.121. The features suggest a possibility of measuring mix in an ICF capsule under such circumstances, which is why we used the Ti tracer layer in these targets. There are more comments on this later.

The bang time is measured by two other diagnostics: the SSCA x-ray streak camera and the neutron temporal history diagnostic. These are consistent with, and more accurate than, the x-ray framing camera data. The streak data are especially illuminating. We see in Fig. 128.122 a sample streaked spectrum showing bremsstrahlung from the laser drive and during the final compression (note the consistency of the time with the framing camera). This spectrum shows He-like Ti lighting up before the bang time, indicative of the ablator burning through to the Ti before the laser is turned off at $\sim 1$ ns. Figure 128.123

![Figure 128.121](image)

Figure 128.121
(a) The thickening of the thick-walled ablator near peak compression of a defect capsule is very obvious. Note the Legendre modes associated with the core. (b) A thin-walled capsule earlier in the discharge shows defect detail more dramatically than for the ablative case. The data come from the 80-ps gated x-ray framing camera LFC.

![Figure 128.122](image)

Figure 128.122
X-ray streak record of a defect implosion. The continuum rises up at $t = 0$ with the laser pulse and reaches a maximum at 1 ns. The capsule implosion stagnates from 1.5 to $\sim 1.8$ ns. Note the 4.75-keV Ti emission during the laser pulse. The intense dark region at the top ($t + 1$ ns) is x-ray shinethrough that lights up the phosphor screen directly and has nothing to do with electrons accelerated from the photocathode in the streak tube.

![Figure 128.123](image)

Figure 128.123
Corrected lineout of spectrum at bang time for a defect target.
shows a lineout of the Ti spectrum after corrections are made for filter transmission, crystal reflectivity, and the sensitivity of the CsI photocathode in the streak tube. From this spectrum, we may estimate the electron temperature from the slope of the continuum.

These target shots are instructive in considering the use of these capsules as a mix platform. The idea is that Ti near the inner surface of the ablator shell will light up spectroscopically when the material is heated by the hot gas during stagnation. This is *prima facie* evidence of mix. The appearance of emission before stagnation shows that either the CH wall has burned through prior to stagnation (which would be a bad thing) or that the defect is responsible for the direct laser heating of Ti. This emission is reduced once the laser is extinguished at ~1 ns. Perfect capsules (no defect) show no Ti emission before stagnation. We note that for thinner layers of CH on top of the impurity layer, the Ti will light up and emit; this has already been used to calibrate capsule design codes for experiments on the NIF.

Neutron yield is a measure of the effect of a perturbation on capsule performance. We have accumulated data for a selection of perturbations: perfect capsules versus defect capsules, with/without a Ti impurity layer, with/without a second impurity layer of V, and a perfect Ti target with a NIF-style gas-fill tube. The yield performance is summarized in Fig. 128.124. All deviations from an undoped CH target reduce yield.

*Asymmetric Burn Experiments (ABEX):* The purpose of the ABEX project is to develop an experimental HED platform to study the impact on the performance of fusion burn caused by hydrodynamic issues related to asymmetrically driven ICF systems. The ABEX capsules were successfully fabricated and 12 successful shots were conducted at the Omega Laser Facility on 5 April 2011. All primary diagnostics obtained data, including neutron yield from both primary D–D and secondary D–T reactions, burn-weighted ion temperature, time-dependent neutron-production rate, time-resolved and time-integrated x-ray pinhole imaging, spatially integrated time-resolved x-ray spectra in the 4- to 7-keV band, and measurements of laser-scattered light.

The initial experiments on OMEGA had two objectives: (1) to successfully manufacture the perturbed targets and determine what manufacturing issues needed to be addressed for future target construction, and (2) to map out the performance versus perturbation-amplitude space for the next experimental series. These goals were met. Specifically, we developed the manufacturing technique to produce capsules that contained a P-8 asymmetry in the radius of the capsule. An image demonstrating this is shown in Fig. 128.125.

In addition to the development of the manufacturing technique, we measured the D–D neutron yield as a function of perturbation amplitude and obtained x-ray images of these capsules at times near the peak compression. In Fig. 128.126, we show a set of images that have an equatorial view of the capsules and demonstrate the asymmetric shape of the capsules at this time. In Fig. 128.127, we show the measured yield as a
Sample images from the time-resolved x-ray pinhole camera in TIM-2 (XRFC1), which had an approximately equatorial view of the target. This camera had a 1-mil copper filter, which primarily passes x rays in the 5- to 9-keV band. Image (a) shows a view of the target from a VisRad model. Images (b) and (d) are from the same shot with a P-8 of ±2.5 mm at (b) 1.35 ns and (d) 1.50 ns, where the bang time was 1.64 ns. Images (c) and (e) are from a different shot with a P-8 of ±10 mm at (c) 1.33 ns and (e) 1.51 ns, where the bang time was 1.63 ns.

The purpose of the DPEOS project is to measure the equation of state (EOS) of material in the warm, dense matter regime. Currently, we are developing an experimental platform to accomplish this at the Omega Laser Facility. Our experimental platform uses the OMEGA laser to drive a very strong shock into an aluminum sample. The shock is then released into 0.2 g/cm³ aerogel foam, which is used as a pressure standard. A shock-breakout measurement is used to determine the shock velocity and pressure in the foam. We have also developed an imaging x-ray Thomson spectrometer to measure Compton-scattered x rays from the released aluminum sample. This information can be used to determine the temperature and density of the released aluminum, providing the necessary measurements to determine the EOS.

Our experimental plan for FY11 was to test and measure the shock and release conditions produced in the aluminum sample, finish the design and construction of the imaging x-ray Thomson spectrometer, get it approved for use on OMEGA, and obtain the first EOS measurements on warm, dense matter (WDM) aluminum. We were successful in the first goal, completing a total of 21 shots in two days on OMEGA, and completed our design for the spectrometer, but because of issues with materials used in the spectrometer, we were not able to obtain permission for its use on OMEGA. We expect this problem to be remedied for our shots in FY12. The accomplishments included verification of the shock conditions in the experimental design and the resolution of many issues related to the x-ray scattering measurements to be carried out in the future. An example of the data we obtained is shown in Fig. 128.128. This figure contains the VISAR signal and the shock-breakout measurement that demonstrates a release pressure near 5 Mbar. Other measurements demonstrate that we have an effective x-ray backlighter for the scattering measure-
Figure 128.128
Shock-breakout measurement from the ASBO diagnostic. The arrows point to shock-breakout occurrence at two different positions from a stepped target. The measurements indicate a shock velocity of $5.7 \times 10^6$ cm/s, corresponding to a pressure of $\pm 540$ GPa.

ments and that our x-ray background signal is relatively low. One shot day is planned for FY12 and we expect to obtain our first measurements with the spectrometer on that day.

*NIF-5*: The NIF-5 campaign had three shot days during FY11: 10 February, 7 July, and 29 September 2011. The 7 July date was cancelled because of the Las Conchas fire. The remaining two shot days were used to study the effect of wall albedo on supersonic radiation flow. We obtained very good data return on both days, with a much-improved signal level and timing calibration on our second shot day.

The purpose of the 10 February shots on OMEGA was to study the effect of wall albedo on supersonic radiation flow down a gold tube filled with low-density SiO$_2$ foam. We modified the wall albedo of the gold tube by varying its inner profile. While our original intent was to maintain a constant inner surface area to isolate the effect of the profile, this was not possible without other modifications that would also modify the problem [such as the rear entrance hole (REH) diameter, foam volume, etc.].

An experimental campaign on OMEGA EP explored the conversion efficiency of CsI backlighters as a function of the backlighter material size using a 40-ps laser pulse. The results from this campaign provided valuable data now being used to evaluate possibilities for future NIF campaigns. The 29 September OMEGA shot day was a continuation of the campaign begun on 10 February. With this series of shots, we hoped to obtain enough data to wrap up our investigation. We modified the wall albedo of the gold tube by varying its inner profile, although in this case we limited ourselves to only two different profiles. We also maintained a constant inner surface area and foam mass to isolate the effect of the inner profile. We achieved this by varying the length of the cylinder of one type to match the surface area of the other, while lowering the foam density so that the total foam mass of both types of cylinders also matched. We did this for two foam densities. We maintained an identical radiation source for both: the halflight, laser entrance hole (LEH), and REH were the same for all cases. The data obtained on both shot days are used to validate our codes.

An overview of the target is shown in Fig. 128.129. The halflight and cylinder were mounted along the P6–P7 axis ($\theta = 63.44^\circ$, $\varphi = 342^\circ$), with the LEH facing P7. The radiation coming from the halflight heats the foam; we then observe the self-emission of the heated foam from two orthogonal diagnostic axes. Imaging of the holes on the side of the cylinder was conducted from H14, while imaging of the radiation breakout from the end of the cylinder from P6.

The side view was measured using the SSCA streak camera with the SXI 6.6 snout. The camera was rotated 60° cw, so that the row of diagnostic holes was perpendicular to the streak direction. The view, after rotation, is shown in Fig. 128.130(a). Two fiducial beams were aimed at points along the row of
holes (within view of our vertical imaging slit) to provide a time fiducial on the streak record. One was aimed at a point below the bottom-most (first) hole and fired late (~1.5 ns) to mitigate its effect on the data. The second beam was fired later to provide an accurate calibration of the streak time/distance on film. Since the fall time of the x-ray emission from the fiducial beam spots do not accurately reflect the laser beam’s fall time, we use the time between the two fiducial rise times for our calibration. Unfortunately, this means the second fiducial is aimed at a point in between the third and fourth holes of the long cylinder targets. The second fiducial was timed late to minimize any effect it may have on the data. The end-on view was recorded using XRFC3 with the SXR-4X diagnostic snout. This diagnostic consists of three independently filtered channels, two of which include a mirror and filter combination, measured at four different times. The third one is a direct view with a 25-mm-thick Be filter. We fielded practically identical setups on the mirror and filter combination channels, resulting in eight images, each at a different time. The view from this diagnostic is shown in Fig. 128.130(b).

In addition to our primary goal, we also used four shots of our second shot day to obtain the x-ray spectrum of SbI$_3$—a different backlighter material being considered as a replacement for CsI for our NIF-5 spectroscopy absorption diagnostic. We obtained enough data to allow us to make this determination and analysis is underway.

We met all of our campaign goals for both shot days. On 10 February we obtained 13 shots with good data on all of the primary diagnostics. Even though SXI had not been used in years, it produced data on every shot and also recorded an accurate timing fiducial along with the data. On 29 September, 14 shots were taken with returned data on all the primary diagnostics.

**Neutron Imaging:** During April 2011, successful neutron source images were obtained at the Omega Laser Facility, using the NIF Version 2 neutron-imaging pinhole. These images represent a significant milestone for the project. This pinhole was designed to provide higher-resolution images and to cover a larger effective field of view at the target plane than previous versions of this diagnostic by addressing pointing uncertainties in the NIF alignment system. The pointing tolerance at the NIF for individual pinholes is ~100 μrad, so by constructing an array of “mispointed” pinholes, the effective field of view may be increased. The pointing locations for the NIF Version 2 pinhole are illustrated in Fig. 128.131. Each pinhole points about 35 μm away from its nearest neighbor.

Figure 128.131
Pointing of the 37 NIF Version 2 pinholes at the target plane.

Figure 128.132 shows the front face of the NIF Version 2 pinhole, engineered by V. Fatherley of P-24 and fabricated by D. Schmidt and F. Garcia of MST-7. The dark squares on the gold background are the openings for each individual pinhole.

Figure 128.133 shows a sample of the data collected on the OMEGA laser on 14 April 2011. The image in Fig. 128.133(a) is from a direct-drive implosion of a CH capsule producing $2 \times 10^{13}$ neutrons using the OMEGA laser. Clearly present
are images from both the small and large pinholes within the aperture array. Because of the size of the imaging fluor on OMEGA, not all the pinhole images would fit within the camera. Figure 128.133(b) shows the column-averaged lineout within the green box drawn on the image. From this data it is clear that the Version 2 pinhole works as an imaging array and can be brought to the NIF for further testing and use in imaging experiments.

In addition to this success, the team successfully fielded a new camera system that collected images from the start of the campaign. Furthermore late-time modifications to the pinhole mounting hardware that significantly reduced uncertainties in the pinhole pointing were also implemented.

**OMEGA EP IONS:** Los Alamos experimental team members have completed a new round of experiments on the OMEGA EP Laser System to test laser-generated ion beams at 10× higher energy than similar lasers such as LANL’s own Trident Laser System (which operates at around 100 J).

The objective of this work is to develop laser-driven carbon ion beams for ICF studies. To do this, new tools were developed to study the focusing characteristics of these ion beams. Consistent production of multi-MeV ion beams was demonstrated, using a kilojoule of short-pulse laser energy with a conversion efficiency of several percent, and proton beams of nearly 70 MeV, the highest energies seen on the OMEGA EP laser, and near the world record in energy were achieved (see Fig. 128.134).

Ion beams are produced when an energetic and ultra-intense laser interacts with a thin solid target at relativistic intensities. The interaction produces large currents (MA) of electrons coursing through the target. The currents produce extreme electric fields on the rear surface of the order of teravolts per meter (TV/m), which in turn accelerate the ions into an MeV beam of roughly $10^{14}$ to $10^{15}$ ions in a picosecond ($10^{-12}$ s). When focused, this beam has the potential of delivering tens of joules of energy into a spot of the order of tens of microns.

Using a combination of experiments on the LANL Trident Laser Facility and OMEGA EP, the team demonstrated the non-ballistic focusing nature of the ions from hemi-shelled targets. This was the topic of a recent invited talk and article given at the American Physical Society Division of Plasma Physics’s annual meeting in Chicago in November 2010.$^{80}$

This work has led to a new design for a focusing target, the “cusped hemi,” which is a modified hemi-shell target with multiple radii of curvature to optimize the ion focusing and conversion efficiency (Figs. 128.135 and 128.136). These cusped hemis are made from 10-μm-thick diamond using...
chemical vapor deposition. The latest campaign on OMEGA EP (July 2011) tested these novel targets, the preliminary results of which indicate that they have outperformed their progenitors.

**FY11 AWE OMEGA EP and OMEGA Experimental Programs**

In FY11, AWE led six shot days on the OMEGA and OMEGA EP lasers. This work encompassed the development of MeV x-ray sources (one day in jointly funded collaboration with CEA) and 22- to 52-keV x-ray backlighters (three days in collaboration with LLNL, of which one was LLNL funded), a Laue x-ray diffraction study of the dynamics of shocked tantalum crystals (one day), and capsule implosions in asymmetrically driven hohlraums (one day).

**MeV X-Ray Sources on OMEGA EP**

Principal Investigators: R. Edwards and C. Aedy (AWE); C. Courtois, J. Gazave, O. Landoas, and O. Peyssonnetuex (CEA); and C. Stoeckl (LLE)

High-intensity \( (I > 10^{19} \text{ W/cm}^2 \text{ } \mu \text{m}^2) \) laser–plasma experiments have been used for several years to study the generation of energetic particles such as electrons, positrons, and protons. When energetic electrons propagate in a high-Z solid target located behind the interaction area, they produce a high-energy (>MeV) Bremsstrahlung emission source of potential interest.
Figure 128.136
(a) Proton radiograph (P-Rad) of a cusped hemi (far right) starts with the radiography beam passing through a hexagonal grid (far left), and then the cusped-hemi target assembly (center, top, and side views) to create an image of the hemi target on a radiochromic film (RCF) stack with the grid superimposed (far right). The image in the RCF is formed from the cross-linking of a polymer dye in the active layer of the film caused by the energy deposited by the proton beam. The resulting image can then be deconvolved to measure the electric field strengths of the accelerating and preplasma fields formed by a second laser interacting with the hemi-apex, and used to refine the focusing design. (b) Simulations show a 30% increase in the flux of carbon ions at the focus of the cusped-hemi design compared to a traditional hemi-shell target. Left axis on the plots are \( r \) (cm), the radial dimension of the simulation in cm, and bottom axes are \( z \), the length in cm; color scale indicates the carbon-ion density number/cm\(^3\) (log) from blue (10\(^{15}\)) to red (10\(^{22}\)) for three separate time steps, just as the laser interacts, then 4.5 ps later, and 5 ps after that, using a 10-ps pulse duration.

in nuclear-activation, radiation-effects, and radiation-safety studies. Laser-produced, multi-MeV x-ray sources are also of significant interest for radiography applications since intense, short-duration (picosecond) lasers can be focused to a micron-scale focal spot, which potentially gives access to high temporal and spatial resolution x-ray sources.

The present experiment is the third of this type performed on OMEGA EP by AWE in collaboration with CEA. The MeV x-ray source is produced by focusing a short-duration laser pulse (the “backlighter”) onto a 2-mm-thick, 2-mm-diam tantalum cylinder target coated at its front surface with a 10-\(\mu\)-m-thick layer of plastic. In the present experiment, with the use of new gratings in the compressor, the backlighter energy on target increased to 1.5 kJ in 10 ps, which is significantly higher than was delivered (~1 kJ) during previous AWE/CEA campaigns on OMEGA EP. For one of the shots, a nanosecond-duration heating beam (250 J, 1 ns with phase-plate smoothing) was used to produce a preformed plasma that was intended to increase the short-pulse energy absorption.
The x-ray source size is estimated from radiography of a resolution grid (Fig. 128.137(a)) and an “image-quality indicator” (IQI) test object. The lower-energy part of the x-ray spectrum is inferred from the radiography of a “Tower of Hanoi” (Fig. 128.137(b)) filter stack and filtered dosimeters. The high-energy (>10-MeV) component of the x-ray spectrum is studied from \( ^{63}\text{Cu} (\lambda,\text{n}) ^{62}\text{Cu} \) and \( ^{12}\text{C} (\gamma,\text{n}) ^{11}\text{C} \) photonuclear reaction measurements.
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Figure 128.137
(a) Radiographic images of the resolution grid, with detail shown and (b) the Tower of Hanoi test object.

Figures 128.137(a) and 128.137(b) show, respectively, the radiography image of a 15-mm-thick tungsten resolution grid and the tungsten Tower of Hanoi object. Figure 128.137(a) demonstrates that a 125-\( \mu \text{m} \)-wide slot can be easily solved by the radiography source, implying that the x-ray source is relatively small (of the order of a few hundred microns). This is in agreement with previous data where the x-ray source size was inferred using a penumbral imaging technique. Figure 128.138 shows data from the IQI test object (\( \rho R = 90 \text{ g/cm}^2 \)).

When the backlighter beam is used without the heating beam, the estimated x-ray temperature is around 3 MeV and an x-ray dose of up to 5 rad in air is measured at 1 m from the source. When both beams are used, the x-ray dose is a factor of 2 lower. This confirms previous data obtained on OMEGA EP, where x-ray emission is consistently lower when the long pulse is used (to create a preformed plasma) in combination with the short pulse. The future 4\( \omega \) laser probe could be used to investigate this point by establishing the density profile of the preformed plasma with which the short pulse later interacts.

The OMEGA EP short-pulse beam was used to irradiate silver, samarium, and ytterbium microwire targets, delivering 22-, 40-, and 52-keV \( K_\alpha \) x rays, respectively. The microwire targets, produced by the AWE Target Fabrication group, consisted of \( 10-\mu \text{m} \times 10-\mu \text{m} \times 300-\mu \text{m} \) wire of the \( K_\alpha \)-generating material, supported by a \( 300-\mu \text{m} \times 300-\mu \text{m} \times 6-\mu \text{m} \) CH sub-
strate and held by a 6-μm-diam carbon fiber. To characterize the source size and demonstrate 2-D resolution, a secondary grid target was positioned 10 mm from target chamber center in the direction of the primary radiography diagnostic. Details of the microwire and grid targets are shown in Fig. 128.139.

Data were recorded using the transmission crystal spectrometer (TCS) and the high-energy radiography imager for OMEGA EP (HERIE) mounted on diametrically opposed ports of the target chamber (TIM-10 and TIM-13), each with an end-on view of the microwire target. The microwire targets were irradiated at a range of irradiances, incorporating changes in the laser parameters including focal spot size (85 μm to 200 μm), pulse duration (10 ps and 100 ps), and beam energy (100 J to 850 J), to investigate the Kα yield over a large parameter space.

Excellent experimental data were obtained for all microwire targets. Figure 128.140 shows a radiograph of the grid target backlit by a samarium microwire. A simple analytical line-spread function analysis of the images indicates that high resolution (<20 μm) was achieved in two dimensions.

Future work on backlighter development continues with strong collaboration between AWE and LLNL.

Laue X-Ray Diffraction Studies of Crystal-Lattice Dynamics


In the ShkLaue-11A campaign, we further developed our broadband x-ray (“white-light”) Laue diffraction platform designed to probe the lattice dynamics of single-crystal [100] tantalum under shock-loaded conditions, building on our initial study in StrDiff-11A (see LLNL programs section).

In the experiment, an implosion capsule backlighter (980-μm outer diameter with a 10-μm-thick CH wall) driven by 44 OMEGA beams (each beam delivered 500 J of energy in a 1-ns square pulse and SG4 phase plates were used) was employed to generate a smooth, broadband spectrum of x rays to produce the white-light diffraction pattern, recorded using...
the LLNL broadband x-ray diffraction diagnostic (BBXRD). A single beam (10 to 40 J in a 1-ns square pulse, with an SG8 phase plate) was used to drive a shock in the tantalum crystal via a 10-μm-thick diamond ablator. The 5-μm-thick tantalum crystal was of [100] orientation.

We obtained an excellent data set that revealed a clear trend of increasing lattice strain anisotropy with a drive pressure in the 1- to 2-Mbar range, controlled in the experiment by varying the laser energy on the crystal target package (Fig. 128.141). VISAR was used to infer the pressure in the sample.

![Example BBXRD data](image)

**Figure 128.141**

Raw BBXRD data showing how diffraction pattern varies with laser-drive energy on the tantalum crystal target package. Each pattern contains characteristic spots, each of which can be attributed to either the shocked or unshocked regions in the crystal, and to specific crystallographic lattice planes. Increasing laser drive energy (and pressure) results in increased spatial separation between the shocked and unshocked spots, indicative of increasing strain anisotropy in the lattice.

---

**Asymmetrically Driven Hohlraums**

Principal Investigators: J. M. Foster and S. McAlpin (AWE)

AWE carried out one day of OMEGA experiments (Hohl-Dyn-11A) to conclude a study of capsule implosions in asymmetrically driven hohlraums.

In previous work, the tailored angular and temporal asymmetry of radiation drive was achieved by several means: asymmetry of laser-beam energy and timing, asymmetry of capsule position and hohlraum wall material (albedo), and by introducing an annular restriction of diameter (baffle) within one part of the hohlraum. In these experiments, a 1.6-mm-diam, 2.7-mm-long hohlraum was heated by up to 30 beams of the OMEGA laser. X-ray backlighting of a thin-wall glass capsule (600-μm-diam, 3.5-μm-thick wall, 30-μm CH ablator) or silica aerogel sphere (600-μm-diam, 300-mg cm⁻³ density) provided the primary diagnostic of the angular distribution of radiation drive near the center of the hohlraum. The hydrodynamics was diagnosed using an area x-ray backlighting source together with a 16-image pinhole camera and four-strip–gated MCP detector.

In the most recent experiments, the same experimental platform of the hohlraum and thin-shell capsule was used, but x-ray point-projection backlighting was employed to obtain a single image of greater spatial resolution than had been formerly obtained. The point-projection backlighting technique has the additional advantage of highlighting (by virtue of x-ray refraction, the so-called “phase-contrast” enhancement effect) steep density gradients in the imploding capsule. Thin-shell capsules with walls of uniform thickness and walls that incorporate a shallow equatorial-groove defect were used, and a subset of the asymmetric hohlraum geometries used in the earlier (area-backlit) experiments provided the radiation drive. Excellent experimental data (Fig. 128.142) were obtained, demonstrating the sensitivity of the point-projection–imaging technique for this type of experiment. The data are being used to constrain 2-D hydrocode simulations.

**FY11 CEA Experiments at the Omega Laser Facility**

**CEA Vulnerability Diagnostics on OMEGA:** Vulnerability is a key point for the design of plasma diagnostics. Some diagnostics operating on megajoule class lasers require the integration of optical components with electronic devices. The Omega Laser Facility is a fundamental tool for studying the behavior of these elements under irradiation as the DT shot campaigns reproduce the perturbing source expected at early times on the NIF and LMJ. The aim is to maintain opera-
The asymmetrically imploded capsule is diagnosed using x-ray framing cameras (XRFC’s) viewing along the hohlraum axis and by point-projection imaging viewing orthogonal to the hohlraum axis. The axial views record self-emission from the capsule and hohlraum (which serves as a backlighter for the capsule in one direction) at early time. The orthogonal, point-projection imaging view records details of the asymmetric implosion, with phase-contrast enhancement of the steep density gradient at the glass/ablator interface. Structure around the perimeter of the closing diagnostic hole is also revealed with high spatial resolution (10 μm).

During the 8 March 2011 shot campaign, the amount of parasitic light generated by standard optical glasses and fiber bundles was quantified using a set of photomultipliers installed inside the Target Bay at 5 m from TCC (Fig. 128.143). Glasses presented different behavior in terms of the amount of emitted light and decay time (Fig. 128.144). As a result of such studies, glasses that are prone to scintillators have been identified and their use must be minimized on the NIF/LMF diagnostic systems.

In addition to these characterizations, the vulnerability of an active pixel sensor (APS) based on a complementary metal oxide semiconductor (CMOS) has been studied. The objectives consisted of the evaluation of the durability of the APS in such a radiative environment, measurement of the APS recovery [Fig. 128.145(b)], and the radiation-induced charge generation.
The collected charge distribution inside the image sensor has been successfully measured: the APS remains functional after a DT shot and induced charges inside the pixel are removed. No permanent change in the dark-current distribution has been observed after irradiation.

**CEA Neutron Imaging on OMEGA:** Over the past ten years, CEA developed the LMJ neutron-imaging diagnostic (NIS) on OMEGA using penumbral or annular coded aperture techniques. The previous optimized NIS system provided a 20-μm spatial resolution in the source plane and a very good signal-to-noise ratio (SNR). Both the penumbral and the annular imaging techniques were developed successfully, and the annular (ring) technique seems the most promising way to achieve higher-resolution images with a good SNR. Nevertheless, the annular imaging technique is very sensitive to misalignment (<50 μm in a 200-μm field of view) compared to the penumbral aperture. The use of the annular aperture required the retraction/insertion of the TIM. The alignment technique was not accurate enough, so a new aperture manipulator was designed to increase rigidity and to allow one to change apertures online without retracting the TIM (cf., Fig. 128.146). A new lighting system, embedded in the aperture manipulator tritium protection, now allows one to align the diagnostic even if the opposite port is not available to use a backlighting technique. Penumbral and annular apertures are positioned on the same axis in a pre-alignment phase. The final alignment accuracy was also improved by using a cross-hair target at the target chamber center (TCC).

Apertures were placed at 26 cm and the large neutron camera (scaled for LMJ) at 13 m from TCC (magnification = 50). As in the previous campaigns, alignment was performed...
using the penumbral aperture. First images were obtained with the penumbral aperture and the diagnostic was aligned on the first shot. The aperture change was made between shot 61416 and shot 61419. The penumbral and annular images analysis shows a position difference in the image plane of only 144 μm (2 pixels). This corresponds to an aperture relative misalignment of only 3 μm in the source plane. During the entire shot day, alignment settings were not modified. Spherical, prolate, and oblate 14-MeV neutron core images were obtained by varying the laser-energy balance and compared to x-ray images from the LLE GMXI diagnostic in the 4- to 7-keV range (cf., Fig. 128.147). The neutron image SNR is in the 30 to 50 range and the system resolution is ~16 μm.

First shot alignment is a crucial issue for megajoule-class lasers with a long line of sight (40 m for LMJ), and it was demonstrated again this year. The new alignment system and method now allow us to use both penumbral and annular apertures.

**FY11 Center for Radiative Shock Hydrodynamics—Experiments**

The Center for Radiative Shock Hydrodynamics (CRASH) is a scientific computing center where part of the Center’s effort is to predict experimental data and quantify uncertainty in experimental data. CRASH is part of the Predictive Science Academic Alliance Program (PSAAP). The main experiment that CRASH models is a radiative-shock experiment. In this system the radiative flux is so large that radiative effects must be considered when modeling the system since they affect the shock dynamics. The CRASH code is a 3-D Eulerian radiation–hydrodynamics code based on an adaptive, massively parallel magnetohydrodynamics code. Experiments for this year focused on obtaining early-time data of a radiative-shock system.

Figure 128.148(a) shows a radiograph of a radiative shock at 4.5 ns after the start of the laser drive. This image was taken with a four-strip x-ray framing camera using the area radiography technique. In this experiment, ten OMEGA laser beams are used with a 380-J/beam in a 1-ns square pulse to irradiate a 20-μm Be disk. SG8 distributed phase plates (DPP’s) and the smoothing by spectral dispersion (SSD) technique at maximum modulation smooth the laser beams, which launch a shock into the Be disk. The shock breaks out of the disk and into nominally 1 atm of Xe gas. The shock moves rapidly (over ~150 μm/ns initially) and becomes so hot that radiative effects become important in the system. As the shock moves down the tube, it sweeps up more Xe and becomes a dense Xe layer with an entrained Xe flow behind the shock. This is evident in late-time data that we previously obtained and are shown in Figs. 128.148(b) and 128.148(c), which show a radiative shock observed at 13 and 26 ns, respectively.
Figure 128.147
Neutron and LLE x-ray images obtained during spherical, oblate, and prolate implosions. The dashed white arrows show the perturbation axis on neutron and x-ray images.

Figure 128.148
X-ray radiographs of a radiative shock experiment at (a) 3.5 ns, (b) 13 ns, and (c) 26 ns. As the shock moves down the Xe-filled tube, it accumulates more Xe.
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