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About the Cover:
The VISRAD simulation of a shock-ignition experiment seen on the cover of this review shows the placement of 20 OMEGA 
laser beams tightly focused on the critical surface of an imploding spherical target to launch an ignitor shock wave. In the shock-

ignition concept for inertial confinement fusion, fuel assembly and ignition are 
separated. In the fuel-assembly step, targets are first imploded by lasers with a 
pulse designed to compress the target to a large areal-density core. In the igni-
tion step, a strong shock wave is launched into the target using high-intensity 
laser light. This ignitor shock heats the hot spot and ignites the target. The final 
result is ignition with a lower energy threshold or significantly larger gains 
for the same laser energy than the conventional direct-drive-ignition concept.

For the experiments described in the feature article (see Shock-Ignition Experi-
ments on OMEGA at NIF-Relevant Intensities, p. 117), the ignitor spike 
beams were tightly focused on the compressed core to achieve intensities of up 
to 1 # 1016 W/cm2 to drive a strong shock. Good coupling of the shock-beam 
energy was observed in these experiments, leading up to an +20# increase in 
neutron yield. The intense ignitor beams were also observed to produce fast 
electrons via laser–plasma interaction, which, due to their short mean free 
path, should be stopped in the target shell, further augmenting the ignitor 
shock. The enhanced neutron yields and beneficial effect of fast electrons are 
very encouraging for the shock-ignition concept and research into it continues  
at LLE.

The drive for these shock-ignition experiments was provided by 40 OMEGA 
laser beams using the low-adiabat (a + 1.5) shaped pulse (solid line) with an 
+100-ps picket preceding a shaped main-drive portion, which consisted of a 
low-power foot and a moderate-power plateau with a total duration of 2.6 ns. The 
delayed 20 ignitor beams used an +600-ps FWHM square pulse shape (dashed 
curve) and were tightly focused on the shell without polarization smoothing or 
phase plates to maximize intensity.
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In Brief

This volume of the LLE Review, covering April–June 2009, features “Shock-Ignition Experiments on 
OMEGA at NIF-Relevant Intensities” by W. Theobald, R. Betti, K. S. Anderson, O. V. Gotchev, D. D. 
Meyerhofer, C. Ren, A. A. Solodov, and C. Stoeckl (LLE and Fusion Science Center for Extreme States 
of Matter and Fast Ignition Physics); V. A. Smalyuk, J. A. Delettrez, V. Yu. Glebov, F. J. Marshall, J. F. 
Myatt, T. C. Sangster, W. Seka, and B. Yaakobi (LLE); and J. A. Frenje and R. D. Petrasso (Plasma Sci-
ence and Fusion Center, MIT). In this article (p. 117), the authors discuss shock-ignition experiments that 
have been performed with peak shock-generating laser intensities of +1 # 1016 W/cm2. Shock ignition 
is a two-step inertial confinement fusion (ICF) concept in which a strong shock wave is launched at the 
end of the laser drive pulse to ignite the compressed core, relaxing the driver requirements and promis-
ing high gains. In the experiments described in this article, room-temperature plastic shells filled with 
D2 gas were compressed on a low adiabat by 40 beams of the 60-beam OMEGA Laser System. The 
remaining 20 beams were delayed and tightly focused onto the target to drive a strong shock into the 
compressed core. Good coupling of the shock-beam energy was observed in these experiments, leading 
up to an +20# increase in neutron yield. The authors observed significant stimulated Raman backscat-
tering of laser energy; however, fast-electron measurements showed a relatively cold energy distribution. 
These fast electrons are actually beneficial for shock ignition since they have short mean-free-paths and 
are stopped in the thin outer layer of the imploding target, augmenting the strong hydrodynamic shock. 

Additional highlights of recent research presented in this issue include the following:

•	 O. V. Gotchev, D. D. Meyerhofer, O. Polomarov, and R. Betti (LLE and Fusion Science Center for 
Extreme States of Matter and Fast Ignition Physics); P. Y. Chang and J. P. Knauer (LLE); J. A. Frenje, 
C. K. Li, M. J.-E. Manuel, R. D. Petrasso, and F. H. Séguin (Plasma Science and Fusion Center, MIT); 
and J. R. Rygg (LLNL) discuss laser-driven magnetic-flux compression in high-energy-density plasma 
experiments (p. 123). The authors demonstrated for the first time magnetic-field compression to many 
tens of megagauss (MG) in cylindrical implosions of inertial confinement fusion targets. The very high 
magnetic-flux compression was achieved using the ablative pressure of the OMEGA laser to drive a 
cylindrical shell at high-implosion velocity, trapping and compressing an embedded external field to 
tens of MG, high enough to magnetize the hot-spot plasma. The magnetic fields in the compressed 
core were probed via proton deflectrometry using the fusion products from an imploding D3He target. 
Line-averaged magnetic fields between 30 and 40 MG were observed.

•	 R. D. Petrasso, C. K. Li, F. H. Séguin, J. R. Rygg, and J. A. Frenje (Plasma Science and Fusion Cen-
ter, MIT); R. Betti, J. P. Knauer, and D. D. Meyerhofer (LLE); and P. A. Amendt, D. H. Froula, O. L. 
Landen, P. K. Patel, J. S. Ross, and R. P. J. Town (LLNL) show that monoenergetic proton radiography 
combined with Lorentz mapping can be used to uniquely detect and discriminate magnetic and electric 
fields (p. 129). Protons were used to image two identical expanding plasma bubbles, formed on opposite 
sides of a 5-nm-thick plastic (CH) foil by two 1-ns-long laser-interaction beams. The second bubble 
reverses the sign of any magnetic fields relative to the first bubble by the protons, while keeping the 
electric fields the same. Field-induced deflections of the monoenergetic 14.9-MeV probe protons pass-
ing through the two bubbles, measured quantitatively with proton radiography, were combined with 
Lorentz mapping to provide separate measurements of magnetic and electric fields. The authors’ results 
provided absolute identification and measurement of a toroidal magnetic field around each bubble and 
determined that any electric field component parallel to the foil was below measurement uncertainties.



iv

•	 J. Bromage, C. Dorrer, J. R. Marciante, and J. D. Zuegel use a spatially resolved spectral interferometry 
technique, known as S2 imaging, to measure for the first time, higher-order-mode content of a large-
mode-area amplifier at full power (p. 134). The technique was adapted for the short-fiber amplifier 
at full power and revealed a small amount of a co-polarized LP11 mode. This mode’s power, relative 
to the fundamental LP01 mode, depends on the alignment of the input signal at injection to the rod 
amplifier, and ranged from –18 dB, for optimized alignment, to –13 dB when the injection alignment 
was offset along the LP11 axis by 15 nm (30% of the 55-nm mode-field diameter). The increase in 
LP11 contributed to the M2 degradation that was measured when the injection was misaligned.

•	 A. V. Okishev demonstrates for the first time optical differentiation in a regenerative amplifier (RA) 
with temperature-tuned volume Bragg grating (VBG) as an intracavity spectral filter (p. 141). The VBG 
as a spectrally selective resonator mirror works as an optical differentiator when the VBG reflection 
peak is detuned from the central laser wavelength. A simple, reliable laser system that produces multi-
millijoule +150-ps pulses without mode-locking, using an RA with VBG as an optical differentiator, 
is described.

•	 J. C. Lambropoulos and H. Liu (Department of Mechanical Engineering, U. of Rochester) discuss 
crack growth in brittle glass plates using known finite element modeling to determine the maximum 
allowable initial crack size in plates undergoing radiative cooling (p. 145). In these simulations both 
BK7 borosilicate crown and LHG8 phosphate glass were slowly cooled in vacuum from 200°C down 
to room temperature. The authors used finite elements and incorporated available experimental results 
on crack growth in BK7 and LHG8. Numerical simulation showed that the heaviest stressed locations 
were the midpoints of the plate’s long edges, where any crack growth was likely to originate. This 
article outlines a procedure to estimate the deepest-allowable surface flaw to prevent fracture. Fracture 
is analyzed in terms of strength, fracture toughness, or slow crack growth. Merits of these approaches 
are discussed, and an extensive comparison of cracking in BK7 versus LHG8 is presented.

•	 G. Guarino, W. R. Donaldson, and R. Sobolewski (LLE); M. Mikulics and M. Marso (Institute of 
Bio- and Nanosystems, Research Centre of Jülich); and P. Kordoš (Institute of Electrical Engineering, 
Slovak Academy of Sciences) apply finite element analysis to ultrafast photoconductive switches of the 
metal–semiconductor–metal (MSM) type to explain why MSM devices with alloyed electrodes show 
improved photoresponse efficiency compared to devices with surface contact electrodes (p. 154). The 
alloyed device, despite having a somewhat larger capacitance, has an active region of lower resistance 
with a more-uniform and deeper-penetrating electric field and carrier transport current. The authors 
use the latter to explain the experimentally observed faster response of the alloyed device in terms of 
the equivalent lumped parameters. They also use the model to predict improved responsivity, based 
on electrode spacing and antireflective coating. 

Dana H. Edgell
Editor
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Shock ignition is a two-step inertial confinement fusion (ICF) 
concept in which a strong shock wave is launched at the end of 
the laser pulse to ignite the compressed core of a low-velocity 
implosion.1 Two-step processes separate fuel assembly and 
ignition, relaxing driver requirements and promising high 
gains.1,2 The gain of an ICF implosion can be significantly 
enhanced by launching a strong spherically convergent shock 
at the end of the compression (or assembly) pulse.1,3–5 Another 
advanced-ignition concept is fast ignition,6 which relies on a 
high-intensity, short-pulse laser generating an energetic beam 
of particles to trigger ignition. Shock ignition relies on highly 
shaped laser pulses, which might be produced by the pulse-
shaping capabilities of the already operating National Ignition 
Facility (NIF).7 Recent two-dimensional (2-D) simulations4 
have described shock-ignition designs with as low as 250 kJ 
of total laser energy. Proof-of-principle experiments1,8 could 
be carried out at the NIF. The spherically convergent shock 
wave (ignitor shock) propagates through the shell during the 
coasting phase of the implosion and enhances the hot-spot 
compression, significantly improving the ignition condi-
tions. The ignitor shock is launched at the end of the laser 
pulse by a spike with intensity in the range of 3 # 1015 to 
1016 W/cm2. This shock collides with the return shock near the 
inner shell surface. The return shock is the shock wave driven 
by the hot-spot pressure and propagating outward through 
the shell. After the ignitor and return shock collide, a third 
shock wave, resulting from the collision, propagates inward, 
leading to further compression of the hot spot. The final fuel 
assembly develops a centrally peaked pressure profile. Such 
non-isobaric assemblies exhibit a lower ignition threshold than 
standard isobaric assemblies. This mechanism is effective 
only in thick-shell implosions, where the ignitor shock wave 
significantly increases in strength as it propagates through the 
converging shell.1

Previous shock-ignition experiments9 on OMEGA10 studied 
fuel assembly with 60-beam symmetric implosions with 18 kJ 
of UV laser energy using 40-nm-thick, 0.9-mm-diam, warm 
surrogate plastic shells filled with deuterium gas of various 
pressures. The shock wave was launched by a spike in the 

Shock-Ignition Experiments on OMEGA  
at NIF-Relevant Intensities

laser power at the end of the pulse. The maximum intensity 
on target during the late power spike was +8 # 1014 W/cm2, 
and the resulting shock wave was relatively weak (the shock 
pressure was only 20 Mbar higher than the unshocked plasma 
pressure). These experiments showed a significant improvement 
in the performance of low-adiabat, low-velocity implosions 
compared to conventional implosions without a late spike in 
the laser pulse shape and showed that shock-wave timing is 
crucial to optimizing implosion performance. This shock-
ignition campaign achieved the highest areal density ever mea-
sured on OMEGA (a neutron-rate–averaged areal density of  
0.22 g/cm2 and a peak areal density exceeding 0.3 g/cm2) and 
neutron yields 4# larger than in conventional implosions.9

Parametric plasma instabilities11 such as stimulated Bril-
louin scattering (SBS), stimulated Raman scattering (SRS), 
and two-plasmon-decay (TPD) instability are of concern in 
an ignition target design with spike-pulse intensities in the 
range of 1015 to 1016 W/cm2 and full width at half maximum 
(FWHM) pulse durations of several hundred picoseconds. The 
instabilities increase the back-reflection of the laser light from 
the target, degrading the laser energy coupling to the capsule. 
They increase the fraction of the laser energy transferred 
to suprathermal electrons, a potential source of preheat that 
reduces the final core compression. In contrast to conventional 
hot-spot ignition, low-energy hot electrons generated during the 
power spike may have a positive effect on the implosions for 
shock ignition. The areal density increases rapidly during the 
final stages of the implosion. If the range of the hot electrons 
generated during the intensity spike is less than the shell thick-
ness, they are stopped in the shell and augment the hydrody-
namically driven shock wave. The effect of hot electrons on 
a shock-ignition target12 was modeled in 1-D for a marginal 
igniting target using a multigroup diffusion model13 for the hot 
electrons. The ignition window for a shock-launching time is 
considerably wider when the effects of moderate-energy hot 
electrons (a NIF-scale target can efficiently stop up to 150-keV 
electrons) are included, showing that hot electrons can indeed 
be beneficial for the shock-ignition scheme as long as their 
range is shorter than the shell’s thickness.
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This work provides the first measurements of parametric 
instability and preheat for conditions relevant for shock igni-
tion (spherical target, long density scale length, and intensities 
above 2 # 1015 W/cm2). Important physics issues including the 
hot-electron energy content, the hot-electron temperature, and 
laser backscattering for various intensities and time delays 
between fuel assembly and shock generation are studied. 
Switching from a 60-beam to a 40- plus 20-beam configura-
tion with dual pulse shapes makes it possible to use tightly 
focused beams that generate a stronger shock compared to 
previous experiments. The data will help validate the shock-
ignition target concepts at ignition-relevant intensities of +5 # 
1015 W/cm2.

Figure 119.1 shows a schematic of the experiments described 
here. The compression pulse consisted of a shaped, low-adiabat 
laser pulse using 40 beams of OMEGA.10 A late shock was 
driven by the remaining 20 beams that were delayed and 
focused on the compressed core to achieve intensities at the 
critical surface ranging from +2 # 1015 to +8 # 1015 W/cm2. 
Plasma instabilities in density regions of up to quarter-critical 
density led to the generation of energetic electrons. Some of the 
fast electrons streamed into the hot core, heating it.

The targets were 36-nm-thick, 430-nm-outer-radius, deuter-
ated plastic (CD) shells coated outside with a 0.1-nm layer of 
aluminum and filled with D2 gas with a pressure of +30 atm. 
The capsules were imploded by 40 beams using a low-adiabat 
(a + 1.5) pulse shape14 at +13.6 kJ of UV laser energy. The 
adiabat a is defined as the ratio of the plasma pressure to the 
Fermi pressure of a degenerate electron gas.15 The solid curve 
in Fig. 119.2(a) shows the drive pulse shape comprising an 
+100-ps (FWHM) Gaussian picket pulse preceding a shaped 
main-drive portion that consisted of a low-power foot and a 
moderate-power plateau with a total duration of 2.6 ns. The 
351-nm-wavelength laser light of the 40 beams was smoothed 
with polarization smoothing16 and distributed phase plates.17 
The delayed 20 beams (+4.6 kJ) that used an +600-ps FWHM 
square pulse shape (dotted curve) were tightly focused on the 
shell without polarization smoothing or phase plates.

The experimental observables were the neutron yield,18 the 
backscattered laser energy,19 the hard x-ray signal,20 and the 
neutron-rate–averaged areal density.21 The laser light reflected 
back from the imploded capsule was measured from two beam 
ports [a shock-beam port (#25) and a drive-beam port (#30)], 
which were equipped with a full-aperture backscatter station 
(FABS).19 The FABS measured the light backscattered into the 
final focusing lens aperture by down-collimating the reflection 
off the front surface of a full-aperture, uncoated glass wedge 
in the beamline onto a diagnostics table. Time-resolved spectra 
were recorded by two streaked spectrometers covering the wave-
length ranges of 351!3 nm for SBS and 450 to 700 nm for SRS. 
The total backscattered energy in either of these spectral ranges 
was measured by calorimeters with an uncertainty of !10%. 
The hard x-ray (HXR) signals (with photon energies >20 keV) 
were measured by the HXR detector with four channels mea-
suring x rays >20, >40, >60, and >80 keV, respectively.20 Areal 
densities (tR) were inferred from secondary proton spectra.21

The delay time defined by the onset of the high-intensity 
beams with respect to the start of the drive pulse was varied 
from 2.3 to 2.9 ns. The effect on neutron and HXR yield is 
shown in Figs. 119.2(b) and 119.2(c) and on tR in Fig. 119.2(d). 
The different symbols represent various focus conditions, 
where the number refers to the focus position in vacuum with 
respect to the shell’s center. A negative number means that 
the focus is in front of the target toward the laser. The neutron 
yield increases by a factor of +7 from 5 # 108 to +3.5 # 109 for 
the shortest time delay. Two reference implosions with only 
the 40 drive beams produced neutron yields of 1.4 # 108 and 
3.7 # 108; the solid line in Fig. 119.2(b) represents the average 
of both yields. The HXR yield’s dependence on delay time is 
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Figure 119.1
Schematic of the setup for studying laser–plasma interactions and preheat-
ing at high laser intensities relevant to shock ignition. Forty of the OMEGA 
laser beams implode the capsule at low intensities. Twenty delayed beams 
are tightly focused onto the critical density surface, where plasma instabili-
ties lead to the generation of energetic electrons. Some of them will stream 
into the dense core.
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tion. The power imbalance was +10.6%, given as the root-
mean-square variation of the laser power on target. A typical 
value for a 60-beam symmetrical illumination on a spherical 
target is +2% power imbalance.24 The nonuniformity of the 
implosion is clearly seen in the x-ray pinhole camera image 
[Fig. 119.3(a)], which shows a strongly perturbed core with 
a 40-beam implosion. The core distortion was reduced when 
the 20 delayed, tightly focused beams were coupled into the 
target [Fig. 119.3(b)]. Figure 119.3(c) shows pinhole images 
from a symmetric implosion with a low-adiabat pulse shape 
and a similar target at a higher laser energy. Figures 119.2(b) 
and 119.2(c) show that despite large target illumination non-
uniformity, a significant amount of the high-intensity pulse 
energy was coupled into the capsule, producing up to +20# 
more neutrons and a strong HXR signal. The correlation of 
increasing neutron yield with a higher HXR signal suggests that 
the increased yield was partially due to hot electrons coupled 
into the outer regions of the compressing target. The late shock 
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similar. Figure 119.2(c) shows that signals measured by the 
>40-keV channel increase with shorter delay.

The HXR signal provided information on the hot-electron 
energy and temperature. Based on a calibration22 of the hard 
x-ray detector, +16!6% (+310-pC HXR signal) to +5!2% of 
the shock-beam energy was converted into hot electrons. The 
conversion efficiency was highest for short delays when there 
was a partial overlap between the drive and shock pulses 
[Fig. 119.2(c)]. The hot-electron temperature was determined 
by fitting estimated values from the convolution of an expo-
nentially decaying hard x-ray spectrum with the sensitivity of 
the different channels of the HXR detector to the measured 
four channels.23 The inferred temperature was +40 to 45 keV 
for all the shots, independent of laser intensity.

The implosions were nonuniform with a dominant  = 2 
mode, which was caused by an unbalanced target illumina-

Figure 119.2
(a) Drive-pulse shape (solid) and high-intensity pulse (dotted), [(b)–(d)] measured neutron yield, hard x-ray yield, and neutron-rate–averaged areal density, 
respectively. The different symbols represent various focus positions with respect to the critical-density surface. The solid line in (b) is the average yield for 
40-beam implosions and the dotted lines represent the error range. The 40-beam implosions produced no measurable HXR signal, and neutron yields were 
too low to obtain a tR measurement.
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appears to be driven by a combination of the standard ablative 
and hot-electron drives.

The areal density does not change significantly with 
delay. The measured maximum tR is 82!11 mg/cm2, which 
is the average of four lines of sight, and the error bar is the 
standard deviation. This is +30% lower than the expected 
+115 mg/cm2, which is scaled down from the measured 
130!17 mg/cm2 (Ref. 14) that was obtained with a more-
uniform 60-beam implosion with the same fill pressure, the 
same adiabat, and an energy of 20 kJ and using the scaling of 
tR with the laser energy to the power 1/3 (Ref. 14). For these 
shots, the standard deviation of the measured tR varies from 
15% to 35% of the mean tR value, showing a large fluctuation 
of the areal density. The tR degradation is most likely due to 
the strongly nonuniform implosion. Neutron yields from the 
40-beam implosions were too low to obtain a tR measurement.

The plasma reflectivity and HXR production from hot 
electrons were measured for various laser intensities. This was 
achieved through an intensity scan by shifting the focus of 
the 20 shock-driving beams relative to the shell’s center. The 
nominal (in vacuum) laser intensity is quoted for the location of 
the critical-density plasma surface calculated by a 1-D hydro-
dynamic simulation.13 The distance from the critical density to 
the capsule center was +0.3 mm at 2.7 ns. For the lens position 
at –0.3 mm, the 20 beams were tightly focused on the critical-

density location. The focus diameter of the 20 shock beams is 
estimated with +80 nm, which gives a best-focus intensity up 
to +8 # 1015 W/cm2 for the shock beams in vacuum. The foci 
of the 20 shock beams did not overlap at the critical density 
for all lens positions used. No overlapped-beam effects20 were 
expected and the HXR signal was dominated by single-beam 
interaction with the target.

Figure 119.4(a) shows the measured hard x-ray signal nor-
malized to the estimated laser focus area versus lens position. 
The x-ray signal and consequently the hot-electron production 
increase with laser intensity presumably because of a larger 
growth in laser–plasma instabilities such as SRS and TPD, 
the primary sources of hot electrons.20 Figure 119.4(b) shows 
the measured amount of laser backscatter energy of one shock 
beam (25) versus laser intensity. It increases from +10% at +2 # 
1015 W/cm2 to +36% at +8 # 1015 W/cm2. The contribution 
from the SBS signal increases moderately from +7% to 12%, 
while the SRS signal grows by almost a factor of +5 from 5% 
to 24% and dominates the backscattering energy at the highest 
intensity. The simultaneously measured back-reflection through 
a neighboring drive-beam port (30) remained constant at the 
level of the implosions without the 20 shock beams for all beam 
delays and lens positions. This shows that the light from the 
shock beams was scattered back in a narrow cone and did not 
spill over into adjacent ports. No measurable signal of the 3/2 
harmonic of the laser wavelength was measured for all inten-
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View 1
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View 2

Figure 119.3
X-ray pinhole camera images from three different implosions. (a) Reference implosion with 40 drive beams, (b) 40- plus 20-beam implosion for a 0.77-mm 
focus position and a 2.3-ns time delay, (c) 60-beam uniform illumination. The feature at the upper right edge is due to the target stalk.
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sities. The half-harmonic signal decreased by more than two 
orders of magnitude with higher intensities. At the maximum 
intensity, the half-harmonic signal was below the detection 
threshold, indicating no significant contribution of TPD to the 
hot-electron production. These experiments measured higher 
backscattering levels than other experiments at comparable 
laser intensities but different plasma conditions.25 Measure-
ments of parametric instabilities for indirect-drive–relevant 
ignition-plasma conditions with millimeter-density scale 
length and 15% critical-density targets report backscatter at 5 # 
1015 W/cm2 of up to 10%.25 The absorbed energy rather than 
the backscattered light is the key issue. If 36% of the laser light 
is backscattered and 64% is absorbed, it represents a higher 
absorption fraction than the prediction of collisional absorp-
tion at these intensities (+40% to 50%). Because of the highly 
nonuniform plasma conditions and nonuniform illumination 
during the shock spike, the measurement of the scattered light 
through a few lines of sight cannot be used to infer the total 
absorbed fraction. In the pessimistic case where the predicted 

absorbed energy is reduced by the backscattered fraction, this 
can be remedied by an increase in spike power.

In conclusion, shock-ignition laser–plasma experiments in 
spherical geometry have been performed with nominal laser 
intensities of up to +8 # 1015 W/cm2. This was achieved by 
low-adiabat compression of warm plastic shells filled with D2 
gas by 40 beams and tightly focusing 20 beams on the com-
pressed core. The additional 20 high-intensity beams enhanced 
the neutron yields by up to a factor of +20, indicating a good 
coupling of the shock-beam energy to the core. A significant 
amount of backscattered laser energy from the high-intensity 
beams of up to 36% was measured at the highest laser intensity 
and about 20% at +5 # 1015 W/cm2. At high intensities, the 
back-reflection was dominated by SRS with some contribution 
from SBS but no significant contribution from TPD. About 
10% of the high-intensity beam energy was converted into hot 
electrons. A hot-electron-energy distribution was generated 
with temperatures between +40 and 45 keV, independent of 
laser intensity. This is beneficial for shock ignition since these 
electrons are stopped in a thin outer layer of the imploding 
target, augmenting the strong hydrodynamic shock. The reduc-
tion in driver energy caused by backscattering losses might be 
compensated by increasing the incident laser energy without 
the danger of preheating the target.
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In the magnetic-fusion-energy (MFE) concept, a strong mag-
netic field confines the plasma and reduces the electron thermal 
conduction to the vessel wall.1 The magnetic pressure of typical 
+0.1-MG fields in MFE is higher than the total energy density 
of the plasma (with b = 2n0p/B2 < 1). MFE plasmas are fully 
magnetized and characterized by a Hall parameter ~cex & 1 
since the modest gyrofrequency ~ce is matched by long col-
lision times x. In contrast, typical inertial confinement fusion 
(ICF) plasmas have collision frequencies higher by 10 to 12 
orders of magnitude because of their extreme density. In such 
systems, thermal conduction losses are a major factor in the 
energy balance of an implosion. While it may be more dif-
ficult, magnetizing the hot spot in ICF implosions can lead to 
improved gain in implosions of massive targets with relatively 
low implosion velocity2 or to a reduction of the energy required 
for ignition. However, tens of MG are needed to achieve 
~cex + 1 in the hot spot of a typical direct-drive DT ignition 
target3 with a hot-spot density of +30 g/cc and a temperature 
of +7 keV. Such a field is higher than both the self-generated 
magnetic fields (see Ref. 4) and the external fields that can be 
generated by coils. Magnetic-flux compression5 is a viable path 
to generating tens-of-MG magnetic fields with adequate size.6 
Magnetic-flux compression has been successfully achieved 
using the radial compression of a metallic liner driven by high 
explosives7,8 or by pulsed power. The latter approach has been 
pursued by the Z-pinch9 (including wire-array targets) and 
magnetized-target-fusion10 communities. The results from the 
first experiments on a new approach that provides very effective 
flux compression are reported here. The field is compressed by 
the ablative pressure exerted on an imploding ICF capsule by 
the driving laser.11 This approach was proposed in the 1980s 
(Ref. 12) as a way to achieve record compressed fields with 
possible applications for fusion,13 but no laser experiments were 
performed. There are numerous advantages to this approach 
because the implosion velocity is high (a few 107 cm/s) and the 
hot plasma is an effective conductor that traps the embedded 
(seeded) initial magnetic field with minimal resistive diffusion. 
This approach can be used to magnetize high-energy-density 
plasmas for a number of applications ranging from controlled 
fusion to laboratory astrophysics. 

Laser-Driven Magnetic-Flux Compression  
in High-Energy-Density Plasmas

Figure 119.5 describes a cylindrical implosion on OMEGA 
that used axial seed fields embedded in the target prior to com-
pression.14 The target was a 20-nm-thick, 0.86-mm-diam CH 
cylindrical shell filled with D2 gas. Some of the physical details 
of this concept are described in Refs. 11 and 15. The shock-
heated and ionized D2 fuel traps the seed magnetic field, which 
would otherwise diffuse much faster through the relatively 
cold (resistive) imploding shell. The seed field was provided 
by a Helmholtz-like double coil [Fig. 119.6(a); coil diameter 
and separation are both 4 mm], coaxial with the cylindrical 
target.16 The more-complicated min-B magnetic geometries 
used in magnetic-confinement-fusion (MCF) magnetic mirror 
experiments were not used here because the magnetohydro-
dynamic (MHD) instability must be considered more carefully. 
A portable capacitive discharge system16 delivers up to 80-kA 
current to the coils. The on-axis seed field was 50 to 90 kG at 
the target and 120 to 160 kG in the coil planes because of the 
coil separation chosen to avoid obscuring laser beams.

Laser
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Figure 119.5
Laser-driven flux compression in a cylindrical target. A D2-gas fill inside the 
plastic shell traps the seed field after shock ionization. 
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The compressed fields within the dense, optically thick ICF 
plasmas are difficult to measure. Proton deflectometry based on 
the method described in Refs. 17–19 is a viable diagnostic that 
has been implemented on OMEGA. A monoenergetic (DE/E + 
0.03), point-like (size/object distance +0.01), time-gated (an 
+150-ps burst) proton source is provided by a glass sphere, 
filled with D3He gas and driven in an exploding pusher scheme 
by several tightly focused OMEGA beams. The 14.7‑MeV pro-
tons produced by the D-3He fusion reactions are accelerated to 
+15.2 MeV by charging the backlighter target and recorded on 
a CR-39 nuclear track detector that provides both spatial and 
energy resolution (via the track diameter) of the particles inci-
dent on the surface.20 The data [Fig. 119.6(b)] were generated as 
a convolution in space (source size, scattering at the object and 
detector) and time (finite duration) of the proton burst interacting 
with the field and target structure. None of the radial striations 
reported in Ref. 18 for spherical implosions was seen around 
the compressed core in these experiments, possibly because the 
target was imaged more than a nanosecond after the laser was 

turned off. Turbulent field structure was present around the target 
plugs and stalk, but, while interesting, its morphology is beyond 
the scope of this article and will not be discussed.

A discrimination of tracks by energy (track diameter) was 
implemented to separate the core- (strong-field) traversing 
protons from the background, “free-space” particles that land 
in the same area of the detector. This is shown in Fig. 119.6(c), 
where the proton density map for shot 51069 [Fig. 119.6(b)] 
was used to construct two lineouts by taking a band of data 
and averaging over its width. The lower curve in Fig. 119.6(c) 
is from tracks with only energy Ek < 14.8 MeV caused by an 
additional slowdown through the magnetized target. It shows 
an asymmetric peak in the proton density caused by deflection 
in the target field. In contrast, the data from multiple “null” 
experiments performed to establish the particle-density pattern 
for implosions with no seed field retain central symmetry in the 
cross-core lineouts (Fig. 119.7); i.e., the low-energy peak lines 
up with the trough of the high-energy proton lineout.

Figure 119.6
(a) Photo of the target/coil setup. (b) Proton density map for shot 51069. Darker areas represent higher fluence: (1) compressed core, (2) target plug, and (3) coil 
shadow. (c) Lineouts in two energy bands expose the deflected protons (Ek < 14.8 MeV, solid line; all protons, dotted line).
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Figure 119.7
Cross-core lineouts from proton radiograph of shot 49693—an implosion 
with no external magnetic field—show that the core-traversing protons 
remained undeflected.

To predict and interpret the experimental data, a simulation 
package based on the Monte Carlo (MC) particle-transport 
framework Geant4 (Ref. 21) was developed. After includ-
ing the field topology and material parameters predicted by 
the LILAC-MHD code22 for the time of proton probing, the 
particle-transport code computes the deflection pattern under 
the combined action of the field and scattering/energy-loss 
processes. A comparison (Fig. 119.8) of the MC simulation pre-
dictions (solid) and experimental data (dotted) for shot 49704, 
in which a compressed field of 13 MG was predicted by the 
hydrocode, shows very good agreement in both the total fluence 
and low-energy-band lineouts. In Fig. 119.8(b), only the protons 
that had an incident energy lower than 14.8 MeV were included. 
The target in shot 49704 had a seed field of 10 kG and was 
probed relatively early in the implosion. In later experiments, 
where the proton burst occurred at or near peak compression, 
the experimental lineouts at intermediate energies exhibited a 
double-deflection pattern with a second deflection peak farther 
from the center [Fig. 119.9(a), shot 51069]. This was first seen 
in Monte Carlo simulations [Fig. 119.9(b)] and was caused by 
an abrupt jump of the field in the small volume of the hot spot 
from much lower values in the shell (responsible for the first 
deflection). Early in time, at a low compressed field, these two 
peaks were essentially merged, as is the case with shot 49704. A 
comparison of the data for shot 51069, which had a 56-kG seed 
field, and the simulation shows good qualitative agreement, 
capturing the double-peak-deflection pattern. The protons that 
were slowed down the most (dashed–dotted curve) were those 
that crossed through the shell but not the hot spot, missing the 
peak field. From the 1.9-cm deflection of the secondary peak, 
one can estimate an average product GRBBmaxH . 2ie/mpvp 
of 0.052 Tm, corresponding to an +30-MG hot-spot field for a 
predicted hot-spot size of 17 nm.

Figure 119.8
Direct comparisons of measured (dotted) and MC simulated (solid) proton-
density lineouts across the core in shot 49704: (a) all protons; (b) protons 
intercepting the target (Ek < 14.8 MeV) (isolated by track diameter).
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When the seed-field direction was reversed (by reversing 
the current in the coils), the deflection pattern (Fig. 119.10, shot 
52532) reversed direction, with the deflection now away from 
the target stalk (a spatial reference fixed for all shots). This 
confirms the magnetic nature of the deflection and supports the 
“relocation” of the high-field deflection to the other side of the 
core. This is also evident in lineouts at several energies shown 
in Fig. 119.10(b), where, in addition to the offset peak near the 
center (at +2.5 cm), there is again a concentration of tracks 
away from it (at 0.4 cm), caused by the peak of the compressed 
field in the hot spot. Analysis of the second peak deflection 
in shot 52532 revealed that the higher seed field (–62 kG), as 
compared to shot 51069, was amplified to at least –36 MG. 
The larger second peak area for Fig. 119.10(b) suggests higher 
hot-spot uniformity as more protons fall into these energy 
bands after being slowed down. The fields determined from 
Figs. 119.9 and 119.10 are the most conservative values, given 
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(the minimum volume-averaged hot-spot beta is +300, but is of 
the order of unity in the center). The highest neutron yield of 
5.8 # 108 was measured in shot 49704 with a 10-kG seed field. 
With the present setup, however, and due to target parameter 
variations (gas pressure, orientation, positioning, and build 
quality), the B0 = 0 yields already have variations of more 
than a factor of 3 (between 7.7 # 107 and 4.5 # 108). Such large 
shot-to-shot variations prevent an accurate assessment of the 
fusion yield enhancement caused by magnetic insulation. In 
addition, the scale of the experiment is such that the hot-spot 
ions most likely to undergo fusion reactions (at the Gamow 
peak) are essentially in the kinetic regime. This can be seen 
from Table 119.I, where ne,hs = 8 # 1022 cm–3, Ths = 1.5 keV, 
the Gamow peak is at 8.2 keV, and the Coulomb logarithms 
for the collisions of the 8-keV ions with thermal electrons and 
ions are Kie . 5 and Kii . 8.6, respectively. It is clear that the 
ions, having an +6-nm mean free path, will undergo only a 
few collisions before leaving the hot spot. The electrons are 
fully magnetized but are thermally decoupled from the ions 
since the thermal equilibration time is of the order of 100 ps. 
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Figure 119.10
(a) Proton track density and diameter maps for shot 52532. The stalk is on 
the left, and deflection is to the right (seed field reversed). (b) Smoothed total 
(solid) and reduced-energy-band lineouts show large deflection matching 
a compressed field >36 MG. The arrows in (b) indicate the second deflec-
tion peak.
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If the more realistic case is considered, where up to 40% of 
the initial magnetic flux (U0 . 360 G cm2) is lost as predicted 
by the hydro simulation, the estimated magnetic fields must be 
revised upward to match the observed deflections.

The effect of the amplified magnetic field on the hot-spot 
conditions was expected to be rather small for this experimental 
configuration. The 1-D hydrocode predicts a 2# to 3# increase 
in the yield caused by the temperature increase from thermal 
insulation in the hot spot. Note that higher temperatures are 
accompanied by lower hot-spot densities (Fig. 119.11, solid line) 
and lower plasma pressures since the total pressure (plasma + 
magnetic) is approximately independent of the magnetic field 
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The situation should improve significantly in planned spheri-
cal magnetized implosions where the hot-spot density and 
collisionality are significantly higher.

In summary, very high magnetic-flux compression has been 
achieved using the ablative pressure of the OMEGA laser to 
drive a cylindrical shell at high implosion velocity, trapping and 
compressing the embedded external field to tens of MG, high 
enough to magnetize the hot-spot plasma. Finding the param-
eter space where target performance will be most affected by 
the compressed magnetic field is the next step in these studies.
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Spontaneous generation of magnetic (B) fields occurs per-
vasively in galactic1,2 and stellar3 settings and in numerous 
laboratory plasma experiments.2,4 For the case of the hot, 
dense plasmas of laser–plasma experiments4,5 or for scaled 
astrophysics experiments in the laboratory,2,4 self-generated 
magnetic and electric fields are often intertwined and inextri-
cably coupled to the dynamics of the plasma evolution. This 
coupling makes the field-generation process complicated and 
also means that the effects of the fields can directly or indirectly 
act back on the plasma itself. Measuring local, self-generated 
fields, and distinguishing between electric (E) and magnetic 
fields, is a formidable task.6

This article describes a monoenergetic proton radiography 
method that, when used in combination with Lorentz force 
mapping, allows one to precisely measure plasma field strengths 
as well as unequivocally discriminate between electric and 
magnetic fields. Electromagnetic fields in a high-energy-density 
plasma can be measured by passing monoenergetic protons 
through the plasma and observing how their trajectories are 
deflected by the fields. Any trajectory bending is due to the 
Lorentz force

	 v ,F E Bq c
#= +b l 	 (1)

where q is the proton charge and v is the proton velocity, 
acting over a path length  characteristic of the fields’ spatial 
extent. For true quantitative analysis of data it is critical that v 
be known accurately. If it is known in advance whether a field 
is B or E, Eq. (1) can be used directly to relate any observed 
trajectory bending to field strength. If bending is observed but 
there is no absolute knowledge of which field is present, the 
individual contributions of E and B can be determined by mak-
ing two independent measurements. This discrimination can be 
accomplished by three methods, although practical implemen-
tation is often challenging: The first method measures the same 
plasma in the same way but with the direction of v reversed; 
the second measures the same plasma but with protons of two 
discrete values of |v|; and the third measures two plasmas that 
are identical except for the reversal of any B field.

Lorentz Mapping of Magnetic Fields in Hot, Dense Plasmas

The experiment reported here utilized the third method 
to resolve ambiguities of field identity and field strength. The 
experimental setup used monoenergetic proton radiography, 
as illustrated in Fig. 119.12(a). A pulse of 14.9-MeV protons 
was generated from fusion reactions of deuterium (D) and 
helium-3 (3He) in a D2-3He–filled, glass-shell capsule driven by 
17 OMEGA7 laser beams. This proton source was completely 
characterized using spectral,8 spatial,9 and temporal10 diagnos-
tics; it had a mean energy of 14.9!0.1 MeV, a spectral half-width 
<1.5% (or half-width in the proton velocity distribution <0.75%), 
an emission region FWHM of 45 nm, and a duration of 130 ps. 
The protons were used to image two identical, expanding plasma 
bubbles, formed on opposite sides of a 5-nm-thick plastic (CH) 
foil by two 1-ns-long laser interaction beams. Both beams had 
spot diameters of 850 nm and intensities of 8 # 1013 W/cm2; 
they were fired simultaneously and incident at 23.5° from the 
normal to the foil. To break the nearly isotropic proton fluence 
into “beamlets” (+1000 protons each) whose deflections could 
easily be observed and quantified, 150-nm-period nickel meshes 
were placed on opposite sides of the foil. Figure 119.12(b) is the 
resulting radiograph, recorded on a CR-39 nuclear track detec-
tor,8 with laser timing adjusted so that the bubbles were recorded 
1.36 ns after the onset of the interaction beams.

The top bubble image in Fig. 119.12(b) is a type that we 
have recently begun studying11,12 and contrasting to predic-
tions of the 2-D radiation–hydrodynamic code LASNEX.13 
The simulations indicated that proton deflections are purely 
a result of a toroidal B, parallel to the foil, arising from the 
dne # dTe magnetic-field source term (where ne and Te are 
the electron number density and temperature).14,15 While the 
data and simulations were qualitatively similar, there was a 
consistent, quantitative mismatch between them throughout the 
bubble evolution (predicted apparent bubble sizes were +25% 
smaller than observed;16,17 predicted field strengths were larger 
overall than observed; and field morphology details differed). 
This discrepancy effectively precluded use of the simulations to 
justify any a priori assumption that observed proton deflections 
were caused exclusively by a B field and not by any component 
E|| (parallel to the foil) of an E field.
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Figure 119.12
(a) Proton radiography setup, (b) proton radiograph 
of two laser-generated plasma bubbles, and (c) spatial 
map of proton beamlet deflection angle (or equiva-
lently the magnetic field strength) as a function of 
position on the foil. Note in Fig. 119.13(b) that the 
deflections are associated almost exclusively with 
a B field near the foil, meaning that (c) can also be 
viewed as a magnetic field map. Part (c) shows that the 
two bubbles were actually the same size, even though 
the apparent sizes are different in the radiograph. 
Orientation of the images is as seen from behind 
the detector, looking toward the backlighter. The 
radiograph was acquired during OMEGA shot 46535.

To provide direct experimental identification of the field 
type as well as strength, the current experiment was designed 
so the second bubble reversed the sign of any B relative to 
the first bubble (as seen from the detector) while leaving any 
E|| unchanged. If the B reversal had no effect on deflections 
of the monoenergetic protons used to image the plasma, any 
deflections would necessarily have been dominated by E||. If 
the reversal resulted in equal but oppositely directed deflec-
tions of the monoenergetic protons, it would demonstrate the 
clear dominance of B. Qualitatively, the latter is what is seen 
in the image: the bubble on the front side of the foil (top of 
image) appears expanded, while the bubble on the back side 
appears contracted. 

Figure 119.12(c) shows the absolute values of the beamlet 
deflection angles i as a function of position at the foil; i is 
calculated from the apparent displacement of a beamlet in an 
image relative to where it would be without deflection. The 
peak i values occur at the foil on two circles of the same radius, 
and the amplitudes are the same for both circles. This is seen 

quantitatively in Fig. 119.13(a), which shows i as a function of 
radius measured from each bubble’s center. Because of Eq. (1) 
and the fact that B is reversed between the bubbles while E 
is not, it follows that we can decompose the total deflections 
itop(r) and ibottom(r) for the top and bottom bubbles into parts 
due only to B and E by assuming the two bubbles are otherwise 
equivalent. Then 

	 ,r r r,E Btop topi i i= +_ _ _i i i 	 (2)

	 ,r r r,E Bbottom top-i i i=_ _ _i i i 	 (3)

from which it follows that

	 ,r r r 2E top bottomi i i= +_ _ _i i i8 B 	 (4)

	 .r r r 2B top bottom-i i i=_ _ _i i i8 B 	 (5)
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The results are shown in Fig. 119.13(b) after converting iB(r) 
and iE(r) to #B # d, and #E|| # d, using Eq. (1). The vertical 
display scales for E and B were selected so the relative ampli-
tudes of the curves indicate the relative amounts of proton 
deflection. The effect of B greatly dominates the effect of 
E||, whose measured amplitude is smaller than measurement 
uncertainties.18

Figure 119.12(c) reveals a toroidal topology for the B field, 
with a shell thickness of about 400 nm. An estimate of the 
maximum local KBK is then 100 MG-nm/400 nm + 0.3 MG. 
For this field, the Hall parameter ~cex (where ~ce is the electron 
gyrofrequency and x is the electron–ion collision time14,15) 
is of order 1. Since thermal conductivity is proportional to 
1 1 2

ce~ x+ _ i8 B (Refs. 14 and 19), it follows that field-induced 
inhibition of thermal transport across the plasma bubble bound-
ary will occur.

Interestingly, this may provide insight as to why the simu-
lations, while correctly predicting that a toroidal B field was 
the primary cause of the deflections, could overestimate the 
field and underestimate the bubble size. Thomson-scattering20 

measurements indicated that the actual electron temperature 
Te was +40% lower than the value predicted by LASNEX 
(450 nm away from the foil and 600 nm from the central axis 
of a bubble, the measured Te was 470 eV while the predicted 
value was 780 eV). With the predicted plasma temperature 
too high, the predicted magnetic diffusivity would be too low 
[since it is proportional to T–3/2 (Ref. 14)] and the predicted 
B field would dissipate too slowly, leading to higher field 
strengths, higher ~cex, and an even more slowly decaying 
electron temperature. Such considerations and more detailed 
data/simulation comparisons will be important for advancing 
our basic understanding and our predictive capabilities with 
various codes.

The absolute experimental determination here that the fields 
responsible for the structure of Fig. 119.12(b) are magnetic 
allows us to revisit the images of Refs. 11 and 12 (showing 
radiographs of similar plasma bubbles on one side of the foil 
only) with confidence that they also reflect magnetic fields. 
Reference 11 shows images that represent the complete time 
evolution of bubble structure throughout the 1-ns laser pulse 
and for an additional 2 ns afterward. Those images were 
recorded with the same integration time (+130 ps) as used here 
and show the temporal evolution of the plasma bubble radius 
and field magnitude. In addition, a breakdown in azimuthal 
symmetry was observed at times slightly later than that of 
Fig. 119.12(b) here.
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Figure 119.13
Measured beamlet deflection angles i as a function of radius r in the top and 
bottom bubbles of Fig. 119.12(b) (positive is away from the bubble center), 

and inferred radial profiles of #B # d,  and #E|| # d,  in the two bubbles. In 

(b), the vector #B # d,  is plotted as a positive number for a toroidal B field in 

the clockwise direction of Fig. 119.12(c), while #E|| # d,  is plotted as positive 
for an E field pointing away from the bubble center. B has opposite directions 
in the two bubbles, while E has the same direction. Note that the absence of 
information about ibottom for r < +500 nm reflects the overlap of beamlets 
in the center of the bottom bubble image in Fig. 119.12(b), which prevented 
beamlet deflection measurements in that region.

Essential to the successful implementation of the technique 
of field discrimination and quantification are the isotropic 
and monoenergetic characteristics of the protons (the velocity 
uncertainty was <1% over the imaged plasma). Other recent 
important methods of ion generation from intense laser–plasma 
interactions,21–23 while useful in different radiographic set-
tings, would be compromised in the present context because 
of the energy spread and anisotropy of the ion fluences. In 
addition, other techniques of single-point field measurement at 
extremely high laser intensities (+1020 W/cm2, Ref. 24) do not 
generate global field maps that show the entire laser–plasma 
morphology, a prerequisite to understanding plasma dynamics.
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Variations of this monoenergetic proton radiography are 
now being applied to other important plasma/field problems 
in high-energy-density physics. For example, recent work in 
inertial confinement fusion25,26 showed, through single-sided 
monoenergetic proton radiography, the presence of strong 
striated fields around an imploding capsule.6 Unresolved in 
this work was the issue of whether the fields were magnetic 
or electric; yet the identification of field type is of paramount 
importance because different fields would involve different 
generation mechanisms and would have a significantly dif-
ferent impact on plasma evolution (through such processes as 
thermal transport modification). By simultaneously irradiating 
a subject implosion from two different directions, the methodol-
ogy described above can unambiguously discern whether these 
fields are magnetic or electric. If magnetic, it is quite possible 
that the striations are a result of an electrothermal instability,27 
potentially leading to the seeding of Rayleigh–Taylor instabili-
ties27 that could deleteriously impact implosion dynamics.28

In another experiment involving accelerating, rippled 
plasma foils,29 B fields are suspected—as a consequence of the 
Rayleigh–Taylor instability28—to cause the monoenergetic pro-
ton deflections seen when the foil was irradiated from a single 
side.30 However, unique field and instability identification could 
be established by proton backlighting, from one direction, of 
a foil with ripples on both sides [in a fashion similar to that 
depicted for the two plasma bubbles in Fig. 119.12(a)]. (In such 
an experiment, the mesh would be removed.) In general, apply-
ing these field-mapping radiographs to a large class of high-
energy-density plasmas will lead to quantifying the nature, the 
physical extent, and the evolution of embedded, spontaneous 
fields. By inference, this should also lead to new insights into 
the origin and dynamics of the pervasive fields of stellar jets31 
and nebulae,32 a major goal of laboratory astrophysics.2,33
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Introduction
New Yb-doped photonic-crystal fibers (PCF’s) have enabled 
fiber-based chirped-pulse–amplification (CPA) systems to 
produce millijoule-level pulses, compressible to femtosecond 
pulse widths.1,2 Rigid double-clad fiber rods are commer-
cially available with large effective areas (>2300 nm2) and 
high pump absorption (+30 dB/m at 976 nm) for efficient 
amplification in less than a meter of fiber. The combination 
of large effective areas and short amplifier lengths limits the 
suppression of higher-order modes (HOM’s), however, and 
these fibers may support several modes in addition to the 
fundamental. The rigid rod construction reduces the coupling 
between the weakly guided fundamental and other modes in 
the fiber. HOM’s may be excited when the signal is injected, 
which is typically done by focusing a free-space beam into the 
core. Relatively small amounts of HOM that are co-polarized 
with the fundamental mode can significantly degrade the 
beam quality and pointing stability because they interfere  
coherently.3,4

This article reports the first application of a recently pro-
posed technique, S2 imaging,5,6 to measure the modes of a 
Yb-doped PCF amplifier at full power. The technique, based 
on spatially resolved spectral interferometry, can detect small 
amounts of HOM that beat with the fundamental mode. S2 
imaging measures HOM fields relative to the fundamental 
mode without requiring a priori knowledge of the design of 
the fiber or its mode content. S2 imaging provides feedback 
when optimizing signal injection and is more sensitive than 
measuring the amplifier gain.

S2 Imaging
S2 imaging detects HOM content from fringes in the spa-

tially resolved spectra that are sampled across the beam profile. 
Nicholson et al. showed that an HOM’s profile and its intensity 
and phase relative to the fundamental mode can be directly 
calculated from the spatially dependent fringe visibility.5 
Consider two modes defined by the spectral fields E1(x,y,~) 
and E2(x,y,~), where E1 is assumed to be the fundamental 
mode (such as the LP01) and E2 is an HOM that is coherent 
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and co-polarized with E1. As E1 is nonzero across the beam, 
E2 can be expressed as

	 , , , , , , ,E x y x y E x y2 1~ a ~ ~=_ _ _i i i 	 (1)

where a(x,y,~) is the relative field amplitude of the HOM 
at a given position in the beam. It is a complex function: 

.exp ia za_ i  After propagation with relative group delay, DxG, 
the mode fields are related by

	 , , , , , , .expE x y x y x yE i G2 1 -~ a ~ ~ ~ xD=^ ^ ^ _h h h i 	 (2)

Spectral interference between the two fields produces a com-
bined spectral intensity of the form
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The spectrum contains fringes because of the relative group 
delay between the modes. Assuming that a and DxG are slowly 
varying functions of frequency and there are several fringes 
across the spectrum, standard Fourier analysis is used to extract 
the relative powers of the two modes. The ac sidebands pro-
duced by the modal interference have an amplitude relative to 
the dc peak that is given by
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where ,x ya _ i is the spectral average of a(x,y,~) that can be 
calculated directly from f(x,y):
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The relative power of the HOM to the fundamental is obtained 
from ,x ya _ i and the total intensity integrated over the entire 
spectrum, IT(x,y):
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Since the S2 technique is fundamentally interferometric in 
nature, the relative phase between the modes at a given position 
in the beam is encoded on the phase of the spectral oscillations 
at that position. Equation (4) shows that the phase between 
the modes across the beam, za(x,y), is given by the phase of 
f(x,y). The phase of the fundamental mode does not vary across 
the beam, so za(x,y) represents the phase variation across 
the HOM. An LP11 mode, for example, has two lobes with a 
r-phase shift between them, which can be measured using 
S2 imaging.5 Although only one HOM was considered here, 
multiple HOM’s can be imaged simultaneously providing the 
relative group delays between each HOM and the fundamental 
mode are sufficiently different that the sidebands are clearly 
resolved. Reference 6 extends this analysis to cases where 
(1) the excitation of the HOM’s is distributed along the fiber 
device and (2) the coupling between the modes and their rela-
tive group delays is frequency dependent. While this alternate 
method of analysis is more general, it requires that each HOM 

is weak compared to the fundamental mode (relative power 
less than –15 dB) to ensure S2 imaging does not underestimate 
the HOM power.

Experimental Setup
The experimental setup is shown in Fig. 119.14. The Yb-

doped PCF fiber (DC-200/70-PM-Yb-ROD from Crystal 
Fibre A/S) was a rigid rod (0.8-m # 1.7-mm diameter) with 
angle-cleaved end faces (4°). The signal core, formed by a hex-
agonal matrix of air holes, has an effective area of 2300 nm2, 
corresponding to a mode-field diameter (MFD) = 55 nm and 
a numerical aperture (N.A.) . 0.015. Boron-doped stress-
applying parts (SAP’s) limit propagation to a single linear 
polarization in the signal wavelength range.2 The amplifier 
was pumped at 976 nm using multimode pigtailed diodes. An 
output power of 16 W at 1055 nm with 16.6 dB of gain was 
obtained for +50 W of absorbed pump power.

The amplifier output was sampled using a single-mode 
fiber probe (MFD = 6 nm, N.A. = 0.14) and a fiber-coupled 
spectrometer (Ocean Optics HR2000+). The beam was attenu-
ated using three uncoated reflections and neutral-density (ND) 
filters. The PCF end face was imaged onto the fiber probe with 
6# magnification so that the MFD of the probe fiber was less 
than 1/50 of the beam’s diameter (1/e2). High-speed actuators 
(Newport LTA) were used to translate the fiber probe across the 
beam and the spectrum was measured at each point. The total 
acquisition time for a scan (32 # 32) was approximately 6 min. 
The half-wave plate was set to either align the amplifier output 
with the polarizer or rotate the polarization by 45°. In the first 

Figure 119.14
Experimental setup. The EFM image shows signal beam at injection, aligned between the two SAP regions that are backlit by the pump.
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case, fringes were produced by HOM’s that were co-polarized 
with the fundamental mode. In the second, fringes could poten-
tially be produced by HOM’s that were orthogonally polarized 
to the fundamental. Thus, the relative polarization state of the 
HOM to the fundamental was determined by comparing the 
fringe visibility for both wave-plate settings.

One challenge in applying S2 imaging to short amplifiers is 
that the relative group delay between modes is short, resulting in 
spectral fringes with a long period. A combination of stretched 
Yb oscillator pulses at 1055 nm and output from a superlumi-
nescent light-emitting diode (SLED) at 1035 nm was injected to 
provide at least four fringes across the spectrum. Each spatially 
resolved spectrum was first normalized by the spectrum inte-
grated over the beam before Fourier analysis so that the entire 
wavelength range (1020 to 1060 nm) could be used.

Independent measurements of the signal beam offset at 
injection were provided using an end-face microscope (EFM) 
to image the input end of the PCF amplifier. The EFM used 
a pickoff mirror located a few millimeters from the fiber end 
and a microscope objective to capture the signal reflection from 
the angle-cleaved fiber face. In addition, the EFM collected 
part of the residual pump light exiting the fiber at large angles. 
Figure 119.14 shows a typical EFM image with signal and 
pump light present. The pickoff angle exceeded the numerical 
aperture of pump light guided in the two trapezoidal SAP’s; 
therefore, they appear as dark regions that indicate the location 
of the signal core. Using standard image-processing techniques, 
this simple setup can measure signal-to-core overlap at the end 
face with micron-level precision.

Figure 119.15
(a) Integrated amplified spectrum. (b) Spatially resolved spectra, after normalization with the integrated spectrum, at locations of low- and high-fringe visibility 
(solid and dashed, respectively). (c) Corresponding Fourier transform magnitudes, with dashed line showing the location of LP11 signal.

Experimental Results of S2 Imaging Measurements
Figure 119.15(a) shows the amplified spectrum integrated 

over the entire beam for the SLED and mode-locked oscillator 
(ML OSC). Figure 119.15(b) shows two examples of spatially 
resolved spectra, measured at positions of low- and high-fringe 
visibility, after normalization by the integrated spectrum. The 
corresponding Fourier magnitudes are plotted versus group 
delay in Fig. 119.15(c) and show an interference peak at a group 
delay of 420 fs/m.

Mode images were extracted using the spatial dependence 
of 420-fs/m peak. The images are shown in Fig. 119.16 along 
with a direct charge-coupled-device (CCD) measurement of 
the beam. The dimensions for all images correspond to the 
amplifier output before the 6# magnification in front of the 
fiber probe. The modes are the fundamental LP01 mode and 
the LP11 mode, which is aligned with the SAP axis. The LP11 
mode was determined to be co-polarized with the LP01 mode 
by rotating the half-wave plate before the polarizer and noting 
that the fringe visibility remained constant. In principle, S2 
imaging can detect many HOM’s from a single scan. In this 
case only one clear mode was observed, corresponding to the 
generation of the LP11 mode at injection into the amplifier. 
Other modes could be present, such as HOM’s generated from 
scattering from inhomogeneities distributed along the ampli-
fier length. The relative group delay depends on the scattering 
position, and, therefore, fringes are produced with a range of 
periods from a minimum value set by the total length of the 
amplifier to larger values. Detecting HOM’s from such dis-
tributed coupling is possible4 but was not feasible given the 
signal-to-noise ratio of the data.
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LP11 power in this case was –13 dB. As the wavelength changes, 
the beam centroid moves vertically in the y direction, along 
the LP11 axis (see Fig. 119.18). This beam motion is a direct 

Figure 119.16
(a) Output beam as measured using a 12-bit CCD. [(b), (c)] Modes reconstructed using the S2 technique.

S2 imaging provides a direct measurement of the beam pro-
file at a given wavelength. This method of viewing the data is 
presented as a sequence of images in Fig. 119.17. The relative 
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consequence of the coherence and co-polarization of the two 
modes. At wavelengths corresponding to a positive y centroid, 
the upper lobe of the LP11 mode interferes constructively with 
the LP01 mode, and the lower lobe interferes destructively. This 
oscillation would not be seen if the modes were incoherent or 
orthogonally polarized.
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Figure 119.18
The beam centroid in the y direction as a function of wavelength.

These observations raise important questions about the 
impact of HOM’s in broadband amplifiers. When the signal 
bandwidth is much larger than the fringe period, deflection of 
the beam centroid at each wavelength will average to zero over 
the full spectrum. Although the integrated beam profile is broad-
ened along the HOM axis, it is relatively insensitive to phase 
fluctuations between the modes. If the signal bandwidth is less 
than the fringe period, phase fluctuations significantly alter the 
integrated beam profile since there is insufficient bandwidth to 
average out the beam variations at each spectral component. For 
this amplifier, a Gaussian signal bandwidth equal to single fringe 
period (FWHM = 11 nm) corresponds to a 150-fs transform-
limited pulse. The relative phase of the modes was stable during 
the S2 scan (several minutes), in part because the fundamental 
mode and the HOM propagate along the same length of fiber. 
Long-term stability will depend on the details of the amplifier’s 
thermal environment and stability of signal injection, so no 
general conclusions can be drawn from these data.

Impact of Misalignment at Signal Injection  
on HOM Content

The impact of misalignment at injection was evaluated by 
offsetting the beam with the pointing mirror (see Fig. 119.14), 

using the EFM to quantify the amount of offset at signal 
injection, and the S2 measurements to measure the resulting 
HOM content. The results are shown in Fig. 119.19. Significant 
amounts of LP11 were excited when injection was misaligned 
along the axis of the LP11 mode (the y axis). This offset direc-
tion increases the mode overlap between the input signal beam 
and one of the lobes of the LP11 mode, producing a larger 
fraction of the LP11 mode at injection. The power in LP11 was 
only –13 dB below that for LP01 for a 15-nm offset (+30% of 
the MFD). The large misalignment reduced the amplifier gain 
by only +0.5 dB.

Simulations using a simple step-index model predict that 
these levels of LP11 can have a small but measurable impact on 
the amplifier beam’s quality. The fiber parameters were chosen 
to match the MFD and N.A. of the amplifier (core radius a = 
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28 nm; index difference D = 5.3 # 10–5) and to set the LP11 
mode close to cutoff (V = 2.50). While these calculations did 
not include the full model for the PCF design or birefringence, 
some qualitative conclusions can be reached. Figure 119.20 
shows the simulated values of beam quality (M2) in the x and 
y directions plotted as a function of the ratio of LP11 to LP01 
powers, where the LP11 mode is aligned with the y axis as in 
Fig. 119.16(c). This orientation of LP11 produces degradation 
of M2 that is more severe in the y direction. The value of My

2 
depends on the relative phase between the modes.3
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Measurements of M2 show degradation when the amount 
of LP11 is increased by misaligning the signal at injection (see 
Fig. 119.21). The largest increase occurs in My

2 (as predicted by 
the simulations) and when the injection offset is along the y axis 
(as predicted by the S2 measurements). This is consistent with 
the fact that this offset direction produces the largest amount of 
LP11. M2 degradation from x-axis offsets cannot be explained 
by the level of LP11 alone. It is likely that other higher-order 
leaky modes or spatially incoherent scattering within the 
amplifier that is not resolved in the S2 measurements but can 
degrade M2 are responsible.
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Figure 119.21
Measured M2 for injection offsets. Offset in the (a) x direction and (b) y direc-
tion. Inset shows the offset direction relative to the orientation of the 
LP11 mode.

In conclusion, S2 imaging has been used for the first time 
to measure higher-order mode content of a large-mode-area 
amplifier at full power. Minor modifications to the technique 
were necessary to accommodate the short amplifier length and 
small relative group delay. An HOM corresponding to the co-
polarized LP11 mode was clearly observed with an axis aligned 
to the birefringent axis of the polarizing amplifier. The power in 
the LP11 mode relative to the fundamental LP01 mode depended 
on the alignment of the signal at injection. A relative power of 
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–18 dB was measured when optimally aligned. LP11 content 
increased when the injected beam was offset, particularly when 
the offset direction was toward one of the LP11 lobes. An offset 
of +30% of the 55-nm MFD increased the LP11 content to 
–13 dB while only decreasing the amplifier gain by +0.5 dB.
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Introduction
Optical differentiators have recently received considerable 
attention based on their potential application in all-optical 
signal-processing circuits1 and optical pulse shaping.2–4 In 
Ref. 4 an ultrafast optical differentiator based on long-period 
fiber grating with subpicosecond temporal resolution was 
demonstrated. An ultrafast optical differentiator based on an 
asymmetric Mach–Zehnder interferometer was proposed in 
Ref. 5. An optical-differentiator operation using a GaAs/AlAs 
short-period super lattice near an optical absorption band edge 
was demonstrated in Ref. 6.

Holographic volume Bragg gratings (VBG’s) represent a 
new class of robust, highly efficient, and spectrally selective 
optical elements that are recorded in photo-thermo-refractive 
glass.7 VBG’s have spectral and angular dispersions that are 
higher than any dispersive elements previously used. VBG’s 
are stable at elevated temperatures, have an optical damage 
threshold similar to that of bulk glass materials, and have high 
diffraction efficiency and low losses that enable one to use them 
in laser resonators.

An optical differentiation in a regenerative amplifier (RA) 
with a temperature-tuned VBG as an intracavity spectral filter 
is reported for the first time. Using an RA with a VBG as a spec-
tral filter greatly improves optical differentiator performance 
because of multiple passes through the filter and significant 
RA gain that increases differentiator efficiency and makes its 
practical application possible.

One of the appealing applications of an RA in differentiation 
mode is producing multimillijoule +150-ps pulses—important 
for laser–matter interaction studies and laser micromachin-
ing. Producing these pulses usually requires a mode-locked 
oscillator in combination with a regenerative amplifier8 or 
a Q-switched microchip laser9 that requires an additional 
amplifier because of low, <1-nJ output-pulse energy. In this 
article a simple and reliable multimillijoule +150-ps laser 
system based on an RA operating in differentiation mode with 

Optical Differentiation and Multimillijoule +150-ps Pulse 
Generation in a Regenerative Amplifier  

with a Temperature-Tuned Intracavity Volume Bragg Grating

a temperature-tuned VBG as a resonator spectrally selective 
mirror is demonstrated for the first time.

Experimental Setup
The Nd:YLF diode-pumped RA shown in Fig. 119.22(a) is 

almost identical to the one described in Ref. 10 except that it has 
a longer cavity length. The RA has a folded linear cavity with 
a round-trip time of 21 ns, which makes it possible to amplify 
pulses as long as 13-ns FWHM in duration. The Nd:YLF active 
element was oriented for a 1053-nm operational wavelength. 
It was pumped by a 150-W, fiber-coupled laser diode array 
(Apollo Instruments, Irvine, CA), which was operated in a 
pulsed mode, producing 1-ms pump pulses at 805 nm with a 
5-Hz repetition rate. The RA intracavity Pockels cell driven 
by fast electrical circuitry makes it possible to inject and cav-
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ity dump the amplified pulse. The injected pulse was mode 
matched to the RA resonator and, after a certain number of 
round-trips, reached its maximum energy and was dumped 
from the RA cavity. An AR-coated, temperature-tuned VBG 
(OptiGrate, Orlando, FL) at a 0° angle of incidence was used 
[Fig. 119.23(a)]. Introducing a VBG as an RA spectrally selec-
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(a) VBG’s are robust, spectrally selective optical elements that are recorded in 
photo-thermo-refractive glass. (b) Reflectivity of the VBG used in this experi-
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Figure 119.24
(a) The RA shows no peculiarities when VBG is tuned to the injected-pulse central wavelength. (b) The RA works as an optical differentiator when the VBG 
temperature is detuned from the injected pulse’s center wavelength. Note that the gray lines in the right side output pulse are the original normalized injected 
pulse shape.

tive mirror did not alter RA performance, owing to the VBG’s 
high-diffraction efficiency (up to 99.7%). The VBG’s high 
optical quality ensured RA performance in the TEM00 resona-
tor mode [Fig. 119.22(b)]. The VBG bandwidth was 240-pm 
FWHM. The wavelength dependence of the VBG reflectivity 
is shown in Fig. 119.23(b). The VBG reflectivity maximum 
can be temperature tuned at an +10-pm/°C rate. The VBG 
temperature was maintained with 0.1°C accuracy.

Optical Differentiation in the RA
The 2.4-ns FWHM precompensated square pulse described 

in Ref. 11, which is obtained using a system that contains 
a stabilized single-frequency fiber laser, integrated-optic 
modulators, and fiber amplifier,12 is injected into the cavity. If 
the VBG in the RA is tuned to the maximum of the injected 
pulse spectrum (shortest RA buildup time), the injected pulse 
is amplified, maintaining its shape with a slight distortion 
caused by gain saturation in the RA [see Fig. 119.24(a)]. When 
the VBG reflectivity is detuned by +20 pm, positive feedback 
in the RA resonator is formed for injected pulse broadband 
components, and the RA performs as an optical differentiator, 
amplifying only rising and falling edges [Fig. 119.24(b)]. VBG 
peak-reflectivity detuning by 20 pm provides +0.3% loss dif-
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ference per round-trip for the injected pulse central wavelength 
(Fig. 119.25). The total number of round-trips in the RA is 50, 
which, combined with very high +108 RA gross gain, causes 
enough discrimination that the center wavelength is not ampli-
fied, making the RA an optical differentiator.
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Figure 119.25
Wavelength detuning by 20 pm, which leads to a VBG reflectivity difference 
of +0.3% per round-trip, is enough to provide differentiation in the DPRA.

Generation of a Multimillijoule Picosecond Pulse  
in an RA in Differentiation Mode

One application of an RA as an optical differentiator is 
generating energetic short pulses without mode-locking. In 
Ref. 2 it is shown that the generation of an optical pulse with 
an arbitrary shape may be reduced to the problem of producing 
an arbitrary spectral filter. An optical differentiator is required 
as a spectral filter to produce a d-function pulse. This type of 
filter with a quarter-wave antireflection coating in reflection 
mode was proposed in Ref. 2. The efficiency of this device is 
very low. Using an RA as an optical differentiator provides high 
efficiency in generating short pulses, owing to significant RA 
gain and multiple round-trips. 

Injecting a step-like pulse is required for producing short 
pulses out of an RA. The output pulse width is defined by 
the sharp-edge duration of the injected pulse. A step-like 
pulse can be produced by using an air breakdown,2 a fast 
pulse-shaping system,12 or a stimulated Brillouin scattering 
(SBS) mirror.13 In this article, a system that consisted of a 
single-frequency Q-switched laser, an SBS mirror, and an RA 
with a VBG was used. The Q-switched laser produced 4.9-ns-

FWHM, 3-mJ TEM00 pulses at 1053 nm with a 5-Hz repeti-
tion rate. Output pulses were focused into an SBS cell filled 
with liquid carbon tetrachloride using a 60-mm-focal-length 
achromat (Fig. 119.26). The 3-ns-FWHM SBS-cell output 
pulses shown in Fig. 119.26 had a steep 300-ps leading edge, 
which can be made even shorter (<100 ps) by optimizing SBS 
cell performance.13 The SBS cell reflectivity was +50% when 
the incoming pulse energy was 2.8 mJ, which was set using a 
half-wave plate and polarizer combination. After attenuation, 
an SBS-steepened pulse was launched into a single-mode, 
polarization-maintaining fiber and injected into the RA with 
a VBG. The injected pulse energy was 250 nJ.
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output pulse from the SBS cell.

When the maximum of the VBG reflectivity curve is tuned 
to the maximum of the injected pulse spectrum, the RA works 
in regular regime, producing the amplified up-to-12-mJ pulses 
shown in Fig. 119.27(a). Pulse shortening from 3-ns to 1.25-ns 
FWHM occurs as a result of gain saturation in the RA and the 
sharp leading edge of the injected pulse. When the VBG is 
detuned from the central wavelength by 25 pm, the RA oper-
ates as an optical differentiator and amplifies the leading-edge 
portion of the injected pulse, producing a 150-ps-FWHM, 
12-mJ TEM00 pulse at 1053 nm with a 5-Hz repetition rate 
[Fig. 119.27(b)].
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Conclusion
It has been demonstrated for the first time that a regenera-

tive amplifier with a temperature-tuned volume Bragg grating 
as a spectrally selective resonator mirror works as an optical 
differentiator when the VBG reflection peak is detuned from 
the central laser wavelength. A simple, reliable laser system 
that produces multimillijoule +150-ps pulses without mode-
locking using an RA with a VBG as an optical differentiator 
has been realized.
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Introduction
Because of their low resistance to fracture and low thermal 
conductivity, many ceramics and glasses are susceptible to 
thermal shock. A common thermal shock configuration con-
sists of a component at an initially uniform high temperature 
suddenly exposed to a cooling medium at a lower temperature. 
The more-rapid temperature decrease at the surface induces 
a tensile stress, while the component’s interior is in a state of 
compression. Kingery1,2 has discussed in detail the effects of 
material and cooling medium properties on thermal shock. The 
relevant figures of merit governing thermal shock have been 
reviewed by Hasselman3 and Wang and Singh.4 

Depending on the thermal conductivity of the component, 
its dimensions, and the heat transfer coefficient induced by the 
cooling medium, there may exist a state of “severe” thermal 
shock (where the tensile thermal stresses at the component 
surface depend only on the material’s thermomechanical 
properties) or “mild” thermal shock (where the surface tensile 
stresses depend on the material’s thermomechanical properties 
and the Biot number, involving the cooling heat transfer coef-
ficient, specimen size, and component thermal conductivity). 
The heat transfer coefficient itself depends on the flow between 
the component and the cooling medium (forced or natural), 
the dimensions of the component, and the cooling medium’s 
thermophysical properties (viscosity, density, and thermal 
diffusivity). The conditions for severe or mild thermal shock 
along with an extensive discussion of the contributions of the 
thermomechanical properties can be found in Refs. 5–7.

Since the Biot number is an important factor in determin-
ing the severity of thermal shock, ceramics and glasses behave 
differently under thermal shock conditions. Ceramics have 
higher thermal conductivity and, therefore, lower Biot numbers, 
leading to conditions prone to mild thermal shock. Glasses, on 
the other hand, have a low thermal conductivity and are thus 
liable to severe thermal shock. A large amount of work exists 
in the literature on thermal shock of ceramics3–9 but less on 
thermal shock of glasses.10 

Slow Crack Growth During Radiative Cooling  
of LHG8 and BK7 Plates

This article discusses the radiative cooling of two optical 
glasses: the borosilicate crown BK7 and the phosphate LHG8. 
Under radiative cooling conditions, the usual thermal shock 
analysis does not apply because the surrounding temperature 
continuously changes with time as does the heat transfer coef-
ficient (and thus the Biot number). We determine the relevant 
thermal and stress fields numerically using finite elements and 
then use these results to study crack growth at the heaviest 
stressed locations. We discuss fracture in terms of strength, 
fracture toughness, and slow crack growth under transient 
temperature and stress fields.

Material Properties 
The two materials investigated here are the borosilicate 

crown glass BK7, a commonly used optical glass, and the 
phosphate glass LHG8 often used in laser applications. The 
glass properties are listed in Table 119.II.

We observe that LHG8 is about twice as brittle in terms of 
fracture toughness Kc as BK7, while it is also twice as soft. In 
Table 119.II, we have also calculated the fracture strength for 
these glasses, assuming different sizes of initial flaw size into 
the surface. Table 119.II gives a range for the fracture tough-
ness of LHG8. The higher value .0 51MPa m^ h is cited in 
Campbell et al.,11 while the lower value .0 43 MPa m^ h is cited 
in DeGroote et al.12 Notice, however, that a typical uncertainty 
in Kc is !10%. In this sense, these measurements agree. 

Suratwala et al.13 have measured the slow crack growth in 
LHG8 using the double-cleavage-drilled-compression method. 
They showed that the rate of crack growth v depends on the 
amount of OH concentration in the glass. They reported data in 
the temperature range of 25°C to 300°C and water vapor pres-
sure in the range of 2 to 92 mmHg. These data can be fitted by

	 v v v
v v
I II

I II= + 	 (1)
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where p0 is the atmospheric pressure 760 mmHg. The param-
eters are listed in Table 119.III. The subscripts I and II cor-
respond to region I (stress controlled) and region II (diffusion 
controlled) crack growth.13,14 The harmonic mean in Eq. (1) 
essentially selects the lower of vI, vII. Notice that the applied 
stress intensity factor Kapp affects the crack growth rate vI 
(but not vII).

For the case of a quarter circular crack at the edge of a plate 
under tension, the applied stress intensity factor is

	 ,K aapp appv rX= 	 (3)

where X is a geometrical factor (+0.80), vapp is the applied 
tension, and a is the crack depth (see Lambropoulos et al.15 
for the geometrical factor X describing a quarter circular crack 
along an edge).

For the case of BK7, we used the data of Wiederhorn and 
Roberts,14 who measured slow crack growth in BK7 and other 
glasses with a double cantilever beam technique. They reported 
data for BK7 at temperatures of 23°C, 104°C, 154°C, and 226°C 
under vacuum (10–5 Torr), as well as for BK7 in air and RT 
under 100% RH.

Table 119.II:  Material properties of the two glasses studied.

Property and Units BK7 LHG8

Density t, kg/m3 2510 2830

Heat capacity cp, J/kg.K 858 750

Thermal conductivity k, W/m.K 1.114 0.58

Thermal diffusivity D, m2/s 5.2 # 10–7 2.7 # 10–7

Young’s modulus E, GPa 82 50

Poisson ratio o 0.21 0.26

CTE a, K–1 8.3 # 10–6 12.7 # 10–6

Fracture toughness Kc, MPa m 0.82 0.43 to 0.51

Fracture strength, MPa (assumes scratch a is 50 nm deep) 59 31 to 36

Fracture strength, MPa (assumes scratch a is 500 nm deep) 19 10 to 12

Fracture strength, MPa (assumes scratch a is 1000 nm deep) 13 7 to 8

Hardness, GPa 6.8!0.3 3.4

Table 119.III:	 Data for slow crack growth in LHG8 from Suratwala et al.13

Parameter Units
LHG8-L 

(128-ppmw OH)
LHG8-H 

(773-ppmw OH)

v0 106 m/s 7.3 7.3

m dimensionless 1.20 1.20

QI kJ/mol 253 239

b m5/2/mol 0.48 0.48

C m/s 180 180

QII kJ/mol 26 26
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For numerical computation, we have fitted the data at the 
crack growth rates of 10–5 m/s, 10–6 m/s, and 10–7 m/s for these 
four temperatures. We fitted these data to the form

	 exp
K b Q

RT
v v0I

app -
= e o	 (4)

by a numerical procedure that minimized the error, defined as
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The best fit gave a minimum error of 0.62% and corresponded 
to the parameters

	

. ,

. ,

ln

b

10 10

0 21 m mol

kJ mol

v0
5 2

=

=

.Q 227 5 ,=

	 (6)

describing the slow crack growth of BK7 at “vacuum” condi-
tions. These data will be used to predict crack growth in BK7 
under vacuum conditions.

Finite Element Analysis: Temperature and Stress 
Both materials modeled are in the form of rectangular plates 

with an areal extent of 800 # 400 mm2. The BK7 plates are 
80 mm thick; the LHG8 plates are 40 mm thick. These dimen-
sions will be consistent throughout the remainder of our work. 
The BK7 and LHG8 thicknesses are different because thermal 
stress is known to scale with thickness, while LHG8 is less 
strong than BK7. In a sense, therefore, the stronger BK7 plates 
are more severely stressed than the thinner LHG8.

The plate was initially placed in an oven at a uniform high 
temperature. The oven temperature slowly diminished with 
time, so that all six sides of the plate underwent radiative cool-
ing into an ambient whose temperature changed with time. In 
both cases of LHG8 and BK7, it was assumed that the initial 
temperature was uniform and equal to a high value of 200°C. 
The surroundings’ (ambient) temperature decayed exponen-
tially with a time constant x that may vary from minutes to 
hours to days. The eventual temperature was room temperature, 
again taken as uniform (see Fig. 119.28).

The coordinate system was centered at the plate’s center, 
with –400 mm < y < 400 mm, –200 mm < x < 200 mm, and 
the coordinate z varying –20 mm < z < 20 mm for LHG8 or 
–40 mm < z < 40 mm for BK7.

The boundary condition on all six edges of the glass plate 
was taken as radiating into a medium of ambient temperature 
Tamb(t), i.e.,

	 ,q T TW m 4 42
B amb-v= a k9 C 	 (7)

where vB is the Boltzmann constant 5.67 # 10–8 W/(m2.K4), 
T is the absolute temperature at the glass surface, and Tamb is 
the (time-dependent) temperature of the surroundings (ambi-
ent), taken to vary as

	 ,expT t t293 180amb - x= +] _g i 	 (8)

where the time constant x models the rate at which the sur-
roundings temperature decays with time. The ambient tempera-
ture drops from 200°C to 86°C in time x and to 29°C in time 
3x. The initial condition is 

	 , , , 473T x y z t 0 K.= =^ h 	 (9)

The temperature T(x,y,z,t) is governed by the time-dependent, 
3-D heat conduction equation. A typical temperature evolution 
is shown in Fig. 119.29.

Once the temperature was determined, the stresses were 
calculated by using COMSOL® (version 3.4).16 We note some 
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Figure 119.28
The geometry of a thin plate cooled by radiation. The ambient temperature 
decayed exponentially from the initial temperature of 200°C to the final 
temperature (RT) with a time constant x. 
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	 v1
E T

max -
v

a D= 	 (12)

with DT representing the temperature drop (here 180°C), a the 
coefficient of thermal expansion, and E the Young’s modu-
lus. This estimate would give a stress of about 150 MPa for 
either BK7 or LHG8, i.e., a stress significantly higher than the 
strength of the glass (see Table 119.II). The fact, however, that 
the applicable Biot number Bi is of the order of 1 means that 
such estimates of stress as in Eq. (12) are not applicable and 
stresses must be explicitly computed.

Figure 119.31 shows the stress distribution in LHG8 cooled 
at the rate x = 4 h. The long and intermediate edges of the plate 
were the most highly stressed. Figure 119.32 compares directly 
the evolution of temperature and stress at the center of the long 
edge for a plate of LHG8 and a plate of BK7. Strong size effects 
(i.e., increasing stresses with increasing plate thickness) and 
rate effects (i.e., stresses increasing with more-rapid cooling), 
from extensive stress calculations by finite element methods, 
are shown for LHG8 in Fig. 119.33. 

We will next determine how a surface flaw in the most 
heavily stressed area (the center of the long edges) will grow 
as the temperature and stress evolve at that point. To examine 
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Thermal stress evolution along the edge center of the long edge in a 40-mm-
thick LHG8 plate. The temperature relaxation constant x = 1 h. For short 
times, the temperature was high and uniform, so the thermal stress was low. 
These results show the thermal stress calculated via 3-D or 2-D (plane-strain) 
approaches. Both approaches give similar stress levels. 

features of the resulting stress distribution: At early times, 
the temperature was high but mostly uniform; therefore the 
thermal stress was very small. At long times, the temperature 
was low and again mostly uniform; therefore the thermal stress 
was also low. As a result, the thermal stress became largest at 
some intermediate time. An example of stress evolution along 
the center of the long edge is shown in Fig. 119.30.

We also observed that the Biot number was neither small 
nor very large. To extract an applicable heat transfer coefficient 
heff, we linearized the surface-cooling constitutive law to read

	 4 .q T T T h T TW m 32
B amb amb eff amb- -v= =_ _i i9 C 	 (10)

Evaluating heff at Tamb = 473 K or at 300 K, we found that heff 
was in the range of 24 to 26 W/m2.K, so that the Biot number

	 h L kBi eff= 	 (11)

(with 2L as the plate thickness) was in the range of 0.2 to 0.8 
for LHG8 and 0.2 to 0.9 for BK7. We concluded that the tem-
perature gradients in the plate cannot be neglected and indeed 
must explicitly be accounted for.

Notice that if heff were very large (i.e., if Bi & 1, correspond-
ing to very rapid quenching by DT), the surface thermal stress 
would be 
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Figure 119.31
Thermal stress distribution at time t = 8000 s (about 2.2 h) in a 40-mm-thick LHG8 plate. 
Only 1/8 of the plate is shown. The plot shows the maximum principal stress, at a time 
when the thermal stress at the edge was close to maximum. The temperature relaxation 
constant x = 4 h. The long edges at x = !200 mm, y,z = !20 mm and intermediate edges 
at x,y = !400 mm, z = !20 mm were in a state of tension of magnitude 6.9 MPa. The 
plate’s long edges and intermediate edges were similarly stressed and the stresses at 
these locations were the highest.
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crack growth we need two auxiliary results: first, the depth of 
the initial flaw in the glass long edge (a figure to be estimated 
from the abrasive size used to finish that edge); second, a way 
of describing crack growth, from that initial crack depth value, 
as temperature and stress evolve with time.

It is important here to keep distinct the terminology of 
the various types of cracks resulting from finishing the plate 
surfaces. By subsurface damage (SSD) we mean the average 
flaw depth, a quantity that can be estimated from the abrasive 
used to finish that edge or from the peak-to-valley roughness at 
that point. This is different from the deepest flaw size GcHmax, 
which will control the strength at that point.

We have shown in previous work on glasses and crystals17 
that the subsurface damage can be estimated from the abrasive 
used to finish a surface by

	 ~ 2 .SSD abrasive size# ] g 	 (13)

On the other hand, Suratwala et al.18 have shown that the 
maximum flaw depth in fused silica is about 8# the average 
flaw depth:

	 ~ .c c8max av 	 (14)

By identifying the average crack depth c av with the sub-
surface damage SSD, we arrive at

	 .#~c 16 abrasive sizemax ^ h 	 (15)

For example, when finishing with 15-nm abrasives, one 
would expect a 240-nm flaw depth into the glass surface.

Notice here that the relation between average and deepest 
flaw size in Eq. (14) was measured18 for the case of fused silica 
and its applicability to LHG8 and BK7 is not known. On the 
other hand, these estimates are for finishing flat surfaces. Given 
the fact that the area most heavily stressed is the edge of the 
plate (i.e., the intersection of two flat surfaces), it is again not 
entirely clear how to extend Eqs. (13)–(15) to our case. In any 
case, we must keep these caveats in mind while estimating the 
deepest flaw at the edge by Eq. (15).

Cracking in LHG8 Versus BK7
For fracture in radiatively cooled BK7 and LHG8 plates, 

we adopted several different approaches. In the strength 
approach, fracture was taken to occur when the applied stress 
vapp reached the fracture strength of the glass vF. Therefore, 
for safe operation, we required

	 safe.<app F&v v 	 (16)

For a typical glass, the figure of merit for strength is about 
50 MPa. As shown in Table 119.II, the strength of LHG8 is 
10 MPa, while the strength of BK7 is 20 MPa. The applied 
stresses are shown in Fig. 119.32. For LHG8 the maximum 
stress is 7 MPa, while for BK7 it is 11 MPa. The conclusion is 
that, based on the strength approach, both LHG8 and BK7 are 
safe under these cooling conditions.

The main drawback of this approach is that the strength of 
a glass surface is not a well-described quantity. This drawback 
is addressed by using the fracture toughness approach.

In the fracture toughness approach, cracking will occur 
when the applied stress intensity factor Kapp reaches the mate-
rial’s fracture toughness for a given flaw size. The applied 
stress intensity is given by Eq. (3). Therefore, for safe opera-
tion, we require

	 , .K a K a
K1or< <

2

app app c
app

c
v r r v
X

X
= _ fi p 	 (17)
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Figure 119.33
The maximum thermal stress (occurring at the center of the long plate edges) 
depends on the plate thickness and the rate at which the ambient temperature 
decays. These results are for the case of LHG8 glass plates. Thicker plates 
lead to larger stresses, as do more-rapid temperature cooling rates. 
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For a quarter circular crack along an edge, X = 0.80 (Ref. 15). 
Using 0.43 0.51K to MPa mc =  for LHG8 and vapp = 7 MPa 
(from Fig. 119.32), we conclude that any flaw size more shal-
low than 1.9 to 2.7 mm is safe. Repeating for BK7 with vapp = 
11 MPa from Fig. 119.32, we find that any flaw size a < 2.8 mm 
is safe.

The drawback of the fracture toughness approach is that it 
assumes that the fracture toughness is a property that is inde-
pendent of temperature.

For the slow crack growth approach, crack growth evolves 
according to 

	 , ,
t
a K a t T t
d
d F app= ^ ^h h7 A$ . 	 (18)

	 ,K t t a tapp appv rX=^ ^ ^h h h 	 (19)

where the function F is given by Eq. (1) or (4), and the stress 
vapp(t) and temperature T(t) are shown in Fig. 119.32.

The data for LHG8 were modeled with the following param-
eters (see Material Properties, p. 145):

	

. ,7 3 10 m s

m mol

kJ mol

v0
6

5 2

I

#=

. ,b 0 48=

Q 239=

	 (20)

(corresponding to LHG8 with higher OH concentration and, 
therefore, greater propensity for cracking). It is also important 
here to note that although the fit in Eq. (2) is for any pres-
sure and the pressure in the oven is “vacuum,” we have used 
the slowest experimental data reported,14 i.e., we have taken 

2p mmHg.H O2
=

For the case of BK7, we repeat the procedure for F given 
by Eq. (4) with 

	

. ,2 4 10 m s

m mol

kJ mol

v0
4

5 2

I

#=

. ,b 0 21=

. .Q 227 5=

	 (21)

In both cases, the crack growth rate depends on the depth 
of the initial flaw size. If the initial crack depth is too deep, 
the crack will grow catastrophically at some time, leading to a 
complete fracture of the plate. We have numerically determined 
an initial flaw size that is just below this critical condition. 

Figure 119.34 shows the critical growth condition for LHG8. 
The initial crack size was about 970 nm. Any crack size deeper 
than this will lead to catastrophic failure of the plate. It is seen 
that crack growth has three regions: For early times, there is 
little growth because the thermal stress is low. For very long 
times, crack growth is also low because the temperature is low. 
For intermediate times, however, crack growth is appreciable 
because both stress and temperature are sufficiently high. For 
the case of LHG8, the final crack size will be about 1200 nm, 
but the plate will not fail catastrophically.
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Figure 119.34
Crack growth in the center of the long edge of a 40-mm-thick LHG8 plate. 
The initial flaw size was 970 nm. Any flaw size deeper than this will lead to 
catastrophic failure.

A similar analysis for the BK7 plate leads to the conclusion 
that for BK7 the critical initial flaw depth was 1650 nm.

The predicted crack growth rate for LHG8 is shown in 
Fig. 119.35. Notice that there is an initial incubation period 
(temperature was high but stresses were low) and a final period 
at which crack growth stopped (the temperature was too low). 
The crack growth rate was largest, about 50 to 60 nm/s, for 
intermediate times where both temperature and stresses were 
significant; indeed, this was slow crack growth.
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We observe that although BK7, being twice as thick as 
LHG8, has higher thermal stresses, it has slower crack growth 
behavior and can tolerate cracks up to 1650 nm along the center 
of its long edge. LHG8 can tolerate cracks only up to 970 nm.

The slow crack growth approach incorporates crack growth 
as a function of temperature and applied stress; in other words, 
the material properties’ dependence on temperature.

Conclusions 
Several conclusions may be drawn from our work. First, 

40-mm-thick LHG8 plates are inherently weaker than 80-mm-
thick BK7 plates. This is a non-obvious conclusion because, in 
general, thicker plates are subjected to higher stresses.

Second, for both LHG8 and BK7, the most adversely stressed 
areas are the midpoints of the long edges, and there are strong 
size and rate effects in the buildup of thermal stress during 
radiative cooling. If all edges have similar crack distributions 
following finishing, the midpoints of these long edges would 
then be critical areas of crack growth because they are the 
most highly stressed.

The third conclusion concerns the choice of the fracture 
approach. The strength approach is inadequate because strength 
of a glass surface, let alone of a glass edge, is a parameter that 
depends on many finishing parameters so that it can hardly be 

seen as a material property. Even if one could identify a strength 
value, the case study in the previous section shows that the 
strength approach would predict that both the LHG8 and BK7 
plates would be safe. If anything, the fracture toughness and 
slow crack growth approaches show that this is not the case.

The fracture toughness approach is a “liberal” criterion, 
predicting that the worst allowable flaw size in LHG8 would 
be in the range of 1.9 to 2.7 mm and for BK7 about 2.8 mm.

The slow crack growth criterion is more conservative. It pre-
dicts that for LHG8 the worst allowable initial flaw is 0.97 mm 
deep, while for BK7 it is 1.65 mm.
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Introduction
Low-temperature–grown GaAs (LT-GaAs), deposited by 
molecular beam epitaxy, has been known for its ultrashort, 
subpicosecond photocarrier lifetime and relatively high car-
rier mobility. Therefore, in recent years LT-GaAs has been the 
material of choice for the fabrication of photonic devices such 
as photoconductive switches,1,2 both of the metal–semiconduc-
tor–metal (MSM)3 and freestanding types,4 for the generation 
of subpicosecond electrical pulses for ultrafast device char-
acterization,5 THz time-domain spectroscopy,6 antennas for 
the generation and detection of THz radiation,7 as well as for 
optical photomixers.8,9

Much effort has gone into achieving high efficiency for LT-
GaAs material and the design of optimal geometries for the 
device structures; however, further performance improvement 
of LT-GaAs–based photonic devices is expected by optimizing 
the device contacts. Historically, LT-GaAs MSM’s have been 
constructed with electrodes consisting of surface-contact metal-
lization such as, e.g., Ni-Au, Ti-Au, or Ti-Pd-Au.10 For decades 
the properties of metal contacts to III–V semiconductors have 
been intensively studied.11,12 From these studies it is well known 
that a contact metallization that creates Schottky contacts on 
conventional n-doped GaAs shows ohmic behavior on LT-
GaAs, even without annealing.10 The annealing of contacts to 
LT-GaAs is restricted to temperatures below 600°C since higher 
temperatures lead to a drastic change in the properties of the 
LT-GaAs material itself. The speed of response for the ohmic-
type MSM photodetector is generally limited by the carrier 
lifetime, which in the case of LT-GaAs is so short (+150 fs) that 
the device capacitance sets the practical limit. Unfortunately, the 
ultrashort carrier lifetime translates into relatively low mobility 
of the LT-GaAs material, resulting in low-efficiency LT-GaAs 
devices, as compared to other photodetectors, such as p-i-n 
diodes.13 Recently, however, MSM devices with alloyed12,14 
and recessed9,15 electrodes have been found to exhibit improved 
performance through optimization of the device contacts. Ref-
erence 14 reported a twofold improvement in efficiency using 
alloyed contacts based on Au-Ge eutectic, and Ref. 15 reported 
a 25% increase in sensitivity using recessed surface contacts.

Finite Element Simulation  
of Metal–Semiconductor–Metal Photodetector

This article presents a finite element model to analyze 
the photoresponse of two types of LT-GaAs MSM’s, both of 
the same device geometry, but one with non-alloyed surface 
contacts and the other with alloyed contacts. Based on experi-
mental work,14 the simulated photodetectors consist of inter-
digitated conductors, patterned on a 1.5-nm-thick LT-GaAs 
layer, grown by molecular beam epitaxy at 250°C, followed 
by in-situ isothermal annealing at 600°C. We can, therefore, 
directly correlate our simulations with the experimental results 
and understand the physical reasons for the improved photo-
response efficiency of the alloyed-contact LT-GaAs MSM’s 
without sacrificing the response times. We demonstrate that 
indeed the latter devices have better-than-twice the sensitivity 
of the surface-contact structures and better-than-50% improve-
ment in response time. We further use our model to propose 
the configuration of optimized devices.

Finite Element Model
The finite element simulations presented here were created 

with the COMSOL Multiphysics® Finite Element Analysis 
(FEA) software package16 using the generalized electrostatics 
mode. In this mode, the equation of continuity is combined with 
Gauss’s law, and the partial differential equation to be solved is

	 ,T V Tr0 0
eJ-: dv f f t+ =-d ` j9 C 	 (1)

where v and fr f0 are the material’s conductivity and permit-
tivity, respectively, V is the electric potential, Je is an externally 
sourced current density, t0 is the given space-charge density 
at t = 0, and T is a time constant chosen to be large relative to 
the maximum charge relaxation time of the system. For the 
simulations presented here, Je and t0 are set to zero and T was 
chosen to be 10–2 s. Increasing T above 10–2 s had no effect 
on the results; making it too large, however, could result in an 
ill-conditioned FEA formulation.

The model geometry is a two-dimensional cross section of 
one of the photoconductive LT-GaAs channels plus the elec-
trodes. The results of the simulation are given per meter, and the 
result is multiplied by the overall length of the channel, which 
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is 147 nm. Figure 119.36 shows a schematic of the MSM top 
view and cross section used for simulation. The model bound-
ary condition is electrical insulation everywhere, except for 
the small spans, where the electrode intersects the boundary 
and the condition is a fixed electrical potential. The actual 
fabricated device14 had an area of 400 nm2 and an electrode 
finger width and spacing of 1 nm and 1.5 nm, respectively. 
The alloyed-electrode MSM consisted of a Ni-Au/Ge-Ni-Au 
layer stack with 5-, 90-, 25-, and 50-nm thickness, respectively, 
alloyed at 420°C for 90 s. The surface-contact device had a 
Ni-Au layer with a thickness of 10 to 160 nm.

E17561JR

Air or AR coating

Electrodes

1.5-nm LT-GaAs epitaxial layer

Figure 119.36
Schematic top view of an MSM device and side view of one photoconductive 
channel, with electrodes on each side.

Figures 119.37 and 119.38 show arrow plots of the electric 
field and current density, created with COMSOL Multiphys-
ics®. The simulation results in Fig. 119.37 are for the alloyed-
electrode device, illuminated by 850-nm-wavelength light, with 
a nominal alloy depth of L = 200 nm. The simulation results 
in Fig. 119.38 are for the surface-contact device, with identi-
cal illumination conditions. The length of the arrows is scaled 
according to the magnitude of the quantity they represent. We 
note in Fig. 119.37 that for the alloyed device, the electric field 
is uniformly distributed in the photoconductive region, and the 
current density in this region decays as does the intensity of the 
incident light. On the other hand, the surface contact device 
in Fig. 119.38 shows a very different electric field distribution, 
and the current is channeled entirely through the corner insets 
of the electrodes.
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Figure 119.37
Arrow plots of the (a) electric field and (b) current density for the alloyed-
contact device with L = 200 nm. These plots were created using COMSOL 
Multiphysics®.16

Figure 119.38
Arrow plots of the (a) electric field and (b) current density for the surface-
contact device. These plots were created using COMSOL Multiphysics®.16
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For the FEA model, each device was divided into five sub-
domains, consisting of the two electrodes, the photoconductive 
region, and the two LT-GaAs regions under the electrodes. For 
simplicity, the two electrodes were assigned a conductivity v = 
45.6 # 106 S/m, typical for Au. The conductivity profile of the 
photoconductive region was calculated based on illumination 
with 160 nW of continuous-wave light, consistent with the 
experimental setup in Ref. 14. The transmission coefficient was 
calculated as 43%, based on the LT-GaAs refractive index of 
3.64 at 850 nm (Ref. 17), and the internal quantum efficiency 
(QE) was taken as 1. These factors, in addition to 40% loss of 
input power as a result of the reflectivity of the metal electrodes, 
give G = 1.77 # 1014 s–1, the overall (volume) carrier-generation 
rate. By assuming that the carrier generation decays in the same 
manner as incident 850-nm light with a penetration depth l = 
1 nm, and integrating over the photoconductive volume, the 
carrier generation at the surface was calculated to be GS = 
9.47 # 1023 (s • cm3)–1.

To relate GS to v, it is necessary to compute the resulting 
steady-state carrier density. This was done by setting the gen-
eration equal to the Shockley–Read–Hall recombination rate, 
simplified by assuming that the recombination centers are 
located at the bandgap. The electron and hole concentrations 
at the surface, ns and ps, respectively, can then be calculated as

	 2 ,n p n Gs s i S: : x= = + 	 (2)

where ni is the intrinsic GaAs carrier concentration and x is 
the carrier lifetime. Taking for LT-GaAs at 300 K, ni = 1.8 # 
106 cm–3, x = 150 fs (Ref. 5), and the mobility for photogen-
erated carriers to be n . 200 cm2/(V • s) (Ref. 1), we may then 
compute the surface conductivity vs = 2nsn = 1.8 mS/m, and, 
subsequently, the conductivity profile

	 ,exp
l
z

s
-

:v v= c m 	 (3)

where z is the distance from the LT-GaAs surface.

So far everything said about our MSM FEA model applies 
to both the alloyed and non-alloyed devices. The difference 
between the two is the conductivity profile under the contacts. 
In the case of the non-alloyed device, the conductivity of the 
region under the contact is simply that of LT-GaAs, which is 
essentially an insulator. In the case of the alloyed device, a 
Ni-AuGe-Ni-Au layer stack forms the electrode. Subsequent 
alloying at 420°C for 90 s causes Ge atoms to migrate into the 

LT-GaAs, with an expected penetration depth of L = 200 nm 
(Ref. 18). As a result, the conductivity at the interface between 
the contact metallization and the alloyed LT-GaAs is that of Ge 
and decays exponentially to the conductivity of LT-GaAs under 
the contact. The v profile under the alloyed contact is therefore

	 ,exp
L
z

ac Ge LT LT-
-

:v v v v= +_ ci m 	 (4)

where vGe = 2.2 S/m and vLT = 1.15 # 10–8 S/m are the con-
ductivities of Ge and LT-GaAs, respectively. 

One additional feature that requires some explanation is 
the semicircular inset at the inside corner of each electrode 
shown in Fig. 119.36. In the case of the alloyed-contact MSM, 
this feature has no effect on results; it is, however, essential 
for modeling the surface-electrode device since without it 
there would be no lateral path for current. Figure 119.36 is not 
to scale and the corner insets are exaggerated for clarity. The 
actual radius used in our modeling was only 50 nm, based on 
the simple estimation that the carriers generated near the edge 
of the surface electrode may drift/diffuse into the insulating 
region toward the electrode on the scale of the carrier mean 
free path, equal in our case to +66 nm, for a Fermi velocity of 
4.4 # 105 m/s (Ref. 12) and x = 150 fs. A change of !50% in 
this radius did not impact results of the model.

Results
1.	 Responsivity

For the alloyed-contact device, the responsivity predicted 
by the model was 8.6 # 10–4 A/W, while the actual measured 
value in Ref. 14 was 13.7 # 10–4 A/W. For the surface-electrode 
MSM, the corresponding simulation and experimental values 
were 3.7 # 10–4 A/W and 6.2 # 10–4 A/W, respectively. Con-
sidering the approximations involved, the results of the FEA 
model can be considered reasonably close to measured. The 
responsivity is dependent on n, quantum efficiency, trans-
mission coefficient of LT-GaAs, alloy depth, and the contact 
resistance. If we, for example, used a carrier mobility of only 
n . 320 cm2/(V • s), instead of 200 cm2/(V • s), we would get 
full agreement between our model and the experiment. We note 
here that although the relatively low values of n for LT-GaAs 
have been well documented,8 some sources have reported n’s 
as high as 2000 cm2/(V • s) (Refs. 19 and 20), depending on 
the sample processing. For QE the range of numbers in the 
literature spans from 1 (Ref. 21) to 0.07 (Ref. 5). We assumed 
the ideal case of QE = 1. Our transmission coefficient was 
calculated to be 43%, based on the refractive index of GaAs at 
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850 nm, and, finally, the depth of alloying under the contacts 
was taken to be 200 nm based on the expected (but not mea-
sured) depth stated in Ref. 14.

In view of the above, the responsivity ratio of MSM’s with 
alloyed to non-alloyed contacts is of particular interest. The 
FEA model yielded a ratio of 2.3, while the experimental value 
in Ref. 14 was 2.2. Therefore, we may conclude that our model 
does a good job of predicting the improvement in responsivity 
obtained using photodetectors with alloyed contacts.

2.	 Capacitance and Transient Response
Typically, photoconductive devices turn on much faster than 

they turn off since the rising part of the photoresponse limits 
how fast optical energy is delivered to the photocarriers and 
simply corresponds to the integral of the optical-pulse intensity. 
The turn-off time, on the other hand, depends on the mecha-
nism of carrier sweep (Schottky type) or on the carrier lifetime 
in the photoconductive region. In the case of LT-GaAs devices 
exhibiting ohmic contacts, the latter is true; however, since x 
is in the femtosecond range, the actual device turn-off time is 
limited by stored charge and the equivalent lumped-element 
resistive-capacitive (RC) time constant.

Table 119.IV shows the capacitance of the alloyed- and 
surface-electrode devices in both the light-ON and light-OFF 
states, as predicted by the FEA model. The higher capacitance 
of the alloyed-contact MSM is expected from the device con-
figuration and suggests that its photoresponse signal should be 
slower. However, the photoresponse measurements performed 
in Ref. 14 actually indicate that alloyed devices exhibit some-
what faster turn-offs, while in both cases, the turn-on time is 
about the same. The photoresponse transients in Ref. 14 show 
a turn-off time constant of the alloyed device to be 1.8 ps and 
2.8 ps for the non-alloyed structure. In terms of our model, 
an improvement of the turn-off time in the alloyed-electrode 
MSM’s can be understood if one considers the accumulated 
charge at the boundary between the LT-GaAs photoconductive 
region and either the alloyed or non-alloyed region under the 

electrode surface. In the ON state, both devices have a signifi-
cant charge, accumulated at this boundary. In the case of the 
surface-contact MSM, however, this boundary effectively goes 
away when the device turns off, leaving the charge to dissipate 
through the volume of the very highly resistive LT-GaAs. On 
the other hand, in the alloyed-contact MSM case, the relatively 
high conductance of the alloyed-contact volume makes possible 
a much more efficient discharge of the equivalent capacitor. 
Based on the ratio of sensitivities of the two devices, the effec-
tive ON-state resistance of the alloyed device is 2.2# lower than 
that of the non-alloyed device. Thus, including the capacitances 
listed in Table 119.IV, the ratio of the corresponding RC time 
constants is 1.47 and should be the same as the ratio of the fall 
times of the respective photoresponse transients. Note that the 
experimentally measured ratio in Ref. 14 is 1.56, in excellent 
agreement with the prediction of our model. As a result, despite 
the larger geometrical capacitance, the alloyed-contact MSM is 
actually faster than the surface-electrode structure, as indeed 
was experimentally observed. 

3.	 Device Optimization
The results of the FEA model are well correlated to experi-

mental values; therefore, the model may be used to predict 
the effect of various parameters on MSM photoresponse 
performance. In this section, we look at how such technologi-
cal parameters as the depth of the alloyed contacts, electrode 
spacing, or additional antireflection (AR) coating, influence the 
device’s performance.

Figure 119.39 shows the responsivity as a function of alloy 
penetration depth L, which is the exponential spatial decay 
constant of v under the alloyed contact [see Eq. (4)]. As the L 

Table 1119.IV:	 MSM device capacitance in the OFF and ON states, 
with or without an AR coating.

Surface contact Alloyed contact

OFF, no AR 10.2 (fF) 17.0 (fF)

OFF, with AR 10.7 (fF) 17.5 (fF)

ON, no AR 10.4 (fF) 15.6 (fF)

ON, with AR 10.5 (fF) 16.0 (fF)
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value decreases to zero, approximating the surface-type con-
tact, the point where the responsivity curve intersects the y axis 
approaches the responsivity of the surface-electrode MSM. We 
observe in Fig. 119.39 that for L > 200 nm the curve flattens, so 
increasing L beyond 200 nm results in very little improvement. 
The latter is fully understandable looking at Fig. 119.37(a) and 
noting that at L = 200 nm the electric field is already fairly 
uniform down through the photoconductive region. The electric 
potential between the boundaries of the photoconductive region 
is also uniform and equal to the applied electrode potential, so 
current is strictly limited by the photoconductance.

Figure 119.40 shows the responsivity as a function of elec- 
trode spacing, for both an alloyed- and a surface-contact MSM. 
For the alloyed device, the relationship can be easily and pre-
cisely explained because the resistance of the photoconductive 
channel is proportional to its length. Therefore, the respon-
sivity is proportional to current and, consequently, inversely 
proportional to the channel length. For the surface-electrode 
MSM, the relationship is not as simple due to the concentra-
tion of current at the corner insets of the electrodes, as seen in 
Fig. 119.38. The corner insert will come into play only when 
the spacing approximately equals the radius. As the spacing 
decreases for the surface-electrode device, the electric field 
gets pulled toward the surface. Therefore, carriers generated 
far below the surface do not contribute to the sensitivity.
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Finally, our FEA model predicts that an AR coating should 
obviously improve the device responsivity by decreasing the 
amount of reflected light, but, at the same time, the additional 
dielectric material deposited on top of the photodetector 
increases its capacitance. We observe a typical trade-off 

between the responsivity and speed. However, in the case 
of the alloyed-contact structures our simulations show (see  
Table 119.IV) that the actual increase in the capacitance is 
less than 5%. As a result, a well-designed AR coating in such 
structures clearly leads to an overall improvement in the photo-
detector’s performance by increasing the responsivity without 
significant degradation in speed.

Conclusion
A simple FEA model, using the COMSOL Multiphysics® 

software package,16 has been developed to simulate the photo-
response of the MSM photodetector. The two experimentally 
most-viable cases, namely devices with either alloyed- or non-
alloyed-surface contacts, have been studied and have demon-
strated that in both cases, both the photodetector responsivity 
and the time-domain response can be very accurately simu-
lated. This approach also allows one to optimize the MSM 
design, indicating that deposition on the photodetector surface 
of an AR coating, while substantially increasing its responsiv-
ity, only marginally affects the photoresponse time constant.
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