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About the Cover:
The nonlinear scanning cross-correlator is the main instrument used to measure the temporal contrast of the laser pulse in the 
Multi-Terawatt (MTW) Laser Facility at the Laboratory for Laser Energetics (see “Pump-Induced Temporal Contrast Degrada-
tion in Optical Parametric Chirped-Pulse Amplification: Analysis and Experiment” on p. 135). The cross-correlator is being 
aligned by LLE Scientist Christophe Dorrer. A cross-correlation between the 1~ pulse under test and a frequency-doubled 2~ 
pulse is obtained after the recombined pulses pass through a frequency-tripling crystal. The energy of the 3~ pulse measured 
as a function of the delay between the 1~ and 2~ pulses is a representation of the intensity of the pulse under test. Third-order-
scanning cross-correlations of the optical parametric chirped-pulse–amplifier (OPCPA) output pulse are seen on the adjacent 
computer screen. This diagnostic is used to study and improve the temporal contrast of the MTW Laser Facility. The influence 
of the pump-intensity noise on the temporal contrast of the OPCPA pulses has been experimentally shown and reduced by using 
a newly demonstrated pump-filtering architecture. The glass-slab amplifier used for high-energy full-system shots is illuminated 
in the background. 

The entire MTW Laser Facility is depicted from both ends of the system. The photo on the left shows the seed laser and grating-
based pulse stretcher enclosed with clear plastic. The pump laser and OPCPA are located beyond Laboratory Engineer Jay Brown, 
who is adjusting controls. The right-hand photo shows the open-vacuum grating compressor chamber (to the left) and the target 
chamber (to the right). Jay Brown positions the lead shielding used to protect an adjacent area from high-energy x rays produced 
during some target shots. Research Engineer Ildar Begishev is shown working in the background in both photographs. Starting 
with a 1-nJ seed pulse, a full-system shot routinely produces 5-J, subpicosecond pulses with a high-order super-Gaussian square 
spatial profile on a 20-min shot cycle.
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In Brief

This volume of the LLE Review, covering April–June 2007, features “Pump-Induced Temporal Con-
trast Degradation in Optical Parametric Chirped-Pulse Amplification: Analysis and Experiment,” by 
C. Dorrer, A. V. Okishev, I. A. Begishev, and J. D. Zuegel along with V. I. Smirnov (OptiGrate) and L. B. 
Glebov (College of Optics and Photonics/CREOL, University of Central Florida). In optical parametric 
chirped-pulse amplification (OPCPA) systems, the temporal fluctuations of the pump pulse are coupled 
to the spectrum of the chirped signal by the instantaneous parametric gain and lead to a reduction in the 
temporal contrast of the recompressed amplified signal (p. 135). The authors derive equations describing 
the contrast degradation in an OPCPA system due to the pump-amplified spontaneous emission. They 
also quantify the reduction of the contrast in the amplified pulse both analytically and via simulations 
for an OPCPA system. The placement of a Bragg grating in the regenerative amplifier produces a simple 
and an efficient pump-intensity reduction, demonstrating contrast improvements up to 30 dB.

Additional highlights of research presented in this issue include the following:

•	 J. R. Rygg, J. A. Frenje, C. K. Li, F. H. Séguin, and R. D. Petrasso (Plasma Science and Fusion Center, 
Massachusetts Institute of Technology) along with J. A. Delettrez, D. D. Meyerhofer, and C. Stoeckl 
discuss the observations of the collapse of strong convergent shocks at the center of spherical capsules 
filled with D2 and 3He gas, which induces both D-D and D-3He nuclear production (p. 148). Temporal 
and spectral measurements of products from both reactions verify data reliability and allow efficient 
and insightful alterations in ICF simulations.

•	 J. E. Miller, T. R. Boehly, and D. D. Meyerhofer, along with J. H. Eggert, S. C. Wilks, J. H. Satcher, 
and J. F. Poco (LLNL) present work on equation-of-state measurements in Ta2O5 aerogel (p. 154). 
Highly porous samples of tantalum pentoxide (Ta2O5) aerogel were compressed from initial densities 
of 0.1, 0.15, and 0.25 g/cm3 by shock waves with strengths between 0.3 and 3 Mbar. A comparison of 
the compression measurements and an available high-energy-density equation-of-state (HED-EOS) 
model found that the model underestimates the level of compression achieved by shock loading below 
a Mbar. The thermal measurements also indicate less-significant heating than models predict. 

•	 B. Yaakobi, T. R. Boehly, T. C. Sangster, and D. D. Meyerhofer, along with B. A. Remington, P. G. Allen, 
S. M. Pollaine, H. E. Lorenzana, K. T. Lorenz, and J. A. Hawreliak (LLNL) discuss EXAFS (extended 
x-ray absorption fine structure) measurements used to determine the temperature and compression in 
a vanadium sample quasi-isentropically compressed to pressures of up to ~0.75 Mbar (p. 167). VISAR 
(velocity interferometer system for any reflector) measurements, with aluminum substituting for the 
vanadium, are used to calibrate the drive pressure. The experimental results obtained by EXAFS and 
VISAR agree with each other and with the simulations of a hydrodynamic code. The role of a shield 
to protect the sample from impact heating and the role of radiation heating from the imploding target 
and the laser-absorption region are also studied.

•	 I. V. Igumenshchev, V. N. Goncharov, W. Seka, D. Edgell, and T. R. Boehly report on the effect of reso-
nance absorption in OMEGA direct-drive designs and experiments (p. 179). Simulations demonstrate 
an important contribution of the resonance absorption during both the short laser picket (~100 ps) and 
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the first 200 to 300 ps in the long laser pulse. Planar reflection light experiments on OMEGA were 
conducted to validate the theoretical results. 

•	 H. Sawada, S. P. Regan, D. D. Meyerhofer, I. V. Igumenshchev, V. N. Goncharov, T. R. Boehly, 
R. Epstein, T. C. Sangster, V. A. Smalyuk, and B. Yaakobi, along with G. Gregori (Rutherford 
Appleton Laboratory and Clarendon Laboratory, University of Oxford) and S. H. Glenzer and 
O. L. Landen (LLNL) present the diagnosing of direct-drive, shock-heated, and compressed plastic 
planar foils with noncollective spectrally resolved x-ray scattering (p. 191). Plastic (CH) and Br-
doped CH foils were driven with six beams, having an overlapped intensity of ~1 # 1014 W/cm2 
and generating ~15-Mbar pressure in the foil. The uniformly compressed portion of the target was 
probed with 9.0-keV x rays from a Zn Hea backlighter created with 18 additional tightly focused 
beams. An examination of the scattered x-ray spectra reveals that an upper limit of Z ~ 2 and Te = 
20 eV can be inferred, since low average ionizations (i.e., Z < 2) cannot be accurately diagnosed in 
this experiment.
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Introduction
Laser–matter interactions in new regimes have occurred due 
to the generation of high-intensity optical pulses using large-
scale laser systems.1 The interaction regime of a laser pulse 
with a target is basically set by the peak intensity of the pulse, 
which is fundamentally proportional to the ratio of the pulse 
energy to the duration of the pulse and surface of the focal spot. 
Intensities of the order of 1022 W/cm2 have been claimed,2 and 
facilities delivering high-energy, high-intensity laser pulses 
are under operation or construction.3 The interaction can be 
detrimentally impacted by light present before the main pulse 
since absorbed light can lead to physical modification of the 
target.4 The temporal contrast of a laser pulse is the ratio of 
the peak power of the main pulse to the power of the light in 
some predetermined temporal range before the main pulse. 
The contrast can be reduced significantly during the genera-
tion and amplification of laser pulses, and contrast degradation 
manifests itself as isolated prepulses or as a slowly varying 
pedestal. Incoherent laser and parametric fluorescence can 
significantly impact the contrast of laser pulses and can lead to 
a long-range pedestal on the recompressed pulse.4,5 This con-
trast degradation is fundamental since fluorescence is always 
present for classical optical amplifiers. The contrast of optical 
parametric chirped-pulse amplifiers, however, is also detri-
mentally impacted by temporal variations of the intensity of 
the pump pulse that induce spectral variations on the stretched 
amplified signal via the instantaneous parametric gain. This 
is a practical limitation that can be eliminated or reduced by 
proper design of the pump pulse and the optical parametric 
chirped-pulse amplification (OPCPA) system. 

The parametric gain induced by a pump pulse in a non-
linear crystal is an efficient process for large-bandwidth, 
high-energy amplification of chirped optical pulses.6–8 It is 
used in stand-alone systems9–16 or as the front end of large-
scale laser facilities.17 The impact of temporal fluctuations on 
the contrast of the recompressed signal in an OPCPA system 
was first identified by Forget et al.18 Simulations of the effect 
of pump-pulse amplified spontaneous emission (ASE) on an 
OPCPA system have linked the ASE coherence time to the 
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temporal extent of the induced pedestal.19 These publications 
offer a physical explanation of pump-induced contrast degra-
dation, but an analytical treatment is necessary to quantify 
the impact of this phenomenon, improve the contrast of exist-
ing systems, and design new high-contrast OPCPA systems. 
This article quantifies the impact of incoherent pump-pulse 
ASE using an analytic formalism for pump-induced tempo-
ral contrast degradation in OPCPA systems and presents an 
experimental solution to reduce this impact. The impact of 
incoherent pump ASE is analytically quantified as a function 
of the operating regime of the OPCPA system. The following 
sections (1) present the necessary formalism and derive general 
equations describing the pump-induced contrast degradation in 
OPCPA systems; (2) compare these analytical derivations with 
simulations, bringing to light the magnitude of these effects in 
a typical OPCPA system; and (3) describe an LLE experiment 
that demonstrates the reduction of pump-induced temporal 
contrast degradation by filtering the pump pulse with a volume 
Bragg grating (VBG) in a regenerative amplifier.

Analysis of Pump-Induced Contrast Degradation 
in an OPCPA System
1.	 General Approach

The derivations presented in this section assume a one-
dimensional representation of the electric field of the signal 
and pump as a function of time (and equivalently optical fre-
quency), without spatial resolution. Such a model is sufficient 
to introduce the various aspects of contrast degradation in 
OPCPA systems. Some of these systems use flattop pumps and 
signals, in which case the temporal contrast is mostly limited 
by the contrast obtained in the constant-intensity portion of the 
beam. For high energy extraction, efficient phase matching, 
and optimal beam quality, OPCPA systems are usually run in 
configurations where spatial walk-off and diffraction are not 
significant. An instantaneous transfer function between the 
intensity of the pump, the intensity of the input signal, and 
the intensity of the output signal is used to describe the para-
metric amplifier. This applies to an amplifier where temporal 
walk-off and dispersion-induced changes in the intensity of the 
interacting waves are small compared to the time scales of the 
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temporal variations of the signal and pump. This also applies 
to a sequence of amplifiers where scaled versions of the same 
pump are used in each amplifier with an identical relative delay 
between the signal being amplified and the pump. Figure 111.1 
presents a schematic of an OPCPA system. The short input 
signal is stretched by a stretcher, amplified by the pump pulse 
in an optical parametric amplifier (one or several nonlinear 
crystals properly phase matched), and recompressed. As identi-
fied in Refs. 18 and 19, the variations of the parametric gain 
due to variations in the pump intensity lead to modulations of 
the temporal intensity of the amplified stretched pulse, which 
are equivalent to modulations of the spectrum of this pulse. 
These modulations lead to contrast-reducing temporal features 
after recompression.

E15870JR

Input signal
Esignal,0

Chirped signal
Esignal,1

Ampli�ed chirped
signal Esignal,2

Ampli�ed
signal

Esignal,3

Pump Ipump

Stretcher ({)

Compressor (–{)

OPA

Figure 111.1
Schematic of an OPCPA system. Pump-intensity modulation gets transferred 
onto the spectrum of the chirped signal in an optical parametric amplifier 
(OPA). The modulation of the spectrum of the recompressed signal induces 
contrast-reducing temporal features on the recompressed signal.

2.	 Contrast Degradation of an OPCPA System  
in the Presence of Pump Noise
In this article, E and Eu relate to the temporal and spectral 

representations of the analytic signal of an electric field, and I 
and Iu relate to the corresponding intensities. The initial signal 
is described by the spectral field ( ).E ,0signal ~u  After stretching 
with second-order dispersion {, the stretched pulse is described 
in the time domain by

	 ( ) expE t E t it1 2, ,1 0
2

signal signal -{ { {= u` _ aj i k

up to some multiplicative constants. The quadratic phase 
describes the one-to-one correspondence between time and 
optical frequency in the highly stretched pulse, which is sym-
bolically written as t = {~. The temporal intensity of the signal 
after parametric amplification is a function of the temporal 

intensity of the stretched signal ( )I t I t1, ,1 0signal signal{ {= u_ _i i 
and the temporal intensity of the pump Ipump(t), which can be 
written as

	 f ( ), ( )I t I t I t, ,2 1signal signal pump= .] g 8 B 	 (1)

The function f depends on the parametric amplifier length and 
nonlinear coefficient. 

Figure 111.2 displays two examples of behavior of the func-
tion f for a given input signal intensity, namely the relation 
between the output signal intensity and the pump intensity. 
In Fig. 111.2(a), the amplifier is unsaturated, and there is a 
linear relation between variations of the pump intensity and 
variations of the amplified signal intensity around point A. 
In Fig. 111.2(b), the amplifier is saturated. The output signal 
intensity reaches a local maximum, and there is a quadratic 
relation between variations of the pump intensity and variations 
of the amplified signal intensity around point B. Assuming that 
the intensity modulation of the pump does not significantly 
modify the instantaneous frequency of the chirped signal, the 
intensity of a spectral component of the amplified signal at the 
optical frequency ~ is

	 , ( ) ,f I I I I, ,1 0signal pump signal pump{~ {~ ~ { {~f= .u^ ^ ^h h h8 9B C

The pump-intensity noise dIpump(t) is introduced by writing 
the intensity as ( ) ( ) ( ) .I t I t I t0

pump pump pumpd= +] g  Assuming the 
amplifier is not saturated [Fig. 111.2(a)], the function f is devel-
oped to first order around the operating point set by I 0

pump
] g  as
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(2)

The spectral intensity of the amplified recompressed signal is

	 ( ) ( ) , ( )I f I I, ,3 0signal signal pump~ { ~ { {~= .u u9 C 	
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Ipump
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Figure 111.2
Representation of the transfer function between output signal inten-
sity and pump intensity around the operating point of a parametric 
amplifier in the (a) unsaturated and (b) saturated regimes. At point 
A, there is a linear relation between pump-intensity modulation 
and amplified-signal-intensity modulation. At point B, there is a 
quadratic relation between pump-intensity modulation and ampli-
fied-signal-intensity modulation.

and one can define

	 ( ) ( ) ,I f I I, ,3
0

0
0

signal signal pump~ { ~ { {~=u u ^
]

h
g : D	

as the spectral intensity of the signal amplified by a noiseless 
pump. The partial derivative of f with respect to the pump 
intensity is assumed to be independent of the signal intensity, 
and one defines the constant

	
I

f
( ) ,f I I,1 0

0

pump
signal pump~ { {~= .

2

2
u ^] hg : D 	

For a compressor matched to the stretcher up to a residual spec-
tral phase {residual(~), the electric field of the recompressed 
signal is simply

	

( ) ( )

( ) .exp

E I f I

i

, ,3 3
0

1signal signal pump

residual#

~ ~ { d {~

{ ~

= +uu ^
]

] h
g

g

7 A
	

(3)

A first-order development of Eq. (3) gives a spectral representa-
tion of the signal:
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(4)

One can define

	 ( ) ( ) ( )expE I i, ,3
0

3
0

signal signal residual~ ~ { ~= uu ] ]g g 7 A	

as the electric field of the recompressed signal in the absence of 
noise. In the OPCPA process, the spectral density of the ampli-
fied signal is usually approximately constant (or slowly varying) 
because of saturation effects, so that ( )I ,3

0
signal ~u] g  is replaced by 

{Isignal,2 in the denominator of Eq. (4). This leads to

	 ( ) ( ) .E E
I

f I
1

2, ,
,

3 3
0

2

1
signal signal

signal

pump
~ ~

d {~
= +u u

^
] ] h
g g> H 	 (5)

The Fourier transform of Eq. (5) gives the electric field in the 
temporal domain:

	

( ) ( )

( ) .

E t E t
I

f

E t I t

2, ,
,

,

3 3
0

2

1

3
0

signal signal
signal

signal pump# 7
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g g
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(6)

Further simplification stems from defining

	 ,f f I I, ,N1 1
0

2pump signal=^ ]
]

h g
g

which is the change in intensity of the amplified signal normal-
ized to the intensity of the amplified signal for a change in the 
pump intensity normalized to the pump intensity. The field of 
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the recompressed signal is

	

( ) ( )

( ) ,

E t E t
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(7)

and the intensity of the compressed signal is
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(8)

using the fact that the first term in the right-hand side of Eq. (7) 
is a short pulse while the second term describes the contrast 
reduction over a large temporal range.

When the amplifier is saturated [Fig. 111.2(b)], f(1) = 0 and 
Eq. (2) must be replaced by the second-order decomposition 
of f, which is
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(9)

Assuming that the second-order derivative of f with respect 
to the pump intensity does not depend on the signal intensity, 
one defines

	 f I ( ) , .f I I,2
2 2

0
0

pump signal pump~ { {~= 22 u ^]
]

hg
g: D

Replacing ,3signal ( )I 0 ~u] g  by {Isignal,2, one obtains
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The Fourier transform of Eq. (10) gives the temporal field of 
the recompressed signal:
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where f f= pumpI I, ,N2 2
0

2signal
2

^ ]
]

h g
g9 C  is the normalized change 

in the amplified signal intensity for a normalized change in 
the pump intensity. Finally, the intensity of the recompressed 
signal is

( ) ( )
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(12)

Equations (8) and (12) are general expressions linking the varia-
tions in pump intensity to the intensity of the recompressed 
pulse in the two practically relevant cases: f(1) ! 0 describes 
the linear modulation regime, with a linear relation between 
the pump intensity and the amplified stretched signal intensity 
around the operating point; f(1) = 0, f(2) ! 0 describe the quad
ratic modulation regime, with a quadratic relation between 
the pump intensity and the amplified stretched signal intensity 
around the operating point. In the next two subsections these 
general expressions are evaluated when ASE is present on the 
pump pulse.

3.	 Contrast Degradation of an OPCPA System in the Linear-
Modulation Regime due to the Pump-Pulse ASE
The pump-pulse ASE is described as an additive stationary 

process EASE, and the field of the pump pulse is

	 ( ) ( ) ( ).E t E t E t0
pump pump ASE= +] g 	 (13)
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One has at first order

	

( ) ( ) ( ) ( )

( ) ( ),

I t I t E t E t

E t E t*

0 0
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pump pump pump ASE

pump ASE

= +

+
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which allows one to identify

	 ( ) ( ) ( ) ( ) ( ).I t E t E t E t E t*0 0
pump pump ASE pump ASEd = +*] ]g g 	

One can use the simplification

	 ( ) ( )E t E t I*0 0 0
pump pump pump= =] ] ]g g g 	

over the interval [0,T ], where the pump has significant intensity, 
and set the ASE electric field to 0 outside the interval [0,T ]. 
The electric field of one realization of the ASE restricted to 
the interval [0,T ] and its Fourier transform are noted EASE,T 
and ,E ,TASE

u  respectively. One obtains

	 ( ) ( ) ( )I I E E, ,
*

T T
0

pump pump ASE ASE -d ~ ~ ~= + .u uu ] g ; E 	 (14)

In the linear modulation regime, the calculation of the 
intensity of the recompressed pulse using this expression and 
Eq. (8) leads to
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(15)

where fpump is the energy of the pump pulse. The pump-
induced pedestal is therefore given by a convolution of the sym-
metrized spectrum of the ASE present on the pump pulse with 
the recompressed pulse intensity. The intensity of the pedestal 
is proportional to f ,N1

2 .^ h  Proper spectral filtering of the pump 
pulse reduces the temporal extent of the induced pedestal. In 
the usual case where the recompressed pulse is significantly 
shorter than the temporal variations of the induced pedestal, 
Eq. (15) can be simplified as
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The pedestal due to the ASE present on the pump pulse is 
therefore directly given by a symmetrized version of the spec-
trum of the ASE present on the pump pulse. The symmetrized 
spectrum of the ASE is spread in time proportionally to the 
second-order dispersion of the chirped pulse. Integration of 
Eq. (15) gives

	 f+ ,1 2, ,N T
0

1
2

signal signal ASE pumpf f f f= ]
^

g
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which allows the energy in the pedestal fpedestal normalized to 
the energy of the signal signal

0f
] g  to be expressed as

	
f

2
, ,N T

0

1
2

signal

pedestal

pump

ASE

f

f

f

f
= .

]

^

g

h
	 (17)

The ratio of the pedestal energy to the signal energy,

	 ,f
0

pedestal signalf
^ h

is directly proportional to the ratio of the energy of the ASE in 
the temporal range defined by the pump to the energy of the 
pump. The ratio ,TASE pumpf f  is called “fractional ASE energy” 
in the remainder of this article.

4.	 Contrast Degradation of an OPCPA System in the 
Quadratic-Modulation Regime due to the Pump ASE
The intensity of the recompressed pulse for an OPCPA 

system in the quadratic-modulation regime with ASE present 
on the pump can be calculated using Eqs. (12) and (14):
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(18)

Equation (18) shows that the pedestal is given by the double 
convolution of the symmetrized spectrum of the pump ASE 
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with the recompressed signal in the absence of pump ASE. The 
convolution of the symmetrized spectrum of ASE with itself 
is broader than the spectrum of ASE (e.g., by a factor 2  for 
a Gaussian spectrum). Therefore, the temporal extent of the 
pedestal is larger than in the linear-modulation regime. In the 
case where the intensity of the recompressed signal is short 
compared to the temporal variations of the pedestal, Eq. (18) 
can be simplified into
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Finally, integrating Eq. (18) leads to the energy in the pedestal,
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In the quadratic-modulation regime, the ratio of the energy 
of the pedestal to the energy of the signal is proportional 
to the square of the fractional ASE energy. Comparing 
Eq. (20) with Eq. (17) leads to the conclusion that if 

,f f<, , ,T N N1 2ASE pumpf f 2
^ ^h h8 B  there is less energy in the 

pedestal when the amplifier is run in the quadratic-modula-
tion regime. Operating the OPCPA in the saturation regime 
locally decreases the modulation of the output intensity and 
reduces the total energy of the associated temporal pedestal, 
provided that the previous inequality is verified.

Simulations of Pump-Induced Contrast Degradation 
1.	 Model Description

Simulations of an OPCPA system with parameters similar 
to those of the OPCPA preamplifier of LLE’s Multi-Terawatt 
laser10 and the front end of the OMEGA EP Laser Facility17 
have been performed. The signal has a central wavelength 
equal to 1053 nm. The case of a flat spectral density has been 
simulated since it corresponds closely to the derivations per-
formed in the previous section. The case of a Gaussian spectral 
density with a full width at half maximum (FWHM) equal to 
6 nm has also been simulated since it is closer to the actual 
experimental conditions. The stretcher introduces a dispersion 
equal to 300 ps/nm, i.e., { = 1.76 # 1022 s2. The preamplifier 
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Figure 111.3
Normalized intensity of the chirped Gaussian signal (solid curve) and pump 
(dashed curve) in the OPCPA system.

has two lithium triborate (LBO) crystals cut for type-I phase 
matching at 1053 nm and 526.5 nm in collinear interaction, i.e., 
{LBO = 11.8° and iLBO = 90°, with a total length of 59.5 mm. 
The OPCPA pump at 526.5 nm is obtained by doubling a 
pump pulse at 1053 nm in an 11-mm LBO crystal. The pump at 
1053 nm is a 20th-order super-Gaussian, with a FWHM equal 
to 2.6 ns. The intensity of the up-converted pump has been 
obtained using a Runge–Kutta resolution of the correspond-
ing nonlinear equations. Figure 111.3 displays the normalized 
intensity of the pump and stretched signal in the OPCPA 
crystal. The operation of the preamplifier was simulated by 
solving the system of three equations describing the parametric 
interaction of the electric field of the signal, idler, and pump 
using the Runge–Kutta method. No spatial resolution or tem-
poral effects have been introduced, for the reasons expressed 
at the beginning of the previous section. It is straightforward 
(although computationally more intensive) to introduce these 
effects. The phase mismatch between the interacting waves 
was chosen equal to zero. Figure 111.4 displays the amplified 
stretched signal intensity as a function of the pump intensity 
for an input stretched signal intensity of 0.1 W/cm2, i.e., the 
function ,I f I I, ,2 1signal signal pump= 7 A used in the previous sec-
tion for Isignal,1 = 0.1 W/cm2. Points A and B correspond to the 
linear- and quadratic-modulation regimes, respectively. A fit of 
the curve plotted in Fig. 111.4 around these two points leads to 
the values f(1,N) = 8 and f(2,N) = 66. The next two subsections 
present the contrast degradation results for a pump with ASE 
and a signal with constant spectral density followed by results 
for a pump with ASE and a signal with a Gaussian spectral 
density. For the sake of clarity, the intensity of the recompressed 
signal is plotted only at negative times (i.e., before the peak of 
the signal), bearing in mind that the pump-induced contrast 
degradation is symmetric.
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Transfer function of the OPCPA preamplifier for a signal intensity equal 
to 0.1 W/cm2. Points A and B identify the linear and quadratic regimes of 
operation, respectively.

2.	 Pump with ASE and Signal with Flat Spectral Density
In this section, the stretched signal has a flat spectral density 

and an intensity of 0.1 W/cm2. The pump ASE spectrum is 
assumed Gaussian and centered at the wavelength of the pump 
pulse. The FWHM of the spectrum is chosen equal to either 
0.14 nm (which was experimentally measured on the Nd:YLF 
regenerative amplifier used to generate the pump pulse) or 
0.03 nm (which corresponds to a hypothetical pump spectral 
bandpass filtering). Figure 111.5 displays close-ups of the simu-
lated intensity of the pump for an ASE bandwidth of 0.14 nm 
and 0.03 nm at various fractional ASE energies .,TASE pumpf f  
The homodyne beating of the electric field of the ASE with 
the electric field of the pump leads to significant pump inten-
sity modulation even at low ASE energy levels. Figure 111.6 
displays a comparison of the results of the simulation with the 
analytical results for the 0.14-nm bandwidth. The OPCPA is run 
either in the linear modulation regime [Figs. 111.6(a)–111.6(c)] 
or in the quadratic-modulation regime [Figs. 111.6(d)–111.6(f)]. 
The fractional ASE energy is specified as 10–5, 10–4, and 10–3. 
Significant pedestal levels are observed, even for relatively 
low pump intensity modulation, indicating that such contrast 
degradation can severely limit OPCPA systems, or laser sys-
tems that include an OPCPA as one of their amplifiers. Good 
agreement of the simulations with the analytical predictions 
is obtained. Discrepancy in the quadratic modulation regime 
at low fractional ASE energies is attributed to the leading 
and the falling edge of the pump, for which the amplification 
process is in the linear regime. The pedestal due to the pump 
ASE extends at longer times in the case of quadratic modula-
tion, as expected from the double convolution of Eq. (18). The 
pedestal is typically more intense at short times in the linear 
regime, and it can also be seen that the total energy in the 
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Figure 111.5
Close-ups of the temporal intensity of the pump for ASE with a Gaussian 
spectrum with a FWHM equal to 0.14 nm and a fractional energy equal to 
(a) 10–5, (b) 10–4, and (c) 10–3, and (d) for ASE with a Gaussian spectrum with 
a FWHM equal to 0.03 nm and a fractional energy equal to 10–3.

pedestal is smaller in the quadratic modulation regime than in 
the linear modulation regime {in agreement with the relation 

,<f f f, , ,T N N1 2ASE pumpf 2
^ ^h h8 B  with . }.f f 0 014, ,N N1 2 =2

^ ^h h8 B  
It should be noted, however, that the two modulation regimes 
lead to similar pedestal levels around –100 ps. Figures 111.7(a) 
and 111.7(d) display the intensity of the recompressed signal 
for an ASE bandwidth of 0.03 nm and a fractional ASE energy 
equal to 10–3, which can be compared to the intensity plotted 
in Figs. 111.6(c) and 111.6(f). Reduction of the bandwidth of the 
pump ASE leads to a drastic improvement of the signal tempo-
ral contrast. This result shows that a significant increase in the 
contrast of OPCPA systems can be obtained via proper spectral 
filtering of the pump pulse, as is discussed in Experimental 
Demonstration of Temporal Contrast Improvement of an 
OPCPA System by Pump Spectral Filtering (p. 144). While 
this was expressed previously in terms of the coherence time 
of the pump ASE,19 the temporal contrast away from the peak 
of the signal is influenced mostly by the spectral density of 
the ASE at optical frequencies significantly different from the 
central frequency of the pump. A non-zero spectral density at 
these optical frequencies leads to a finite extinction ratio for the 
pulse. The coherence time of the ASE describes the variations 
of the temporal electric field of the ASE due to interference 
between different optical frequencies in the ASE spectrum. 
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Intensity of the recompressed signal for an input signal with a flat spectral density and an ASE Gaussian spectrum with a FWHM equal to 0.14 nm. (a)–(c) cor-
respond to an amplifier run in the linear-modulation regime when the fractional ASE energy is equal to (a) 10–5, (b) 10–4, and (c) 10–3. (d)–(f) correspond to an 
amplifier run in the quadratic-modulation regime when the fractional ASE energy is equal to (d) 10–5, (e) 10–4, and (f) 10–3. In each case, the simulated intensity 
is plotted with a continuous line, and the intensity predicted analytically is plotted with solid circles.
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However, the modulations of pump intensity are mostly due to 
the interference between optical frequencies of the noiseless 
pump pulse and optical frequencies of the pump ASE. Fig-
ure 111.7 presents simulations and analytic predictions for two 
different ASE spectra that have a FWHM equal to 0.14 nm, i.e., 
the same coherence time, for a fractional ASE energy equal to 
10–3. In the first case [Figs. 111.7(b) and 111.7(e)], a 20th-order 
super-Gaussian filter with 0.20-nm FWHM has been used to 
filter the ASE. A large decrease in the level of the pedestal is 
observed away from the peak of the pulse, although the pedestal 
conserved its value closer to the peak, as expected from the 
dependence of the pedestal to the spectrum of the ASE. In the 
second case [Figs. 111.7(c) and 111.7(f)], the ASE has a Gaussian 
spectrum with 0.14-nm FWHM centered 0.07 nm away from 
the central wavelength of the pump. The contrast is signifi-
cantly degraded compared to Figs. 111.6(c) and 111.6(f), and 
an increase of the pedestal intensity by approximately 20 dB 
is observed. Optimization of the contrast can be performed by 
proper spectral filtering of the pump. A narrow filter on the 
pump pulse increases the contrast of the recompressed signal 
and is not detrimental to the operation of the OPCPA system 
as long as the pump pulse is not temporally distorted by the 
spectral filter. Generally speaking, the pedestal shape, extent, 
and intensity vary significantly with the energy of the ASE, its 
spectrum, and the regime of operation of the amplifier.

3.	 Pump with ASE and Signal with Gaussian  
Spectral Density
In this section, the spectral density of the signal is assumed 

Gaussian, and the intensity of the stretched signal varies 
significantly as a function of time, taking its maximal value 

of 0.1 W/cm2 at the peak of the pulse. The condition that the 
first-order derivative or second-order derivative of the func-
tion f as a function of the intensity of the signal is independent 
of the signal intensity is not strictly verified. Some temporal 
components (i.e., spectral components) of the signal have an 
optical intensity placing them in the quadratic-modulation 
regime for the OPCPA process, but other components have an 
optical intensity placing them in the linear-modulation regime. 
The contrast of the recompressed signal is generally linked in a 
nontrivial manner to the noise of the pump pulse. Figure 111.8 
displays the transfer function between pump intensity and 
output signal intensity for a signal input intensity equal to  
0.1 W/cm2 and 0.05 W/cm2. While the pump intensity corre-
sponding to point B ensures that the output signal intensity is 
approximately the same for these two input signal intensities 
(i.e., the spectral density of the amplified pulse does not depend 
on the wavelength at first order), it allows operation only in the 
quadratic-modulation regime for the highest signal intensity. 
Figure 111.9 presents the intensities simulated with ASE param-
eters identical to those of Fig. 111.6. The analytical results plot-
ted on this figure correspond to the stretched signal pulse with 
a constant intensity of 0.1 W/cm2. For the linear- and quadratic-
modulation regimes, no significant difference between the two 
sets of simulations is observed, and the analytical derivation 
is still in good agreement with the simulations. In the linear 
regime for the peak intensity of the stretched pulse, all of the 
optical frequencies in the pulse are in a similar linear regime, 
and the resulting contrast is equivalent to the contrast obtained 
for a constant spectral density. The discrepancy observed for 
low ASE energy in the quadratic regime is more prevalent in 
this case, which indicates that additional contribution to the 
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Transfer function of the parametric preamplifier for a signal intensity equal to 0.1 W/cm2 (solid curve) and 0.05 W/cm2 (dashed curve). Points A and B repre-
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around point B.
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pedestal is present due to some components of the signal in 
the linear-modulation regime. The coupling between pump 
intensity and amplified signal intensity for these wavelengths is 
smaller than at point A of Fig. 111.4. A fit of the dashed curve 
of Fig. 111.8 at its intersection with the vertical dashed line 
representing the pump intensity for these simulations leads to 
f(1,N) = 4, which implies a smaller impact of the pump intensity 
modulation. These results demonstrate that, in the general case, 
both linear- and quadratic-modulation regimes influence the 
induced pedestal on an OPCPA system.

Experimental Demonstration of Temporal Contrast 
Improvement of an OPCPA System by Pump  
Spectral Filtering 
1.	 Experimental Setup

A general approach to significantly improve the contrast 
of OPCPA systems by spectrally filtering the pump pulse has 
been experimentally demonstrated. Simple and efficient filter-
ing of the pump pulse is performed in a regenerative amplifier 
using a VBG, and the bandwidth of the filtering is narrowed 
significantly by the large number of round-trips in the cavity. 
Contrast improvement by regenerative spectral filtering was 
performed on the prototype front end of the OMEGA EP 
Laser Facility (Fig. 111.10).10,17 The pump pulse is generated 
by a fiber integrated front-end source (IFES), where a 2.4-ns 
pulse around 1053 nm is temporally shaped to precompensate 
the square-pulse distortion during amplification. This pulse is 
amplified at 5 Hz from 100 pJ to 4 mJ in a diode-pumped regen-
erative amplifier (DPRA).20 One of the flat end-cavity mirrors 
of the DPRA is replaced by the VBG and a flat mirror, so that 
the mirror acts as the DPRA end-cavity mirror and the beam 
is reflected twice per round-trip on the VBG. The incidence 
angle on the VBG, designed for high reflection at 1057.5 nm 
at normal incidence, is approximately 7° to provide maximum 
reflection at 1053 nm. The VBG is a bulk piece of photothermo- 
refractive glass, where a grating is permanently written by 
UV illumination followed by thermal development.21 The 
damage threshold of similar VBG’s has been found to be 
higher than 10 J/cm2 in the nanosecond regime. With sol-gel 
antireflection coating, the VBG has a single-pass reflectivity 
of 99.4% at 1053 nm, and the slight increase in the DPRA 
build-up time due to the additional losses was compensated by 
increasing the diode-pump current. No change in the output 
beam spatial profile was observed. Without active temperature 
control of the VBG, the DPRA operated for several days in 
a temperature-controlled room with no variation in perfor-
mance. (Additional characterization can be found in Ref. 22.) 
The bandwidth of the VBG reflectivity around 1057.5 nm is 
230 pm, which, assuming a Gaussian shape, should provide a 
23-pm bandwidth after 50 round-trips in the DPRA, with two 
reflections on the VBG per round-trip. With the intracavity 
VBG, the unseeded DPRA output spectrum shows a reduction 
of the bandwidth of the DPRA from 146 pm to 41 pm, but is 
broad enough to amplify the pump pulse without distortion 
(Fig. 111.11). Subsequent amplification to 2 J is performed by 
four passes in a crystal large-aperture ring amplifier containing 
two flash-lamp–pumped Nd:YLF rods, after apodization of the 
DPRA beam.23 Frequency conversion to 526.5 nm occurs in 
an 11-mm LBO crystal with an efficiency of 70%. Filtering in 
the DPRA decreases the amount of ASE from the IFES and 
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Figure 111.9
Intensity of the recompressed signal for an input signal with a Gaussian 
spectral density and ASE with a Gaussian spectrum with a FWHM equal to 
0.14 nm. (a)–(c) correspond to an amplifier run in the linear-modulation regime 
when the fractional ASE energy is equal to (a) 10–5, (b) 10–4, and (c) 10–3. 
(d)–(f) correspond to an amplifier run in the quadratic-modulation regime 
when the fractional ASE energy is equal to (d) 10–5, (e) 10–4, and (f) 10–3. In 
each case, the simulated intensity is plotted with a continuous line, and the 
intensity predicted analytically is plotted with solid circles.
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Figure 111.10
Schematic of the laser system. IFES: integrated front-end source; DPRA: diode-pumped regenerative amplifier; CLARA: crystal large-aperture ring amplifier; 
SHG: sum-harmonic generation. Filtering of the pump pulse is performed in the DPRA (shown above in bold).

Figure 111.11
Optical spectrum of the unseeded DPRA measured with a mirror in the 
cavity (thin solid curve with open circles) and with the VBG in the cavity 
(solid curve with solid squares). The optical spectrum of the signal ampli-
fied by the DPRA (dashed curve) is limited by the resolution of the optical 
spectrum analyzer and is significantly narrower than the unseeded DPRA 
with the intracavity VBG.

from the DPRA itself (these two high-gain stages having the 
largest contribution to the pump ASE) and benefits from the 
large number of reflections on the filter.

The OPCPA system is composed of a mode-locked laser 
operating at 1053 nm, an Öffner-triplet stretcher providing a 
dispersion of 300 ps/nm, a preamplifier with two 29.75-mm 
LBO crystals in a walk-off compensating geometry, a power 
amplifier with one 16.5-mm LBO crystal, and a two-grating 
compressor in a double-pass configuration. The pump pulse is 
split to pump the preamplifier and power amplifier. Amplifica-
tion of the signal to 250 mJ is achieved, and a portion of the 
amplified pulse is sent to the diagnostic compressor.

2.	 Experimental Results
The temporal contrast was measured using a scanning third-

order cross-correlator (Sequoia, Amplitude Technologies). 

The dynamic range of the diagnostics is 1011 but is limited to 
108 by the parametric fluorescence from the OPCPA system. 
Postpulses are due to multiple reflections in the cross-correla-
tor and are of no practical concern. Figure 111.12 displays the 
cross-correlations measured (a) when the preamplifier and 
power amplifier are operated at full energy, (b) when only the 
preamplifier is operated at saturation, and (c) when only the 
preamplifier is operated at half its nominal output power. The 
prepulse contrast is consistently improved with the intracavity 
VBG. The pump-induced contrast degradation is particularly 
important in the preamplifier, even when it is run at saturation, 
and a contrast improvement of the order of 20 dB is observed. 
When the preamplifier is run at half output power, a larger 
coupling between the pump intensity and the amplified signal 
intensity magnifies the impact of the pump noise on the con-
trast. These two operating points correspond to the linear- and 
quadratic-modulation regimes for the preamplifier, as identified 
by points A and B in Fig. 111.4. The choice of the crystals and 
pump intensities in this system reduces the spatial-intensity 
modulations in the amplified signal. This decreases the tem-
poral-intensity modulations in the amplified signal and reduces 
the impact of the pump-intensity variations on the contrast of 
the recompressed pulse. Most OPCPA systems are not designed 
with these considerations in mind, and the contrast improve-
ment is expected to be significant for these systems.

The optical signal-to-noise ratio (OSNR) of the OPCPA 
pump pulse was reduced by decreasing the average power of 
the monochromatic source in the IFES from its nominal value 
of 10 mW to 2 mW, 0.4 mW, and 0.1 mW, and compensating the 
reduced output energy by increasing the DPRA diode pump 
current. The reduced OSNR is due to the reduced seed level 
in both the IFES fiber amplifier and the DPRA. Figure 111.13 
displays the cross-correlations measured when the preamplifier 
and power amplifier are operated in nominal conditions [the 
cross-correlations measured for the nominal value of 10 mW 
can be seen in Fig. 111.12(a)]. Without spectral filtering, a large 
increase in the temporal pedestal is observed, and the contrast 
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Figure 111.12
Third-order scanning cross-correlation of the OPCPA output pulse (a) when the preamplifier and power amplifier are operated at full energy, (b) when only the 
preamplifier is operated at saturation, and (c) when only the preamplifier is operated at half its nominal output power. In each case, the cross-correlation mea-
sured with the mirror in the DPRA is plotted with a solid line, and the cross-correlation measured with the VBG in the DPRA is plotted with a dashed line.

Conclusions
An analysis of pump-induced contrast degradation in an 

OPCPA system has been performed. The general link between 
pump modulation and the contrast of the recompressed pulse 
has been derived in the two cases of practical interest, for 
which pump-intensity modulation couples either linearly 
or quadratically to the amplified signal intensity during the 
parametric process. Analytical expressions linking the spec-
trum of the ASE present on the pump pulse to the temporal 
pedestal of the signal amplified in the OPCPA system have 
been derived and compared to simulations. Significant reduc-
tion of the induced temporal pedestal was experimentally 
demonstrated in an OPCPA system by filtering the pump 
pulse during its amplification in a regenerative amplifier. The 
general expressions of the contrast degradation should prove 
useful for understanding the contrast limitation of current 
OPCPA systems and predicting the performance of future 
systems. The demonstrated solution is simple to implement 
and is applicable to most OPCPA systems.
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The speed and heating of convergent shocks are of fundamental 
importance for the design of high-gain implosions in inertial 
confinement fusion (ICF).1,2 Strong, spherically convergent 
shocks are formed by the rapid deposition of energy in the form 
of lasers (direct drive) or x rays (indirect drive) on the surface 
of a spherical capsule. Current ICF ignition designs include a 
sequence of up to four convergent shocks that must be precisely 
timed to coalesce at the inner shell surface in order to obtain 
maximal shell compression,3,4 a necessity for high fusion gain. 
All shocks formed after the first must propagate through hot, 
already-shocked material, which introduces uncertainty into 
the shock speed and strength. A thorough understanding of 
shock speeds in cold and heated material, and in planar and 
convergent geometries, will be vital for satisfactory ICF implo-
sion performance.

Previous studies of shock propagation relevant to ICF have 
focused largely on planar geometry.5,6 The planar approxima-
tion works well for the propagation of converging shocks in the 
shell at early times, but it breaks down as the shock approaches 
the center of collapse. Nuclear measurements of some aspects 
of shock collapse using a single nuclear product have also 
recently been reported.7,8

This article presents the first results of temporal and spectral 
measurements of products from two nuclear reaction types 
induced by the central collapse of convergent shocks. Obser-
vations of these products provide information about the speed 
and heating of the shocks, as well as the state of the imploding 
capsule at the time of shock collapse, which, in the experi-
ments discussed here, occurs immediately before the onset 
of the deceleration phase and the final stages of compression. 
The dual nuclear reaction measurements act as a powerful 
constraint and verification of observable and inferred values 
of shock collapse.

Direct-drive implosions were conducted on the OMEGA 
laser9 with 60 beams of ultraviolet (351 nm) light in a 1-ns 
flattop pulse, a total energy of 23 kJ, and full single-beam 
smoothing.10 The spherical capsules had diameters between 

Dual Nuclear Product Observations of Shock Collapse  
in Inertial Confinement Fusion

860 and 880 nm, plastic (CH) shell thicknesses of 20, 24, or 
27 nm, and a flash coating of 0.1 nm of aluminum. The cap-
sules were filled with an equimolar (by atom) mixture of D2 
and 3He gas with a total fill pressure (P0) of 3.6 or 18 atm at 
293 K, corresponding to initial fill mass densities of 0.5 and 
2.5 mg/cm3, respectively.

Three distinct primary nuclear reactions proceed during 
capsule implosions with D2 and 3He fuel: D + D " 3He + n; 
D + D " T + p; and D + 3He " 4He + p. The neutron and proton 
branches of the D-D reaction have nearly equal probabilities 
over temperatures of interest. The D-3He reaction depends 
much more strongly on temperature due to the doubly charged 
3He reactant.11

Nuclear products were observed by using the proton and 
neutron temporal diagnostics (PTD and NTD)8,12 to measure 
the D-3He and DD-n reaction histories; multiple wedged-range-
filter (WRF) proton spectrometers13 to measure the D-3He pro-
ton yield and spectrum; and a magnet-based charged-particle 
spectrometer13 to measure D-D protons emitted at shock-bang 
time. The birth energies of D-3He and D-D protons are 14.7 
and 3.0 MeV, respectively.

Experimental results were compared with numerical simu-
lations performed using LILAC,14 a one-dimensional (1-D) 
Lagrangian hydrodynamic code, which includes laser-beam 
ray-tracing, a tabular equation of state, and multigroup dif-
fusion radiation transport. The electron thermal energy is 
transported using a flux-limited diffusion model in which the 
effective energy flux is defined as the minimum of the diffu-
sion flux and a fraction f of the free-streaming flux. The flux 
limiter f = 0.06 unless otherwise specified.

The D-3He reaction rate history shows two distinct times 
of nuclear production [Fig. 111.14(a)]: “shock burn” begins 
shortly after shock collapse and ends near the beginning of the 
deceleration phase; “compression burn” begins near the onset of 
the deceleration phase and lasts approximately until stagnation 
of the imploding shell. For ordinary D3He mixtures, the DD‑n 
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Figure 111.14
Representative experimental observations of D-D and D-3He nuclear products emitted at shock- and compression-bang time from an implosion of a 24-nm-
thick CH capsule shell filled with 18 atm of D3He gas (OMEGA shot 38525). (a) D-3He (solid) and DD-n (dashed) reaction rate histories; (b) D3He-proton 
spectrum; (c) DD-proton spectrum.

reaction rate during the shock burn is below the diagnostic 
detection threshold.

The shock and compression components can often be 
distinguished in D3He proton spectra [Fig. 111.14(b)].7 The 
protons emitted at shock-bang time experience relatively little 
downshift (~0.4 MeV) due to the low total capsule areal density 
(tR) at that time. The shell continues to compress after shock 
burn ends, and by compression-bang time the tR has increased 
enough to downshift the D3He protons by several MeV.

The tR during the shock burn is low enough to also 
allow nascent 3.0-MeV DD protons to escape the capsule 
[Fig. 111.14(c)]. Measurement of DD protons emitted during 
shock burn provides a valuable and sole measurement of the 
D-D shock yield when the reaction rate is below the NTD 
threshold. Measurement of their downshift can also provide a 
double check on the tR at shock-bang time inferred using the 
D3He proton spectra, or the sole measurement in cases where 
the shock component of the D3He proton spectrum cannot be 
separated from the compression component.

Observed and simulated shock-bang times and D-3He and 
DD-p shock yields are shown in Fig. 111.15 as functions of shell 
thickness for implosions of capsules with different P0. The 
shock-bang time is the time of peak D-3He nuclear production 
during the shock-burn phase, the D-3He shock yield includes 
only the contribution from the higher-energy “shock” compo-
nent of the D3He-proton spectrum, and the DD-p shock yield 
includes only that part of the spectrum above the high-energy 
cutoff of ablator protons15 [seen at 0.8 MeV in Fig. 111.14(c)]. 

The figure plots the mean and the standard error of the mean 
for shot ensembles of each capsule configuration. Summaries of 
experimental results are included in Tables 111.I and 111.II.

Experiments show that shock-bang time is linearly delayed 
with increasing shell thickness [Fig. 111.15(a)], corresponding 
to a shock speed of ~30 km/s in the shell. No difference in 
shock-bang time was observed for capsules with different P0. 
Simulations predict shock-bang time to occur much later than 
is consistent with experiments,16 as well as a strong dependence 
on fill pressure.

Observations show that both D-3He and D-D shock yields 
decrease for implosions of targets with thicker shells and lower 
P0. The reduction factor for lower fill pressures has a lower 
value (3 to 5), however, than that expected (25) due only to the 
density dependence of the nuclear fusion rate; the lower density 
also results in less-efficient thermal coupling between ions and 
electrons, so that the ion temperature, and consequently the 
nuclear fusion rate, stays higher.

The average ion temperature at shock-bang time GTiHsh 
can be inferred using the measured yields of the two different 
nuclear reactions, based on the ratio of their respective ther-
mal reactivities.17 Figure 111.16 demonstrates the anticipated 
higher GTiHsh for 3.6-atm implosions. The shock temperature 
of 5.4!0.4 keV for 24-nm-thick, 18-atm implosions compares 
favorably with the value of 6!1 keV obtained by a fit to the 
shock line width, assuming only thermal broadening, reported 
by Petrasso et al.7
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Experimental observations (solid) and 1-D simulations (open) of (a) shock-bang time, (b) D-3He shock yield, and (c) DD-p shock yield as a function of capsule 
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Table 111.II:	 Mean and error of measured values of DD-p shock yield, shock Ti, and tR at shock time inferred from 
the downshift of DD-p, for implosions with different shell thicknesses and 18-atm fill pressure. The DD-p 
shock yield is shown as both an absolute yield and a percentage of the total DD-n yield.

P 
(atm)

DR 
(nm)

N GTiHsh 
(keV)

YDD-s 
(#107)

err 
(%)

YDD-s 
(% Yn)

tR 
(mg/cm2)

3.6 19.9 5 7.9!0.9 4.2 10 1.5!0.2 8.3!0.7

18 20.2 3 5.9!0.4 14.1 13 1.2!0.2 9.3!0.6

18 23.9 3 5.4!0.4 9.2 20 1.9!0.3 10.0!0.7

18 27.1 2 — — — — 11.1!1.0

Table 111.I:	 Mean and error of measured values of shock-bang time, D-3He shock yield, and tR at shock time for implosions 
with different shell thicknesses and fill pressures. The D-3He shock yield is shown as both an absolute yield 
and a percentage of the total D-3He yield.

P 
(atm)

DR 
(nm)

N tsh 
(ps)

Yp-s 
(#107)

err 
(%)

Yp-s 
(% Yp)

tR 
(mg/cm2)

3.6 19.9 8 1470!16 — — — —

3.6 23.7 6 1585!27 0.48 9 10.6!0.9 9.8!0.4

3.6 27.0 4 1731!39 0.25 20 12.2!1.7 12.0!0.9

18 20.1 8 1506!16 3.09 7 6.2!0.5 8.2!1.0

18 23.9 9 1591!12 1.45 9 9.3!0.6 8.9!0.7

18 26.9 6 1690!11 1.44 18 19.8!2.5 9.4!1.2
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One-dimensional simulations grossly overestimate the 
experimentally observed D-3He and DD-p shock yields. The 
experimental yield over the calculated yield (YOC) is 3%–4% 
for 3.6-atm fills and 5%–15% for 18-atm fills. These higher pre-
dicted yields combined with only slightly higher values of GTiHsh 
indicate that simulations calculate that, compared to experiment, 
capsules at shock-bang time are more highly compressed.

The compression of the capsule at shock-bang time can be 
quantified by the shock-burn–averaged areal density, tRsh. 
Experimentally, tRsh is inferred from the measured mean 
energy downshift from the birth energy of DD protons or 
D3He protons in the shock line, using a theoretical formal-
ism to relate their energy loss to plasma parameters.13,18 The 
inferred tRsh value is insensitive to the exact values assumed, 
particularly when using the downshift of 14.7-MeV protons; a 
CH plasma density of 3 g/cm3 and a temperature of 0.3 keV 
were used to derive the quoted tRsh values. The simulated 
tRsh is calculated as the tR weighted by the D-3He reaction 
rate over the shock burn.

Excellent agreement is observed between tRsh inferred from 
spectral results obtained using both DD and D3He protons, as 
shown in Fig. 111.17 and Tables 111.I and 111.II. Compared to 
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experiments, 1-D simulations predict much higher tRsh and 
show an opposing trend of tRsh as a function of shell thickness 
and a very strong dependence of tRsh on P0. A higher predicted 
tRsh is consistent with the expectation of higher compression 
discussed above.

On the basis of physical principles, tRsh should be nearly 
independent of P0 since the trajectory of the shell will not be 
affected by the fill gas until the deceleration phase, well after 
shock-bang time. Scrutiny of the simulated reaction rate histo-
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ries for low-P0 implosions reveals additional nuclear production 
caused by a reflection of the outgoing shock from the imploding 
shell. This shock reverberation explains the larger discrepancy 
for the yields, shock-bang times, and tRsh’s seen for low-P0 
simulations; however, no evidence of heating due to the shock 
reverberation is seen in the observed reaction rates.

Several competing shell-thickness–dependent effects could 
alter tRsh. For the same laser drive, the same amount of shell 
mass gets ablated, which for thicker shells results in more 
remaining mass (which tends to increase tRsh) and lower 
implosion velocity (which tends to decrease tRsh). The oppos-
ing trends of tRsh with shell thickness for experiments and 
simulations demonstrate that the simulations are improperly 
treating these competing effects.

The overprediction of shock yields, tRsh’s, and time until 
shock collapse by 1-D simulations might at first indicate the 
need for 2-D or 3-D simulations to capture the complete phys-
ics of collapsing shocks. Indeed, theoretical analysis suggests 
that converging shocks are weakly unstable to initial asym-
metries;19 however, experiments have demonstrated that the 
observables are highly robust to drive asymmetries20 and that 
the growth of asymmetries due to hydrodynamic instabilities 
is insufficient to mix the shell with the fill gas at shock col-
lapse time.21 The collapse and resulting nuclear production 
of converging shocks can thus be well approximated as a 1-D 
situation; more computationally intensive 2-D or 3-D simula-
tions are unnecessary.

One-dimensional simulations can be adjusted to match 
experimental timing by increasing the flux limiter f; however, 
increasing f will also push the shock yield and tR into further 
disagreement with experiments. No value of the flux limiter can 
match both the shock timing and yield simultaneously, suggest-
ing a limitation of handling shock collapse using only a hydro-
dynamic treatment. The fuel plasma during the shock burn is 
hotter and sparser than it is during the compression burn, which 
results in lower collision frequency and ion mean free paths 
that are comparable to the size of the plasma. Comparison of 
hydrodynamic and kinetic simulations22 shows that the kinetic 
treatment results in a weaker reflected shock and a nuclear 
production substantially lower during the shock burn.

In summary, nuclear production induced by the collapse 
of strong, spherically convergent shocks was observed using 
temporal and spectral measurements of products from two 
distinct nuclear reactions. The dual nuclear observations cre-
ate a comprehensive description of the state of the implosion 

at shock-collapse time, which, temporal measurements show, 
occurs immediately before the onset of the deceleration phase. 
Measuring both DD and D3He nuclear products acts as a power-
ful constraint and verification of data reliability; observations 
of their yields and spectra are used to infer temperatures and 
areal densities at shock-bang time near 6 keV and 10 mg/cm2, 
respectively. Comparison of the experimental results to pre-
dictions made by 1-D hydrodynamic simulations revealed 
numerous differences, including earlier time of shock collapse, 
lower nuclear production and fill-gas temperature, and lower 
capsule compression at shock-bang time. Given the importance 
of shock timing and heating to the success of ignition in ICF, it 
is worthwhile to re-examine the treatment of shocks in current 
hydrodynamic codes; the constraints imposed by this compel-
ling set of dual nuclear shock-burn measurements make it 
possible for efficient and insightful alterations to be selectively 
made in ICF simulations at a level hitherto unavailable.
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Introduction
In the last 15 years, there has been considerable interest in 
experiments that use laser-driven shock waves to measure 
high-energy-density equation-of-state (HED-EOS) data.1–5 
During this time, the generation of laser-driven shock waves 
has been refined, and the accuracy of the techniques employed 
has been improved significantly. Highly accurate optical stud-
ies of SiO2 with laser-driven shock waves have shown strong 
agreement with experimental results obtained with other 
established drivers;6 these measurements have extended the 
available data to many millions of atmospheres and identified 
new mechanisms that affect the material’s HED-EOS.7 Many 
HED-EOS experiments use standards or reference materials to 
which the behavior of the studied material is compared. These 
impedance-matching experiments are particularly important 
in laser-driven shock-wave experiments where nonreferenced 
HED-EOS measurements are complex.8,9 The measurements 
on SiO2 and the consistent structure of quartz lend themselves 
to the establishment of quartz as a standard material, as will 
be demonstrated in this study.

While shock waves in a material in its standard state can 
produce a wide range of pressures (depending upon the strength 
of the shock wave), the density and temperature states attain-
able are limited to the locus of solutions for the hydrodynamic 
equations commonly known as the principal Hugoniot of the 
material. One method to expand the attainable states from 
shock waves is to alter the initial density of the study mate-
rial.10 Experiments on these porous materials then enable the 
researcher to attain measurements of the material’s HED-EOS 
over a broad range of conditions. Additionally, experiments on 
porous materials have also been used to understand the exotic 
shock phenomenon of supersonic, radiative transport.11

In supersonic radiative transport, the radiative flux from a 
shock front exceeds the material flux, indicating that the radia-
tion front advances faster than the material shock front.12 The 
experimental study in Ref. 11 used tantalum pentoxide (Ta2O5) 
aerogels as a host material for the study of radiative transport. 

Equation-of-State Measurements in Ta2O5 Aerogel

These low-density aerogels were shocked to pressures over a 
million atmospheres, and both the radiation and hydrodynamics 
were tracked experimentally. However, to fully understand this 
experiment and future experiments with this material, reliable 
radiation-hydrodynamic (RadHydro) simulations are needed, 
which requires an understanding of the HED-EOS of the study 
material. To date, there were no HED-EOS measurements to 
provide guidance for the development of theoretical models of 
this high-porosity material. 

This study provides accurate EOS measurements on Ta2O5 
aerogel material to support model development. It uses the 
accumulated developments in laser-driven shock waves and 
their diagnosis to obtain compression and temperature data at 
pressures up to 3 Mbar (~3 # 106 atm). At these pressures, the 
Ta2O5 aerogels compress over four times their initial density 
and achieve temperatures $5 eV ($60,000 K). The aerogel 
densities used in this study are 0.1, 0.15, and 0.25 g/cm3, far 
smaller than the solid-state density of this material, 8.2 g/cm3. 
Twelve beamlines of the OMEGA Laser System13 generated 
experimental pressures up to 1.25 Mbar in the 0.1-g/cm3 
aerogel and up to 3 Mbar in the 0.25-g/cm3 aerogel. Since the 
material is transparent, the shock velocity was diagnosed with 
Doppler interferometry,14 and the temperature was diagnosed 
with a streaked optical pyrometer.15 Impedance-matching 
experiments were performed using two reference standards: 
aluminum (a legacy standard) and alpha quartz. 

The shock-wave driver, diagnostics, and experimental 
materials necessary for this study will be discussed in the next 
section. The remaining sections (1) give important experimental 
observations, including the physical properties of the Ta2O5 
aerogel samples (refractive index and density as well as the 
manufacturing residuals present), the measurements that justify 
the use of quartz as a reference material, and the EOS measure-
ments (density, temperature, and pressure) of the HED Ta2O5; 
(2) discuss the EOS measurements with respect to the available 
qEOS model; (3) address a diagnostic modification that could 
benefit future studies of this type; and (4) present conclusions.
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Experimental Technique
This experimental study used laser-driven shock waves 

to achieve the desired states required for HED-EOS model 
refinement. The OMEGA laser13 is the driver for the experi-
ments; the diagnostics were the velocity interferometer 
system for any reflector (VISAR)14 and the streaked optical 
pyrometer (SOP).15 Using these two diagnostics, it is pos-
sible to completely determine the EOS of a material using the 
impedance-matching technique. These diagnostics operate on 
a subnanosecond time scale so that they can fully capture the 
material response over the entire multinanosecond OMEGA 
laser pulse. The millimeter-scale targets of this study were 
precision manufactured, machined, and assembled through a 
collaboration between technicians in the LLE Target Fabrica-
tion Group and chemists at the Lawrence Livermore National 
Laboratory Target Fabrication Group. 

OMEGA is a 60-beam, 351-nm, third-harmonic Nd:glass 
laser system designed for spherical illumination of imploding 
spherical targets.13 To produce shocks in these planar EOS 
targets, up to 12 of the OMEGA beamlines irradiate the target 
package. Six of these beams have an angle of incidence of 23° 
with respect to the target normal; the other six are incident at 
48°. All of the beams are focused (at f/6.7) to the same spot on 
the target. Each beam was outfitted with a distributed phase 
plate16 that produces a super-Gaussian intensity distribution 
at the target with a full width at half maximum (FWHM) of 
approximately 800 nm. A 3.7-ns, flattop pulse shape was used 
to maximize the steadiness of the shock-wave front while 
minimizing the coronal temperature for the desired experi-
mental conditions. The total energy per beamline was ~240 J 
of 351-nm radiation, yielding irradiances in the range of 15 
to 80 TW/cm2, depending on the number of beams and their 
incidence angle.

The primary diagnostics used during this experimental 
campaign were the VISAR14 and the SOP.15 Due to the fact 
that the shocked states are very hot (L1 eV), the shocked mate-
rial has a significant population of free electrons and readily 
emits in the near-infrared, optical, and ultraviolet portions of 
the spectrum. The VISAR records the time evolution of the 
Doppler shift of a probe laser that results from the advanc-
ing reflective shock-wave front. With the measurement of the 
shock-wave velocity in the reference material (or witness) and 
the target, the pressure and density of the shocked material can 
be determined with the impedance-matching technique. The 
SOP records the time evolution of the shock emission, which 
can then be related to a Planck radiation source to determine 
the temperature of the shock front. Using these diagnostics it is 
possible to fully capture the EOS of a shocked material.

The VISAR and the SOP share a common telescope located 
on the experimental axis directly opposite the OMEGA beams 
used to launch the shock wave into the sample (see Fig. 111.18). 
The telescope includes a mechanical assembly that allows the 
in-situ pointing and focusing of the diagnostics on the experi-
mental package. The probe beam and the self-emission from 
the shock are relayed from the target, and a dichroic beam 
splitter separates the VISAR probe beam from the rest of the 
self-emission. Both the VISAR probe beam and the self-emis-
sion are relayed to the front of streak cameras that provide two-
dimensional records. One dimension corresponds to a slit view 
of the relayed image, and the second dimension corresponds 
to a time sweep of that slit view. The spatial information from 
the slit allows the records from these diagnostics to be used 
to obtain shock evolution on complex targets with more than 
one region of interest.

Image relay 
from target to 
interferometer

Velocity
interferometer

Vacuum
chamber
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Probe laser (532 nm)
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multimode �ber

Self-emission
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Figure 111.18
Basic configuration of the VISAR/SOP 
system on OMEGA. VISAR: velocity 
interferometer system for any reflector; 
SOP: streaked optical pyrometer.
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Figure 111.19
The target cross-section is depicted on the left. The 
VISAR (left plot) and SOP (right plot) records for 
OMEGA shot 37190 give simultaneous records of the 
evolution of shock velocity and shock temperature 
along with the associated inferred velocity and tem-
perature profiles for a 12-beam, 1.9-TW/cm2 shot on a 
quartz reference Ta2O5 aerogel target. Each lineout is 
taken at position zero in the records, which corresponds 
to the same point on the target.

Figure 111.19 shows side-by-side VISAR and SOP records 
that are representative of the data taken for this study. In the 
case of this experiment, OMEGA shot 37190, experimental 
records from an optically transparent, quartz/Ta2O5 aerogel 
target (image in Fig. 111.20) are shown. The two diagnostic 
records are displayed as two-dimensional, gray-scale density 
plots with the brightest regions being darkest. Time zero is the 
point at which the OMEGA drive beams begin to irradiate the 
target. Variations in the gray scale are related to shock evolu-
tion, showing that the material reflectivity (VISAR record) and 
the brightness (SOP record) are not constant. The two main 
contributors to this behavior are shock strength and the local 
material properties. The shock strength affects the quantity and 
energy of the free electrons, and the material properties dic-
tate the scattering of light. The relative location of the fringes 
on the VISAR record corresponds to the shock velocity. The 
shock brightness temperature corresponds to the intensity of 
the SOP record.

The targets used in this study consist of a pusher assembly 
(a plastic ablator and an aluminum or quartz reference) that 
transmits a shock wave into a low-density aerogel sample 
(silica or Ta2O5) that is under study. These targets are gener-
ally 3-mm square, and the aerogel targets are transparent to 
optical wavelengths (Fig. 111.20). The targets are mounted on 
stalks and oriented such that the OMEGA beams are incident 
symmetrically about the target normal and the two principal 
diagnostics (VISAR and SOP). 

The reference assembly has two components: a plastic abla-
tor and a reference material. The plastic ablator is a 20-nm-
thick foil of polystyrene (CH) that is irradiated by the laser. 

E15902JR
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Figure 111.20
A typical Ta2O5 aerogel, planar target with a plastic ablator and quartz refer-
ence shown relative to a penny. These targets are generally 3 # 3-mm slides 
attached to a mounting stalk. This view shows the target as seen from the 
diagnostics (VISAR and SOP). The backing is a combination of a plastic 
ablator and a quartz slide, and the light amorphous material is the aerogel. 
Target alignment reticles, the grid to the left of the sample, are used to aid in 
pointing, rotation, and focusing during the experiment.
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Polystyrene is commonly used as the ablator due to its low 
atomic number [which reduces the production of high-energy 
(>2 keV) x rays] and its ease of handling and machining. Lower-
energy x rays are more easily absorbed in the dense, highly 
ionized, shocked ablator, keeping x rays away from the refer-
ence and the target and minimizing the preheat of the materi-
als before the shock arrives. The ablator thickness is chosen 
to be about twice the ablation depth of the laser to ensure that 
none of the higher-atomic-number reference material is heated 
by the laser while minimizing the amount of time the shock 
propagates through the ablator. The ablator is attached to the 
reference material using a UV-cured epoxy. 

The two reference materials used in this study were alu-
minum and z-cut alpha quartz. The aluminum pushers were 
approximately 70 nm thick while the alpha-quartz thicknesses 
were 100 nm thick to compensate for the slightly lower x-ray 
absorption in the quartz. The aerogels were mounted to the 
aluminum reference by bonding a freestanding aerogel sample 
onto an aluminum foil. To ensure that the glue did not wick 
into the aerogel, the samples were glued only at the edges, 
again with the UV-cured epoxy. The consequence of gluing the 
aerogel to the aluminum was that gaps, owing to the surface 
roughness of the aerogel, were present between the reference 
and the target. These gaps increase the uncertainty in the selec-
tion of the proper isentrope (initial state) for the release wave. 
With the alpha-quartz pushers the aerogel was grown directly 
onto the pusher, eliminating the gaps at the contact surface. 
This manufacturing technique was possible because, while the 
aluminum would disintegrate in the environment of the aerogel 
manufacturing process, the alpha quartz was unaffected.

Tantalum pentoxide, in its standard state, is a white to 
creamy-white solid with a density of ~8.2 g/cm3. The material 
has a relatively large band gap of ~4.2 eV, a high index of refrac-
tion (~2.1 at 532 nm), low absorption of optical and IR wave-
lengths (300 nm to 2 mm), and a low melting point (~1800 K, 
as compared to pure Ta, ~2700 K). The Ta2O5 aerogel in this 
study had three mean densities: 0.1, 0.15, and 0.25 g/cm3. 
Since the aerogel grains are of the order of 2- to 50-nm scale, 
much less than the wavelength of light, a significant amount of 
Rayleigh scattering occurs within these aerogels. This limits 
the maximum sample thickness that can be probed with optical 
diagnostics to a few-hundred micrometers for 0.1-g/cm3 aerogel 
and approximately 100 nm for the 0.25-g/cm3 aerogel. 

The Ta2O5 aerogels were produced by the Target Fabrica-
tion Group at Lawrence Livermore National Laboratory via a 

sol-gel process that entails the hydrolysis of tantalum ethoxide 
[Ta(OC2H5)5] in an ethanol solution.17 The targets are grown 
by dip-coating quartz slides in the gelatinous solution. They 
are then placed in a casting vessel for supercritical extraction 
of the ethanol. While in the solution and during the extraction 
of the ethanol solvent, the tantalum atoms bond with oxygen 
atoms, forming primarily Ta2O5 molecules. Unbonded surface 
oxygen atoms may terminate in either a hydroxol or an alkynol 
(typically methanol) group. If the aerogel is sintered after the 
drying process, the alkyl groups will be released, leaving only 
hydroxyl groups, which greatly increases the water absorptivity 
of the aerogel. Samples studied with an aluminum reference 
are then removed from the quartz and bonded to the reference 
assembly. Quartz-referenced targets merely require affixing 
the plastic ablator on the quartz slide.

Porous aerogels are hydrophilic, readily absorbing atmo-
spheric moisture, which is physiosorbed (held by Van der 
Waals forces). The high polarizability of the hydroxyl groups 
as compared to an alkyl group makes the sintered materials 
especially hydrophilic, making it difficult to remove all of the 
moisture from the sample. Most experiments with a Ta2O5 
aerogel (including this study) use unsintered samples, so that 
these aerogels have residual alkyl groups that are weakly 
chemically bound, or chemisorbed, to the surfaces of the aero-
gel structures. Combustion analysis puts the mass percentage 
of carbon at 1% or less, which is interpreted as a chemically 
absorbed contaminant that is present during all unsintered 
studies with this material.

The aerogel targets used in this study were produced by cre-
ating a “vat” of the catalyzed tantalum ethoxide/ethanol solu-
tion as described above. The samples were formed on quartz 
slides by coating them with the gelatin and placing the slide in 
a casting vessel. The manufacturer casts a much larger witness 
from the same vat that is machined and weighed for density 
estimates. These growth techniques are expected to be highly 
reproducible with manufacturer-quoted density errors of less 
than 10%. A systematic densification of the samples (compared 
to the witness) is possibly due to an increase in the importance 
of capillary effects for the large-aspect-ratio targets.

Experimental Observations
In this section, the series of measurements required to 

determine the EOS of the Ta2O5 aerogel will be discussed. 
The measurements can be subdivided into two categories: 
(1) characterization of the targets and the reference and (2) the 
actual target experiments.
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The characterization measurements provide input so that the 
target experiments can be evaluated. They include the refrac-
tive-index characterization (needed to determine shock veloc-
ity), the density characterization (needed for the impedance-
matching technique), and the quantification of manufacturing 
residuals (needed to verify the manufacturer’s estimate). The 
refractive index was measured as an input to the shock-velocity 
measurements, and this value helped evaluate density measure-
ments. To determine the amount of absorbed contaminants 
removed prior to an experiment, a series of experiments were 
performed that exposed aerogel samples to heat and vacuum 
to determine the quantity and type of contaminants for com-
parison with the manufacturer’s estimates.

With the characterization of the target and the reference 
materials established, the necessary inputs are available for 
interpreting experimental observations of the EOS of Ta2O5. 
The observations include kinematic properties, which can be 
determined by measuring the shock velocities with VISAR, and 
the thermal properties, which can be determined by measuring 
the shock brightness with the SOP.

1.	 Refractive-Index Measurements of the Ta2O5 Aerogel
The refractive index n of the sample material affects the 

VISAR sensitivity,14 and due to the highly porous nature of 
aerogels, the optical properties of an aerogel material differ 
greatly from its standard amorphous state. For these aerogels, 
the real part of the refractive index is near unity and the imagi-
nary part is negligible.18 Due to this near-unity refractive index 
and the thinness of these aerogel samples, it was necessary to 
use an optical technique based on white-light interferometry 
to measure the refractive index of the targets.19 This technique 
uses the short coherence length of white light to identify the 
apparent depth of a reflective surface that is viewed through a 
refractive medium of thickness d, as shown in Fig. 111.21(a). 
This depth adjustment DL achieves a total optical path length 
(OPL*) through the sample that is equal to the OPL from the 
reflective surface through air. Using these two positions to 
eliminate the unknown distance between the image plane and 
the surface of the refractive medium, a relationship among 
these quantities is obtained:

	 nd- ,L dOPL OPL- -D = * 	 (1)

and after solving for n, the simple relation

	 1n L dD= + 	 (2)

is found, where n is the real part of the index of refraction.

A ZYGO NewView 5000 white-light interferometer,20 
was used to measure both the depth adjustment DL due to the 
refractive property of the aerogels and the thickness of the 
aerogels. The objective numerical aperture (N.A.) for the DL 
measurement was 0.075 to keep the incident rays as normal to 
the aerogel surface as possible. The thicknesses d of the aerogel 
targets were measured in the manner shown in Fig. 111.21(b). 
Because the refractive index for these aerogels is close to that of 
air and the surface of the aerogel has a surface roughness of the 
order of a few microns, the thickness measurements required 
the use of an objective with a N.A. of 0.33 to achieve a small 
depth of focus. The use of this relatively large N.A. limited the 
overall depth of field to about a millimeter. Through multiple 
measurements around the edge, a reasonable surface profile 
was obtained. The uncertainty in the DL measurement was 
dominated by the need to use a small N.A. objective that had 
a depth of focus of about 0.1 nm, resulting in an uncertainty 
of DL at about 4%, while the uncertainty in identifying the 
thickness d of the target was approximately 3%. The refrac-
tive indices of the Ta2O5 aerogel targets were measured to be 
1.0206!0.0010, 1.0297!0.0017, and 1.0471!0.0024 for the 
0.1-, 0.15-, and 0.25-g/cm3 aerogel targets, respectively.

(a) (b)
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Figure 111.21
The measurement technique that determined the refractive index included 
two steps: First, the change in stage position, DL, required that the base of 
the sample be kept at an equal optical path length (OPL) through air and the 
target (a). Second, the thickness of the sample was measured by the differ-
ence d in stage position for the target’s upper surface in focus position and 
the base in focus position (b). Because the measurement (a) is through the 
sample, a small N.A. is desirable, whereas a large N.A. works best for the 
surface measurement of (b).

2.	 Density Measurements of an Ta2O5 Aerogel
The nominal initial density values of 0.1, 0.15, and 0.25 g/cm3 

supplied by the manufacturer were estimates based on a wit-
ness sample rather than the actual sample itself. To determine 
if the target densified more than the witness during the drying 
process, it was deemed necessary to validate the provided esti-
mates. These microscopic samples were validated by relating 
the density to the refractive index of the target.
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The Claussius–Mossotti relation21 applied to a highly 
porous material shows that the refractive index n less unity is 
proportional to the density t of the porous material:

	 1 ,n - at= 	 (3)

where a is a proportionality constant associated with the 
strength of the dipole oscillators.18 Knowing this propor-
tionality constant and the refractive measurements discussed 
in Refractive-Index Measurements of the Ta2O5 Aerogel 
(p. 158), the density of the actual target materials can then 
be determined. To ascertain the proportionality constant, the 
manufacturer machined a witness sample of known density to 
approximately 100 nm thick. At this thickness, the technique 
described on p. 158 was used to determine the refractive index. 
Based on such measurements, the proportionality constant 
was determined to be 0.188!0.013. Using this result, it was 
found that the densification of the targets compared to the 
witness sample is less than the combined uncertainties of the 
measurements of the refractive index and the proportionality 
constant; thus, the density of the witness accurately reflects 
that of the target. This equality provides no information on 
the purity of the samples, or what contaminants, such as water 
or alkyls, are present in a target. To resolve the amount of the 
residuals, another set of measurements was required to quantify 
the amount of contaminants absorbed and the nature of their 
bonding mechanisms.

A series of three tests were run on samples from the same 
batch of Ta2O5 aerogel in ambient laboratory air having 30% 
to 40% relative humidity. The samples were approximately 
0.5 cm in diameter, roughly 2 cm in height, and weighed 
approximately 100 mg prior to testing. The first test deter-
mined the total amount of residuals by heating the sample in 
a dry nitrogen atmosphere utilizing a Computrac moisture 
analyzer.22 The samples were heated to 450 K over approxi-
mately 5 min based on the analyzer’s termination criteria, 
then removed from the analyzer and transferred to a scale 
capable of 0.1-mg-accuracy measurements. The mass of the 
sample and absorbed moisture was tracked as a function of 
time after its initial exposure to air. Because of the need to 
transfer from the test apparatus to a scale, the measurement 
began ~15 s after initial exposure. Figure 111.22 shows the 
measured time-dependent aerogel and absorbed contaminant 
mass after exposure to atmosphere. Extrapolating these results 
to time zero, the mass of the target without any contaminants 
was inferred to be 100.8!0.1 mg. The measured initial mass 
(prior to heat exposure), 104.7!0.1 mg, was then normalized 
to this extrapolated value to determine the mass percentage of 
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Figure 111.22
A characteristic plot of the total mass of a sample with absorbed water as a 
function of time after removal from the heat-addition test. Three such tests 
were performed: this first test was performed to measure the full chemically 
and physically absorbed contaminants, a second to determine the amount of 
physically absorbed contaminants, and a third to determine the amount of 
physically absorbed contaminants removed in an OMEGA shot cycle.

contaminants, which constitutes about 4% of the mass of the 
sample as it came from the manufacturer. The second sample 
was exposed to a vacuum (~10–4 Torr), however, with no heat 
addition. This sample remained in a vacuum environment 
for a week and was then removed and measured in the same 
manner as previously described. After normalization, it was 
found that approximately 3% of the as-manufactured mass is 
due to absorbed contaminants that can be removed by vacuum 
alone. To determine if the normal OMEGA shot cycle, which is 
approximately 20 min of vacuum exposure, achieves the same 
result, a third sample was placed in an equivalent vacuum for 
a period of 20 min and then removed and measured in time. 
The extrapolation of this sample again showed that the mass 
percentage of physiosorbed contaminants removed was 3% of 
the total as-manufactured mass.

These measurements indicate that approximately 1% of 
the as-manufactured mass fraction is from chemisorbed con-
taminants (contaminants that require heat addition to break 
bonds), while the remaining 3% is physiosorbed and suffi-
cient for vacuum removal. Correlating these results with the 
manufacturer’s carbon estimates based on combustion analysis 
experiments, it is expected that the chemisorbed contaminants 
are the alkyls and that the primary physiosorbed contaminant is 
absorbed water. The importance of these measurements is that 
the contaminants that can be removed by vacuum are removed 
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Figure 111.23
The experimental package used when the reference material is aluminum 
includes a quartz witness material in addition to the aerogel. The interfero-
gram shows the shock within the aerogel (lower half) and within the quartz 
(upper half). Before 3.5 ns, the shock is within the aluminum reference. 
After 3.5 ns, the shock reaches the material interface where it breaks out of 
the aluminum. The quartz and aerogel shock velocities are both determined 
within 1 ns of the breakout.
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Figure 111.24
The target and VISAR data with a quartz pusher are shown. The interfero-
gram from an experimental record shows the shock evolution as it propagates 
through the target. At t = 0, OMEGA begins irradiating the surface of the 
target. At approximately 1 ns, the shock exits the plastic ablator and enters 
the quartz with a reflected shock going back into the ablator. Due to the 
expansion of the critical surface, the coupling between the laser and the target 
decreases, resulting in a decay in the strength of the shock as evidenced by 
the fringe movement. At t = 3.5 ns, the shock is strengthened by the arrival 
of a compression wave due to the arrival of the reflected shock at the vacuum 
interface. This causes the shock wave to become steady as it approaches the 
interface. The shock reaches the interface at 4.5 ns. In this example, the shock 
velocity for the quartz is determined between 3 to 4.5 ns and for the aerogel 
between 4.5 to 6 ns.

in times less than the OMEGA shot cycle; however, a small 
amount of the residual alkyl groups are present in experiments 
using this aerogel.

3.	 Kinematic Properties of Ta2O5 Aerogel
The kinematic properties of the Ta2O5 aerogel samples 

were studied using both aluminum and alpha quartz as refer-
ence materials. The shock velocity in the aluminum reference 
was inferred from a quartz witness adjacent to the aerogel 
sample, as shown in Fig. 111.23, following the high-precision 
method proposed by Hicks et al.6 In this study, the linear 
relationship, reported by Hicks et al., between the measured 
shock velocity in a quartz witness and the shock velocity in 
aluminum, ,u B B u us s s0 1

Al Q Q-= + ` j  where . ,u 20 57 m nss
Q n=  

B0 = 21.14!0.12 nm/ns, and B1 = 0.91!0.03, was used to 
determine the aluminum shock velocity. The shock velocities 
in both the quartz and aerogel portions of the sample were 
determined with VISAR and are tabulated in Table 111.III 
along with the other kinematic parameters determined from 
the impedance-matching analysis using the SESAME-3700 
equation-of-state model for aluminum.

Although aluminum is a proven reference material, the 
difficulties of affixing these aerogels to the aluminum contact 
surface without gaps proved to be challenging and had a low 
success rate; consequently, the target design was switched to 
the quartz reference similar to that shown in Fig. 111.24 with 
Ta2O5 aerogel across the entire target. With the aerogel grown 
directly on the reference, the interface between the two materi-
als was gapless, leading to a perfect shot success rate. With the 
quartz pushers and transparent aerogels, the shock velocity was 
continuously measured through the quartz pusher and into the 
aerogel. Table 111.IV lists the 19 experimental results, us

Q and 
,us

Ta O2 5  for the aerogels of the three nominal densities along 
with the particle velocity and pressure inferred from the imped-
ance-matching technique using the Kerley-7360 model.

Figure 111.25 shows the results for the shock-velocity depen-
dence on the particle velocity for the three different densities of 
Ta2O5 aerogel (the initial densities 0.1-, 0.15-, and 0.25‑g/cm3 
targets are solid diamond, open ellipses; solid diamond, gray 
ellipses; and open diamond, solid ellipses, respectively). Experi-
ments with the 0.25-g/cm3 aerogels were performed with both 
aluminum and alpha-quartz pushers. In Fig. 111.26, these points 
are translated into the pressure-density equation-of-state plane, 
with the same designations. Also shown in Fig. 111.26 are 
the a priori predictions by the qEOS model for this material 
(shown with the open, gray, and solid curves correlating to 0.1, 
0.15, and 0.25 g/cm3 as with the measurements). Figure 111.26 
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Table 111.III:  Ta2O5 aerogel-aluminum impedance matching.

Shot 
number

0
Ta O2 5t  

(g/cm3)
us

Al 
(nm/ns)

PAl 
(Mbar)

us
Ta O2 5 

(nm/ns)
up 

nm/ns)
PTa O2 5 
(Mbar)

Ta O2 5t  
(g/cm3)

34136 0.25!0.025 24.6!0.3 10.1!0.3 30.6!0.5 25.3!0.7 1.94!0.18 1.46!0.24

34138 0.25!0.025 19.1!0.3 5.5!0.2 21.7!0.5 18.3!0.6 0.99!0.11 1.58!0.38

34141 0.25!0.025 25.5!0.3 11.0!0.3 32.2!0.5 26.5!0.7 2.13!0.19 1.40!0.22

34143 0.25!0.025 24.1!0.3 9.6!0.3 30.0!0.5 24.7!0.6 1.85!0.17 1.41!0.23

34915 0.25!0.025 27.1!0.3 12.6!0.3 35.1!0.5 28.4!0.7 2.50!0.22 1.32!0.18

34917 0.25!0.025 22.0!0.3 7.8!0.25 26.5!0.5 22.0!0.6 1.46!0.14 1.48!0.26

35152 0.25!0.025 26.3!0.3 11.7!0.3 33.5!0.5 27.4!0.7 2.30!0.21 1.38!0.21

35153 0.25!0.025 25.9!0.3 11.4!0.3 32.4!0.5 27.0!0.7 2.19!0.20 1.51!0.25

34136 0.25!0.025 24.6!0.3 10.1!0.3 30.6!0.5 25.3!0.7 1.94!0.18 1.46!0.24

Shot data and inferred EOS parameters of Ta2O5 aerogel. The columns correspond to the OMEGA shot archive num-
ber, the initial density of the aerogel, the inferred shock velocity within the aluminum, the final shock strength prior to 
the wave decomposition, the shock velocity measured within the aerogel, the particle velocity that conserves mass and 
momentum for the wave decomposition, the strength of the shock within the aerogel, and the density of the shocked 
compressed aerogel.
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Figure 111.25
The shock-velocity dependence on the particle velocity for the three densities 
of this study. The points with the open error ellipses and gray error ellipses 
are from the 0.1- and 0.15-g/cm3 aerogels, respectively. Experiments in 
0.25-g/cm3 aerogels (solid ellipses) used aluminum references and quartz 
references. The uncertainty of the velocity measurements was dramatically 
reduced with the quartz reference as evidenced by the relative area of the 
error ellipses.
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Figure 111.26
The translation of the us–up plane to the shock strength versus the compressed-
density plane for the three densities: 0.1, 0.15, and 0.25 g/cm3 (open, gray, 
and solid, respectively). In addition to the measurements, the qEOS model’s 
predicted dependence for the three densities is shown as the solid lines. As 
can be seen, below 1 Mbar the measured compressed density is significantly 
higher than that predicted; however, above 1 Mbar, the qEOS model appears 
to adequately predict the material behavior. 
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Table 111.IV:  Ta2O5 aerogel-quartz impedance matching.

Shot 
number

0
Ta O2 5t  

(g/cm3)
us

Q 
(nm/ns)

PQ 
(Mbar)

us
Ta O2 5 

(nm/ns)
up 

(nm/ns)
PTa O2 5 
(Mbar)

Ta O2 5t  
(g/cm3)

37190 0.10!0.01 21.2!0.2 7.4!0.15 27.0!0.3 23.7!0.6 0.64!0.09 0.82!0.18

37729 0.10!0.01 26.8!0.2 12.4!0.2 37.1!0.3 31.5!0.7 1.17!0.15 0.66!0.11

37730 0.10!0.01 18.5!0.2 5.5!0.1 22.3!0.2 20.1!0.5 0.45!0.06 1.03!0.29

37731 0.10!0.01 17.6!0.1 4.9!0.1 20.7!0.2 18.8!0.3 0.39!0.05 1.07!0.24

37732 0.10!0.01 21.6!0.2 7.7!0.2 27.8!0.3 24.3!0.6 0.68!0.09 0.79!0.16

37734 0.10!0.01 24.1!0.2 9.8!0.2 32.6!0.2 27.7!0.6 0.90!0.12 0.66!0.11

38790 0.10!0.01 26.4!0.3 12.0!0.3 36.2!0.3 31.0!0.8 1.12!0.15 0.69!0.14

38127 0.15!0.015 17.3!0.1 4.7!0.1 19.9!0.3 17.6!0.4 0.53!0.07 1.29!0.30

38129 0.15!0.015 19.9!0.2 6.4!0.1 24.3!0.2 21.0!0.5 0.77!0.10 1.11!0.20

38793 0.15!0.015 23.6!0.2 9.4!0.2 31.0!0.4 25.8!0.6 1.20!0.16 0.90!0.16

38794 0.15!0.015 22.8!0.2 8.7!0.2 29.7!0.3 24.8!0.6 1.10!0.15 0.90!0.15

36542 0.25!0.025 19.2!0.2 6.0!0.1 22.2!0.4 19.0!0.4 1.05!0.09 1.72!0.31

36545 0.25!0.025 24.8!0.2 10.5!0.2 31.1!0.4 25.8!0.5 2.00!0.16 1.46!0.19

36546 0.25!0.025 22.7!0.2 8.6!0.2 27.9!0.3 23.2!0.5 1.62!0.13 1.48!0.19

42092 0.25!0.025 16.5!0.1 4.2!0.1 18.2!0.2 15.5!0.3 0.71!0.06 1.70!0.22

42094 0.25!0.025 16.9!0.1 4.4!0.1 18.8!0.2 16.0!0.3 0.75!0.06 1.70!0.22

42097 0.25!0.025 24.9!0.1 10.6!0.1 31.3!0.2 25.9!0.3 2.03!0.14 1.44!0.13

42098 0.25!0.025 20.6!0.1 6.9!0.1 24.3!0.2 20.7!0.3 1.26!0.09 1.67!0.18

42099 0.25!0.025 22.4!0.2 8.4!0.2 27.3!0.3 22.8!0.4 1.56!0.13 1.53!0.20

37190 0.10!0.01 21.2!0.2 7.4!0.15 27.0!0.3 23.7!0.6 0.64!0.09 0.82!0.18

Shot data and inferred EOS parameters of Ta2O5 aerogel. The columns are arranged as in Table 111.III.

shows that the model predicts the observed local asymptote 
at approximately six-fold compression for a strong shock. A 
disagreement exists at the lower pressures (KMbar) where the 
experiments exhibit higher compression than predicted by the 
model. The model’s region of high compression, occurring at 
~0.10 Mbar, is at much lower shock strength than that found in 
these experiments. 

The shock velocities across the contact surface are used with 
the impedance-matching technique to derive the kinematic 
properties of the shock. This procedure is shown in Fig. 111.27 
for OMEGA shot 37190. The shock velocity in the quartz just 

prior to the shock arrival at the contact surface is 21.2 nm/ns 
with an uncertainty of ~1% because the contact surface is free 
of gaps. This yields a Rayleigh line with a slight slope uncer-
tainty. The intersection of the Rayleigh line and its uncertainty 
lines with the reference Hugoniot (in this case quartz) identifies 
the release shock state P0 with its associated uncertainty. The 
isentropes from P0 and its uncertainty are calculated for the 
reflected wave. These isentropes are matched to the Rayleigh 
line for the aerogel, the product of 0.1 g/cm3 and 27 nm/ns, 
with the associated uncertainty in this slope, ~10%. The uncer-
tainties in the final kinematic parameters reported in this study 
were reported as the larger of the uncertainties in the matched 
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Figure 111.27
Uncertainties in the slopes of the Rayleigh lines were used to determine the 
uncertainties in the kinematic properties for shot 37190. The uncertainty in 
the measurement of the shock velocity of the reference standard produces 
uncertainties in the isentrope (dashed curves), which combines with the 
uncertainties in the density of the aerogel and shock velocity in the aerogel 
(thin, light gray curves).
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Figure 111.28
The temperature dependence on the shock strength for the 0.25-g/cm3 aerogel 
shows that the predicted temperature for qEOS is significantly different than 
that observed. Above 0.1 Mbar the rise in predicted temperature as the shock 
strength increases is about three times greater than the observed temperature 
dependence on shock strength.

the material. It was shown that the qEOS model exhibits very 
different behavior in the sub-Mbar regime than the measure-
ments. In this shock-strength regime, the qEOS model behavior 
is much stiffer (small compression for given shock strength) 
than that observed experimentally. High temperatures with 
only translational degrees of freedom available would restrict 
the final compression to this extent, so it is necessary to look at 
the Ta2O5 molecule to see if there may be neglected degrees of 
freedom to account for this deviation. While the temperature 
measurements could be consistent with the higher compres-
sions in experiment (as opposed to those found with qEOS), 
the temperature’s very weak dependence on shock strength 
suggests consideration of other potential reasons.

In qEOS Kinematic Agreement (p. 164), the Ta2O5 aerogel 
measurements will be compared with SiO2 aerogel measure-
ments conducted at multiple laboratories. The silica aerogels 
have a comparable final density to the Ta2O5 aerogels; however, 
they exhibit marked differences in some of their fundamental 
properties, namely the binding energy. Due to the finite time 
required for ionization, the possibility of nonequilibrium 
between the free electrons and the ions will be considered in 
qEOS Thermal Properties (p. 164). While this nonequilib-
rium would adversely affect thermal measurements that rely on 
the local electron temperature near the critical surface of the 
SOP, it would not affect the kinematic measurements, which 

values, i.e., , ,maxu u u_p p pd d d=
+9 C$ .  +, .maxP P Pd d d= -8 B# -

4.	 Thermal Properties of Ta2O5 Aerogel
The streaked optical pyrometer was used to infer the bright-

ness temperature of the shock front. These measurements 
involved the simultaneous measurement of the shock velocity 
and its brightness just prior to the shock’s arrival at the rear 
surface. Brightness measurements are acquired just before 
shock breakout to eliminate uncertainties in the shock-front 
brightness that might occur due to the scattering or absorption 
of light within the unshocked target ahead of the shock. The 
dependence of brightness and shock-velocity measurements are 
translated to temperature dependence on shock pressure using 
the NIST-traceable calibration of the SOP15 and the kinematic 
measurements discussed in Kinematic Properties of Ta2O5 
Aerogel (p. 160), respectively. The results for the 0.25-g/cm3, 
Ta2O5 aerogel are shown in Fig. 111.28 along with the predic-
tion by qEOS (solid line). As can be seen in this figure, the 
qEOS model overpredicts the temperature of the shock front. 
In the strong-shock limit [temperature (T) ? shock strength 
(P)], the slope of the locus of points, (DT/DP)Hug, is a few times 
greater than that of the measured values.

Discussion
The measurements of the EOS of the Ta2O5 showed marked 

differences to the a priori qEOS model that has been built for 
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rely on an equilibrium wave that is much less localized.

1.	 qEOS Kinematic Agreement
The shock-strength dependence of the compression for 

silica aerogel and Ta2O5 is shown in Fig. 111.29. Based on the 
Ta2O5 response, the Thomas-Fermi–based qEOS model [lines 
in Fig. 111.29(b)] is in good agreement with the high-pressure, 
kinematic behavior of Ta2O5. This agreement begins approxi-
mately between 0.75 and 1 Mbar for the three studied aerogel 
sample densities. The agreement at higher pressure means that 
sufficient ionization exists to allow the free electrons in the 

Ta2O5
Initial density:
       0.25 g/cm3

       0.15 g/cm3

       0.10 g/cm3
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Figure 111.29
These two graphs show the shock-strength dependence of the compression for 
(a) silica aerogel and (b) the Ta2O5 aerogel. The data and curves in both (a) 
and (b) exhibit high compressions at low pressures due to molecular contribu-
tions to the material compressibility. The molecular contributions become 
negligible at about 0.3 Mbar in the silica aerogel and at about 0.1 Mbar in the 
Ta2O5 aerogel. Above these threshold values, the compression is essentially 
independent of shock strength. The silica data are from Boehly et al. (light 
gray ellipses), Knudson et al. (dark gray ellipses), Trunin and Simakov (solid 
circles), and Vildanov et al. (open circles).13,23–26

plasma to dominate the kinematic behavior of the background 
molecules/ions. At low pressure, the difference between the 
predicted and observed response is large, with predicted com-
pression ratios far lower than those experimentally observed. 
This behavior indicates that the qEOS model is probably 
handling the dissociation of the material incorrectly. This is 
consistent with a reduction in the observed temperature.

When comparing the Ta2O5 aerogel to the silica aerogel, 
it is clear that there is precedent for this increased compress-
ibility relative to qEOS predictions for these two materials, 
which are of comparable final density. The main difference 
between this Ta2O5 study and the studies in the silica aerogel 
is that the pressure at which the Ta2O5 aerogels exhibit com-
pression independence is about three times higher than that in 
the silica aerogel. Ta2O5 has a total sublimation/dissociation 
energy26 of 
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which is approximately three times larger than that of SiO2 
(Ref. 27):
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This difference appears to account for the delayed onset of 
Thomas–Fermi behavior. The Ta2O5 remains more compress-
ible because these molecular structures provide an increased 
compressibility through the additional degrees of freedom and 
higher energy consumption to break the bonds.

2.	 qEOS Thermal Properties
The disagreement between the qEOS model and the tem-

perature measurements in Thermal Properties of Ta2O5 
Aerogel (p. 163) is pronounced. The kinematic results indi-
cate that the Ta2O5 material can absorb more energy than 
predicted by the qEOS model. The apparent independence of 
the measured temperature on the pressure suggests that local, 
nonequilibrium processes may also be important. Studies of 
other material have indicated that at sufficiently high pressures 
the brightness/temperature measurements in alkali halides 
(NaCl, KCl, and KBr) approached a similar plateau where 
the observed temperature became nearly constant with shock 
strength.28 An explanation for these observations based on a 
lack of equilibrium between electrons and the atoms just behind 
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Figure 111.30
The electron density in the vicinity of the shock front (a) normalized to the 
critical density of the pyrometer’s band center, 670 nm, and (b) the temperature 
of the electrons (dotted) and the ions (solid) in the vicinity of the shock front 
normalized to the electron temperature at the SOP’s critical surface. In the 
position coordinate, up to 141 nm, the material is quartz, while from 142 nm 
and beyond, the material is the Yb2O5 aerogel. Between 141 and 142 nm, 
the quartz is releasing into the less-dense aerogel. From about 145 nm and 
beyond, the shock wave has not yet arrived; however, radiation from the shock 
front is ionizing and heating the nearby material in advance of the arrival of 
the shock. The actual shock front arrives at about 145 nm and rapidly heats 
the ions. The electrons come into equilibrium with the ions at about 0.5 nm 
behind the shock front.

the shock front was provided by Zeldovich.29 Zeldovich argued 
that the energy of a shock wave is carried by the atoms and 
transferred (via collisions) to the electrons; thus, full equilib-
rium depends on the rate of electron–ion collisions. In most 
crystalline materials, the collision frequency is sufficiently 
high that equilibration occurs on a subpicosecond time scale. 
If the shock speed is sufficiently high and the collision rates are 
moderate, then equilibration can lag significantly behind the 
shock-wave front. This would result in the electron temperature 
being lower than the ion temperature until deep into the shock 
front. As the electron temperature is equilibrating, ionization 
is taking place, resulting in an increase in electron density as a 
function of position within the shock. Consequently, if the criti-
cal surface of a pyrometer channel is closer to the observer than 
the equilibrium temperature, then the brightness temperature, 
which is predominantly related to bound-free and free-free 
electronic transitions, would be artificially low.

To determine if these aerogels exhibit this nonequilibrium 
behavior, a simulation of the experiment was performed using 
the one-dimensional hydrodynamics code HYDRA.30 In this 
simulation, a 0.1-g/cm3 sample of Yb2O5 was shocked by a 
quartz pusher in the same configuration as shown in Fig. 111.24. 
It should be noted that ytterbium (Yb) was used as a surrogate 
for Ta because opacity tables for Ta were unavailable at the 
time of the simulation. The simulated drive environment was 
identical to that used in OMEGA shot 37190. Figure 111.30(a) 
shows the predicted electron density n ne c` j as a function 
of the one-dimensional spatial coordinate in the simulation. 
The density is normalized to the critical density for the band 
of the SOP centered at 1.84 eV. Figure 111.30(b) shows the 
temperature of the electrons (dotted) and the ions (solid) as 
a function of the one-dimensional spatial coordinate in the 
simulation. As with density, the temperature is normalized 
to the electron temperature at the critical surface for the SOP 
measurement wavelength. These snapshots are from 7 ns after 
the laser pulse began and spatially referenced to the front 
surface of the ablator. In the density plot looking from left to 
right, the high-density shocked region, at positions less than 
141 nm, is the advancing quartz pusher. The density gradient 
between 141 and 142 nm is due to the release of the high-
density quartz into the lower-density, shocked aerogel. The 
measured shock-wave front is at approximately 145 nm and is 
a little over 500 nm thick. Ahead of the shock wave is a region 
where the radiation from the shock is ionizing some of the 
atoms in the unshocked material to ~4% of the equilibrium 
electron density of the shocked material. In the temperature 
plot, one can see the corresponding features behind the shock 
front. As one approaches the shock front, significant deviations 

occur between the electron and ion temperatures. The leading 
edge of the shock front transfers energy to the ions by ion–ion 
collisions, heating them very rapidly to a level above the final 
equilibrium value. The electron–ion collision cross section is 
much smaller; therefore the energy transfer to the electrons is 
much slower and lags behind the shock front. 

The simulation indicates that the critical electron density 
for the measurement wavelength is achieved at a point ahead 
of where the electrons and the ions come into full equilibrium. 
Therefore, the measurement would exhibit lower temperatures 
than that produced by the shock wave. The most reasonable 
method to overcome this skin-depth issue is to observe the 
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shock at shorter wavelengths (i.e., at higher critical frequen-
cies). For example, this simulation indicates that a 200-nm 
pyrometer would likely make an accurate measurement of the 
shock temperature.

Conclusions
This study provided experimental EOS data of highly porous 

Ta2O5 aerogels. Using the OMEGA Laser System, aerogel 
samples were compressed from their initial densities of 0.1, 
0.15, and 0.25 g/cm3 by shock waves with strengths between 
0.3 and 3 Mbar. Under these shock loads, the materials were 
compressed to densities between 5 and 15 times their initial 
density and to temperatures $50,000 K. The shocked states 
as diagnosed with the VISAR and the SOP show strong devia-
tions from the available qEOS model for this material. When 
the compression measurements are compared to qEOS, it is 
found that the model underestimates the level of compression 
achieved by shock loading below 1 Mbar but reproduces the 
material behavior above 1 Mbar. This observation indicates that 
there are material degrees of freedom below 1 Mbar that are 
not fully captured by the qEOS model. The thermal measure-
ments indicate that this might be due to less-significant heat-
ing; however, the weak dependence of temperature on shock 
strength could indicate that nonequilibrium effects require 
more attention when considering aerogel materials.
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Introduction
The response of materials to shocks and other high-strain-rate 
deformation is the subject of intense research.1 There is particu-
lar interest in developing and testing constitutive models that 
allow continuum hydrodynamic computer codes to simulate 
plastic flow in the solid state. Such models are important for 
the study of material strength under high-strain and high-strain-
rate conditions. To test such models, the conditions within the 
compressed samples (such as compression and temperature) 
must be measured on a nanosecond time scale. We describe 
experiments on the OMEGA2 laser where vanadium (V) is 
compressed quasi-isentropically to a pressure of ~0.75 Mbar 
and its compression and temperature are measured by Extended 
X-Ray Absorption Fine Structure (EXAFS).3 Isentropic com-
pression (where the entropy is kept constant) enables us to 
reach high compressions at relatively low temperatures. This 
is important for the study of highly compressed metals at tem-
peratures well below the melting point. Additionally, significant 
EXAFS modulations can be obtained only at sufficiently low 
temperatures. The study of deformations and crystal phase 
transformations of compressed metals requires that the tem-
perature be kept below melting. This limits the pressure that 
can be applied in shock compression. Examining the Hugoniot 
curve that describes the trajectory of shocks in parameter space 
shows that vanadium will melt4 at a pressure of ~2.4 Mbar (and 
a temperature of ~8000 K), precluding solid-state studies at 
higher pressures. However, quasi-isentropic compression exper-
iments (ICE), involving a slower-rising compression, can access 
much higher pressures and still stay below the melting curve. 
Laser-driven quasi-isentropic compression can be achieved by 
a two-stage target design5 where a laser of a few-nanosecond 
pulse irradiates a “reservoir” layer. When the laser-generated 
shock wave reaches the back of the reservoir, the material 
releases and flows across a vacuum gap and stagnates against 
the sample (“plasma impact”), causing its pressure to rise over 
a period of a few tens of nanoseconds. This configuration has 
been previously studied and pressures of up to 2 Mbar dem-
onstrated.6–8 The main diagnostic in those experiments was 
the interferometric measurement of the back target surface, 
which, when back-integrated (in time and space), can yield the 
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pressure on the front surface as a function of time. EXAFS has 
the unique advantage of yielding information on the sample 
temperature. This is particularly important to measure because 
the stagnating reservoir material causes severe heating of the 
front sample surface, unless protected by a heat shield. The 
ability to measure temperatures of the order of 103 K is unique 
to EXAFS, as is the ability to directly measure compression 
and temperature within the sample. The EXAFS results show 
details not seen in the VISAR results: without the use of a heat 
shield, the heating of the target leads to a lower compression. 
Also, higher laser intensities can lead to nonuniformities due 
probably to hydrodynamic instability.

The use of in-situ EXAFS for characterizing nanosecond 
laser–shocked vanadium, titanium, and iron has been recently 
demonstrated.9,10 Additionally, the observed EXAFS was 
shown to indicate crystal phase transformation due to shock 
compression: the a-to-~ transformation in titanium9 and the 
body-centered-cubic (bcc) to hexagonal-closely-packed (hcp) 
phase transformation in iron.10 We show here that EXAFS can 
likewise be applied to the case of laser-driven, quasi-isentropic 
compression experiments (ICE). 

EXAFS modulations above an absorption edge are due to 
the interference of the ejected photoelectron wave with the 
reflected wave from neighboring atoms.3 This interference 
translates into modulations in the cross section for photon 
absorption above the K edge, the measured quantity. The 
frequency of these modulations relates to the interparticle 
distance, hence the density of the compressed material. The 
decay rate of the modulation with increasing photoelectron 
energy yields the mean-square relative displacement (v) of 
the crystal atoms and serves as a temperature diagnostic. The 
basic theory of EXAFS3 yields an expression for the relative 
absorption ( ) ( ) ,( ) k kk 10 -n n| =  where n(k) is the absorption 
coefficient and n0(k) is the absorption of the isolated atom. The 
wave number k of the ejected photoelectron is given by the de 
Broglie relation ,k m E E22 2

K-& =  where E is the absorbed 
photon energy and EK is the energy of the K edge. The meas
ured spectrum yields the absorption n(E), which is converted 
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to |(k). The derived |(k) is analyzed with the FEFF ab initio 
EXAFS software package.11 The basic EXAFS formula for a 
single reflection in the plane-wave approximation is3
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where Nj is the number of atoms in the j-th shell, that is, the 
number of atoms surrounding the absorbing atom at a distance 
Rj, and m(k) is the mean free path for collisions. FEFF uses 
the scattering potential to calculate the amplitude and phase 
shift of the photoelectron waves scattered from several shells 
of neighboring atoms including multiple scattering paths. The 
total |(k) is constructed in the curved-wave approximation (i.e., 
the assumption of plane wave is removed) and iteratively fitted 
to the experimental |(k). The main fitting parameters are the 
nearest-neighbor distance R and the vibration amplitude v2 
appearing in the Debye–Waller term. R yields the density or 
compression; since R is the frequency of the modulations in 
k space, a compression results in the lengthening of the period 
of EXAFS modulations (a similar lengthening will also be evi-
dent in the photon-energy space, i.e., in the original spectrum). 
As a function of temperature, v2 was calculated using the 
Debye model12 for the phonon density of states, including cor-
relation, and it also depends on the density through the Debye 
temperature. Using the density dependence13 of the Debye 
temperature for V and the result for v2 from the FEFF fitting, 
the temperature can be derived. As the temperature increases, 
the EXAFS oscillations decay faster with increasing photon 
energy (or increasing electron wave number).

The use of EXAFS for diagnosing compressed metals places 
a severe restriction on the temperature since at higher tempera-
tures the damping of the EXAFS modulations (because of an 
increase in v2) may preclude reliable measurement. A useful 
general criterion for the observation of significant EXAFS 
modulations is the requirement for v2 to not exceed ~0.015 Å2. 
The averaged square vibration amplitude v2 increases with the 
temperature, but compression mitigates this increase because 
the Debye temperature increases with density. At normal den-
sity the temperature T0 of vanadium at which v2 = 0.015 Å2 is 
T0 ~ 500 K, whereas at a compression of 1.5 that temperature 
increases to T0 ~ 1800 K. Thus, compression extends the range 
of temperatures where EXAFS can be observed. This com-
pression, when achieved by a shock [at a pressure of ~1.8 Mbar 
(Ref. 14)], will result in a temperature of ~5000 K, much higher 

than T0. Thus, in spite of the compression, significant EXAFS 
modulations would not be visible in that case. On the other hand, 
an examination of the equation of state of vanadium15 shows 
that in a purely isentropic compression, the temperature corre-
sponding to 1.8 Mbar will rise to only ~530 K. Thus, in future 
ICE experiments, even if not purely isentropic, EXAFS could be 
measured at pressures of several Mbar and possibly higher. 

The drive (i.e., the pressure as a function of time at the front 
surface of the sample) is calibrated by substituting aluminum 
for the vanadium; this pressure is independent of the material 
of the sample. The drive pressure is deduced, for various laser 
intensities, by interferometrically measuring the velocity of the 
back target surface (VISAR16) as a function of time and then 
integrating it backward in time and space to obtain the drive.17 
Aluminum is used because its equation of state is well known, 
and LiF is used because it is transparent to the VISAR laser and 
its acoustical impedance is well matched to that of aluminum, 
minimizing reflections at the interface. The behavior of the 
total target (reservoir, vacuum gap, and sample) is simulated 
by the hydrodynamic code LASNEX.18 The code results are 
compared with both the measured back-surface velocity as 
well as the drive pressure obtained as explained above. Good 
agreement validates the use of such simulations for the case 
of the vanadium sample. The LASNEX-simulated compression 
and temperature within the vanadium can be compared with 
the EXAFS results.

In addition to the inevitable heating due to the compres-
sion, there are three sources of extraneous heating (called here 
preheat): (a) radiation from the imploding target (the radiation 
source, or the backlighter), (b) radiation from the laser-drive 
absorption region, and (c) heat generated from the plasma 
impact upon stagnation and conducted into the sample. The 
first preheating occurs during the EXAFS probing, whereas 
the other two occur before the onset of sample compression. 
Ways to measure as well as to minimize these heating sources 
are described below. 

The present work demonstrates the feasibility and finds the 
limitations of laser-driven quasi-isentropic compression experi-
ments, rather than carrying out a systematic parameter study. 
Typical results will highlight these limitations. 

The following sections of this article (1) explain the experi-
mental setup and procedures; (2) present the VISAR results and 
their analysis; (3) present the special case of high-irradiance, 
which leads to nonuniform compression; (4) analyze the role 
of the heat shield; (5) discuss the measurement of preheat; 
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and (6) present the EXAFS measurements of compression 
and heating.

Experimental
Figure 111.31 shows a schematic of the experimental con-

figuration used to measure K-edge EXAFS absorption spectra. 
The target consisted of two parts: a reservoir and a sample 
(V or Al), separated by a vacuum gap of either 300 or 400 nm. 
The reservoir includes an undoped, 125-nm-thick polyimide 
layer and a 50-nm-thick CH layer, doped with 2% (by number 
of atoms) of bromine. The bromine minimizes the sample 
heating by radiation from the laser-absorption region. The 
doping is limited to only the back of the reservoir to prevent 
laser heating of the doped layer, which would have increased 
the emitted radiation, and thus the preheating. The doping 
concentration is limited to minimize the absorption of source 
radiation within the reservoir, which reduces the intensity avail-
able for the EXAFS measurement. The sample (10-nm-thick 
polycrystalline V) was coated on the laser side with 8 nm of a 
low-conduction parylene-N heat shield. Its role is to protect the 
sample from heat conducted from its surface, where the reser-
voir plasma impact occurs. On some of the shots the heat shield 
was absent in order to demonstrate its effect. The V sample 
was backed by a 500-nm-thick C2H4 substrate, which served 
to minimize sample heating by the soft radiation from the 
imploding EXAFS source. This radiation shield also prevents 
rarefaction of the sample when the pressure wave arrives at its 
rear surface. The thickness of the radiation shield was chosen 
to heavily absorb the radiation below the vanadium K edge 
(5.463 keV) while absorbing only slightly the radiation above 
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Figure 111.31
Schematic of the experimental configuration for EXAFS measurement of ICE targets. For calibrating the drive, the V is replaced by Al and the radiation shield 
by LiF, the backlighter is removed, and the VISAR laser travels from right to left. XRS1 and XRS2 are x-ray spectrometers that measure, respectively, the 
incident and transmitted spectra. The Br doping reduces heating due to radiation from the laser-deposition region, the heat shield reduces heating due to the 
impact of reservoir material on the sample, and the radiation shield reduces heating due to the backlighter.

the K edge, where the EXAFS modulations occur. To further 
minimize this preheat, the target-backlighter distance (19 mm) 
was the largest possible on OMEGA. As explained before, in 
the VISAR drive-calibration shots, the V was replaced by Al 
and the radiation shield was changed to LiF. The rest of the 
targets were identical to that with the vanadium sample. For 
the calibration shots there is no backlighter and the VISAR 
laser travels from the right in Fig. 111.31. 

Eleven driving laser beams, 3-ns square pulse each, were 
fired simultaneously and focused to an ~3-mm focal spot, 
yielding an irradiance of ~17 TW/cm2 (some results for dif-
ferent irradiances are mentioned below). The x-ray spectrum 
is obtained when a fan of rays originating at the backlighter 
fall on the flat crystal at different Bragg angles, reflecting a 
slightly different wavelength at each point. The spectral range 
of the EXAFS spectrum (~5.5 to 6 keV) subtends a distance 
of ~0.5 mm at the target. A 3-mm-focal-spot size was chosen 
so that the EXAFS rays probe a small central region of the 
focal spot. This necessitates working without distributed phase 
plates (DPP’s),19 which create intensity nonuniformity in the 
focal spot. Some of this nonuniformity is smoothed out when 
the reservoir material flows across the vacuum gap (as will be 
shown in Fig. 111.33) for the uniformity of the back-surface 
motion. Specially designed phase plates for an ~3-mm focal-
spot size could improve the quality of these experiments. The 
spectral resolution (limited by the size of the imploded back-
lighter core) is ~10 eV, much smaller than a typical EXAFS 
modulation period. 
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Figure 111.32
(a) Typical spectrum emitted by the backlighter, used as a source for the 
measurement of absorption above the vanadium K-shell edge at 5.46 keV. 
The use of imploding CH shells creates a continuum without spectral lines, 
essential for reliable EXAFS measurements. (b) Streaked x-ray emission 
from the imploding backlighter target. Radiation above ~3 keV is emitted 
during peak compression (earlier emission is negligibly small), ensuring a 
short x-ray probing pulse.
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Figure 111.33
VISAR record for the case of an ICE target without a heat shield, driven 
at 17 TW/cm2. The time refers to the delay with respect to firing the drive-
laser beams; a timing fiducial is shown above the VISAR record. The fringe 
motion tracks the Al particle motion at the reflective Al–LiF interface. The 
smooth, gradual fringe shift with time is indicative of shockless, quasi-
isentropic compression.

The backlighter is formed by focusing 40 of the OMEGA 
beams on a CH shell of ~16-nm thickness and ~850-nm outer 
diameter, filled with 0.1 atm of argon, using a 1-ns square 
pulse. At peak compression the compressed core of the target 
(<100 nm in size) emits an intense continuum that is spectrally 
smooth [see Fig. 111.32(a)]; this is a requisite for measuring 
the inherently weak modulations in the absorption spectrum. 
Two cross-calibrated, flat-crystal spectrometers equipped with 
a Ge (1,1,1) crystal were placed at the extreme right and left 
positions in Fig. 111.31. The first was used to measure the inci-

dent spectrum (I0) and the second to measure the transmitted 
spectrum (I). The absorption as a function of photon energy 
E is defined as ( ) ( ) ( ) .lnE I E I E0n = 7 A  I0 has to be corrected 
for the (known) absorption of backlighter radiation in the 
radiation shield. Absorption of the transmitted radiation (I) in 
the reservoir is small, and, additionally, at the time of EXAFS 
probing, most of the reservoir material has been ablated away. 
The measured intensity also includes radiation from the laser-
deposition region, which is subtracted. To measure this con-
tribution (typically, ~10% of the total), we fire the drive beams 
without irradiating the backlighter. A final adjustment of I I0
can be done far above the K edge, where EXAFS modulations 
are heavily damped and the absorption n0(E) is well known. 
The delay time of the drive beams with respect to the back-
lighter beams was varied so that the EXAFS could probe the 
vanadium at different times during the compression. Although 
the spectrometers used in the EXAFS measurement are time 
integrated, a meaningful shock diagnosis can be obtained 
without streaking the spectrum in time because the x-ray pulse 
width [Fig. 111.32(b)] is only ~120 ps, much shorter than the 
compression-wave transit time through the metal (~20 ns). 

Results and Analysis
1.	 VISAR Results

Figure 111.33 shows a typical VISAR record for the case of 
an ICE target without a heat shield, driven at 17 TW/cm2. The 
time refers to the delay with respect to firing the drive-laser 
beams; a timing fiducial is shown above the VISAR record. The 
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fringes are produced by the interference of the VISAR laser 
with the beam reflected from the back surface of the target. 
The vertical displacement of fringes is proportional to the Al 
particle velocity at the Al–LiF interface. The velocity results 
reported here refer to a spatial average over the 150-nm central 
portion of the field of view. The smooth, gradual fringe shift 
with time indicates shockless, quasi-isentropic compression. 
The relative uniformity (or planarity) of the drive is evidenced 
by the quasi-simultaneous arrival of the pressure wave (at 
~30 ns) and the small variations (!10%) in the slope of the 
fringes (i.e., the acceleration). This uniformity is achieved even 
though no smoothing was applied to the incident laser beams; 
nonuniformities in the laser irradiation are smoothed during 
the propagation through the target vacuum gap, leading to a 
more-uniform back-surface velocity.

The analysis of VISAR records, such as that in Fig. 111.33, 
proceeds in two directions: by back-integrating the VISAR-
measured velocity and by comparing with 1-D simulations of 
the LASNEX code. Normally, the back-surface velocity is used 
to derive the front-surface pressure, which is then used as input 
to a hydrodynamic code. The code then simulates the forward 
propagation whose end result is the back-surface velocity. 
This derived velocity is, in turn, compared with the measured 
velocity. This procedure cannot yield any information on the 
heating due to the three preheat sources mentioned above. 
LASNEX is used to simulate the entire experiment, starting 
with the laser interaction, the reservoir expansion, and the 
sample compression. Because of the resulting complexity, the 
application of LASNEX requires some adjustments to fit the 
data. This is thought to be due to 2-D effects that are neglected 
in these 1-D runs (primarily related to the nonuniformities of 
the unsmoothed beams) as well as uncertainties in the equation 
of state of the expanding reservoir plasma. Our confidence in 
the validity of the simulations depends on their agreement with 
both the measured back-surface velocity as well as the deduced 
front-surface pressure. Additionally, the code simulations are 
compared with the EXAFS results.

A sample of such an analysis of VISAR results (Fig. 111.34) 
shows the rear-surface velocity (upper frames) and the drive 
pressure (lower frames) for three different cases: irradiance of 
(a) 17 TW/cm2, (b) 17 TW/cm2 with no Br in the ablator, and 
(c) 10 TW/cm2. In (a) and (c) the reservoir contained a bromi-
nated layer; in (b) the brominated layer was replaced with an 
equal-thickness CH layer. The vacuum gap was 400 nm. The 
solid curves show simulation results by the LASNEX code; the 
dashed curves show experimental results. The dashed veloc-
ity curves are directly from the VISAR-measured results; the 
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Figure 111.34
Rear-surface velocity (left column) and drive pressure (right column) for 
three different cases: irradiance of (a) 17 TW/cm2, (b) 17 TW/cm2 (no Br), 
and (c) 10 TW/cm2. The solid curves show simulation results by the LASNEX 
code. The dashed velocity curves (upper) show the VISAR-measured results; 
the dashed pressure curves (lower) are obtained from the measured velocity 
curves by back-integration. The rise in velocity and pressure is seen to be 
slow and smooth, characteristic of shockless compression.

dashed pressure curves are obtained from the measured veloc-
ity curves by back-integration.17 A heat shield was not used in 
any of these cases. The rise in velocity and pressure is seen to 
be slow and smooth, characteristic of shockless compression. 
The small differences between the code and experimental 
results around peak compression and later are not well under-
stood; similar disagreements with 1-D simulations were also 
observed in ICE results reported in Fig. 7(b) of Ref. 5. To obtain 
the velocity fits in Fig. 111.34, two small adjustments had to 
be introduced in the LASNEX runs (no additional adjustments 
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had to be made to fit the pressure curves): (a) the assumed 
laser power had to be reduced by ~30% from the measured 
values to fit the magnitude of the velocity curve; this is due to 
the reduction in absorption due to the oblique incidence of the 
laser beams, and (b) the time scale had to be shifted by a few 
nanoseconds to fit the time of peak velocity. Nevertheless, the 
code simulations provide strong support for the VISAR meas
urements of velocity and pressure as well as the compression 
and temperature measurements by EXAFS. This is because the 
main interest here is understanding the sample compression, 
whereas the interaction of the laser with the reservoir is of sec-
ondary importance. Figure 111.34 shows that the inclusion of 
Br doping slightly reduces the pressure achieved. Examination 
of the simulations shows that this is caused by the weakening 
of the compression pressure: the shock traveling within the 
reservoir weakens when passing from the polyimide to the 
less-dense CH(Br) layer, then further weakens when traveling 
through the latter layer. Thus, the total weakening is higher for 
a thicker CH(Br) layer. 

2.	 High-Irradiance Target Experiments
The laser irradiance for most of the target experiments 

described in this article was 17 TW/cm2 for which the achieved 
pressure was ~0.4 Mbar (see Fig. 111.34). At the higher irradi-
ance of 25 TW/cm2, the VISAR results indicate a pressure of 
0.75 Mbar. However, significant target nonuniformities are indi-
cated in the EXAFS record, at irradiances above ~22 TW/cm2. 
This precludes meaningful EXAFS analysis. Figure 111.35(a) 
shows the VISAR-measured velocity and the deduced pressure 
evolution for a 400-nm-vacuum-gap target, without a heat 
shield, and a laser irradiance of 25 TW/cm2. Figure 111.35(b) 
shows the EXAFS record for a target experiment at the same 
conditions. The horizontal axis corresponds to the dispersed 
photon energies (the K edge is seen at 5.46 keV), whereas 
the vertical axis corresponds to a one-dimensional image (or 
face-on radiograph) of the vanadium layer. The energy range 
shown (~5.4 to 5.8 keV) is where the EXAFS modulations 
are normally seen. The horizontal axis also corresponds to a 
face-on radiograph of the vanadium sample, except that at each 
horizontal position, a different photon energy contributes to the 
image. Thus, Fig. 111.35(b) is a quasi-2-D face-on radiograph of 
the vanadium. The relative modulation depth of the structures 
is ~15% (corresponding to vanadium thickness modulation of 
!0.5 nm), considerably higher than the modulation depth of 
the expected EXAFS (<5%), making the reliable measurement 
of EXAFS impossible. It should be noted that the EXAFS 
modulations [appearing as vertical lines in records like that in 
Fig. 111.35(b)] are due to modulations in the absorption as func-
tions of photon energy, whereas the 2-D structure modulations 
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(a) High pressure achieved with high laser irradiance: VISAR-measured 
back-surface velocity and derived pressure for an irradiance of 25 TW/cm2 
(400-nm-vacuum-gap target, without a heat shield). (b) EXAFS record for a 
target shot at this irradiance showing nonuniformities believed to be due to 
the instability of the rarefaction wave following the unloading of the laser-
launched shock at the rear surface of the reservoir. (The EXAFS record is 
effectively a 2-D radiograph of the target, and the intensity modulations are 
due to modulations in the thickness of the vanadium layer.)

in Fig. 111.35(b) must be due to modulations in the thickness 
of the vanadium layer. Similar behavior was seen for targets 
with or without a heat shield. A possible explanation for this 
observed modulation is related to the instability occurring 
when the laser-launched shock arrives at the back surface of the 
reservoir, leading to a rarefaction wave moving in the opposite 
direction.20 Modulations in the density of the expanding reser-
voir material grow linearly with time, at a rate proportional to 



EXAFS Measurements of Quasi-Isentropically Compressed Vanadium Targets on the OMEGA Laser

LLE Review, Volume 111 173

the shock speed and the perturbation wave number (see Fig. 5 
in Ref. 20). These modulations result in modulations in the 
strength of impact on the target and, therefore, to modulations 
in the latter’s compression. The instability appears for targets 
with or without a heat shield. The only common characteristic 
of the unstable cases is the high laser irradiance. This can be 
explained by the higher shock speed at higher laser intensi-
ties, leading to a higher growth rate. It is noteworthy that 
these nonuniformities do not seem to affect the VISAR signal 
[Fig. 111.35(a)]. The remainder of this article shows only results 
at irradiances lower than 20 TW/cm2, where the nonuniformi-
ties discussed here were not observed.

3.	 The Heat Shield
Simulations described below show that without a heat shield, 

the front surface of the sample heats up substantially (>104 K 
for 17 TW/cm2) and the heat flow into the sample creates a tem-
perature gradient. The inclusion of a heat shield greatly reduces 
this heating and creates a quasi-uniform temperature profile 
of the order of 102 K. This heating has a dramatic effect on 
the EXAFS spectra, as seen when comparing EXAFS results 
for the two cases of targets with and without a heat shield. 
As explained above, EXAFS is sensitive to the temperature 
because of the Debye–Waller term in Eq. (1). The back-surface 
velocity (both measured and simulated) is affected very little 
by this heating. This is related to the fact that the pressure in 
the sample is determined mainly by the reservoir plasma at 
stagnation and the effect of target preheat is mainly to lower 
the density; in the relevant part of parameter space a very large 
increase in temperature at a constant pressure causes only a 
small decrease in density. Therefore, to achieve maximum 
compression and uniform, low temperature in laser ICE experi-
ments, it is necessary to use targets with a heat shield. 

The effect of the heat shield on the target behavior was 
studied with 1-D runs of the LASNEX code. Figure 111.36(a) 
shows the evolution of pressure on the front surface of the 
vanadium sample, with and without a heat shield, for other-
wise identical conditions. Dashed curves refer to targets with 
a heat shield; solid curves refer to targets without a heat shield. 
In Fig. 111.36(b), the curves that rise later correspond to the 
400-nm vacuum gaps. The smaller vacuum gap yields a higher 
pressure. The introduction of a heat shield creates a weak 
shock, as evidenced by the sharp initial rise in pressure. Some 
reverberation is due to shock reflections, but when the pressure 
increases further, its behavior is almost the same as when the 
heat shield is absent. The predicted effect of the heat shield on 
the rear-surface velocity is seen in the experiment (Fig. 111.33 
compared with Fig. 111.37 below). Figure 111.36(b) shows the 
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Figure 111.36
LASNEX simulation for targets of two different vacuum gaps, with and 
without a heat shield: (a) the evolution of pressure on the front surface of the 
vanadium sample, and (b) the evolution of temperature in the middle of the 
vanadium sample. Dashed curves: with a heat shield; solid curves: without 
a heat shield. The heat shield is seen to effectively block the heating from 
reaching the sample. It has a much greater effect on the temperature than on 
the pressure. The results in (a) are borne out by the VISAR results and those 
in (b) by the EXAFS results.

evolution of temperature in the middle of the vanadium sample 
with and without a heat shield. The heat shield effectively 
eliminates the heat flow from the front surface. More simula-
tion examples, as will be shown in Figs. 111.42 and 111.43, can 
be summarized as follows (for 17 TW/cm2 at times $35 ns): 
(a) With a heat shield the temperature is quasi-uniform and low 
(~102 K) and the compression is 15%. (b) Without a heat shield 
the temperature falls sharply from a very high surface value 
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Fitting spectra calculated by the FEFF code to the measured EXAFS for the 
case where the drive beams were not shot. The temperature of the best-fit spec-
trum corresponds to an increase above room temperature of DT ~ 200 K. This 
heating is due to radiation from the imploding spherical target. The density of 
the best-fit spectrum corresponds to the normal density of vanadium.

(>104 K) and toward the back surface approaches ~500 K. The 
compression, ~8%, is much smaller than with a heat shield. 
These simulation results are borne out by the EXAFS measure-
ments (as will be shown in Fig. 111.43). 

Figure 111.37 shows the VISAR-measured rear-surface 
velocity of an ICE target of 300-nm vacuum gap, with a heat 
shield, irradiated at 20 TW/cm2. In close agreement with 
Fig. 111.36, the heat shield introduces a sharp initial rise in 
the velocity due to a shock, but later the velocity approaches 
a curve characteristic of a shockless compression. Thus, the 
employment of a heat shield results in a significant improve-
ment in target performance, with only a small perturbation. 
The thickness of the heat shield (8 nm) was chosen to be suf-
ficiently large to protect the sample from heating but not large 
enough to cause steepening of the compression wave into a 
strong shock. With Be, where both the density and the sound 
speed are higher than for CH, a thicker heat shield could be 
used without causing such steepening. 
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VISAR-measured rear-surface velocity of an ICE target of 300-nm vacuum 
gap, with a heat shield, irradiated at 20 TW/cm2. In close agreement with 
Fig. 111.36, the heat shield introduces a sharp initial rise in the velocity due 
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4.	 Measurements of Preheat
To measure the temperature rise due to backlighter radia-

tion, the EXAFS spectrum is obtained when irradiating the 
backlighter but without firing the drive beams. The temperature 
rise deduced from the EXAFS spectrum is then solely due to 
the backlighter radiation. The temperature is deduced from a 

fit of the EXAFS spectrum calculated by the FEFF code to 
the experimental spectrum. As explained in the Introduction 
(p. 167), the parameters R (nearest-neighbor distance) and 
v (mean atomic vibration amplitude) in the FEFF code are 
varied to yield the best fit. The resulting values of R and v yield 
the temperature and compression. A typical result is shown in 
Fig. 111.38. Here the best fit of the FEFF code corresponds 
to a compression of 1 (i.e., the normal density of vanadium, 
6.11 g/cm3) and a temperature rise from room temperature of 
DT ~ 200 K. The precision of temperature determination8 is 
10% to 15%.

To measure the preheat by radiation from the laser-deposi-
tion region, the target is probed at ~20 ns after firing the driv-
ing beams, i.e., before the impact of the expanding reservoir 
on the vanadium sample. The FEFF fit shown in Fig. 111.39 
yields a temperature of 630 K (and normal density). Of this, a 
rise of ~200 K is shown in Fig. 111.38 to be due to the back-
lighter radiation. Thus, the temperature rise due to radiation 
from the laser-deposition region is ~130 K. The correspond-
ing calculated preheat can be read off Fig. 111.36(b) at times 
<30 ns (preheat due to the backlighter is not included in the 
simulations). The result is ~90 K; the discrepancy could be 
due to shot irreproducibility (since two target experiments are 
required to make this determination). It should be noted that 
heating due to radiation from the laser-deposition region in the 
case of shock compression8,9 is negligible because in that case 
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Measured spectra for undriven and driven ICE vanadium targets (before 
extracting the | function). Comparison of the EXAFS modulations above the 
vanadium K edge for the two spectra clearly shows the effect of compression, 
namely, the lengthening of the modulation period, and the effect of heating, 
namely, the faster damping with increasing photon energy.

the laser intensity required for achieving the same pressure is 
about ten times smaller than in the case of ICE. Nevertheless, 
the heating due to compression alone is considerably lower in 
the case of ICE.

5.	 EXAFS Measurement of Compression and Temperature
EXAFS measurements of the vanadium were made around 

peak compression. Figure 111.40 shows the raw measured 
spectra for undriven and driven ICE vanadium targets [(before 
extracting the |(k) function]. In the undriven case only the 
backlighter target was irradiated; the driven case refers to a 
target with a heat shield, a 300-nm vacuum gap, irradiated at 
17 TW/cm2. Comparison of the EXAFS modulations above 
the vanadium K edge for the two spectra clearly shows the 
effect of compression: (a) a higher density, as evidenced by the 
lengthening of the EXAFS modulation period, and (b) heating, 
as evidenced by the faster damping of the oscillations with 
increasing photon energy. The driven spectrum of Fig. 111.40 
was analyzed with the FEFF EXAFS code. The best fit, shown 
in Fig. 111.41, yields the conditions within the vanadium at the 
time 39 ns (with respect to firing the drive-laser beams). The 
best fit corresponds to a compression of 15% (i.e., a density of 
7 g/cm3) and a temperature of 720 K. 

As explained in the Introduction (p. 167), the FEFF fit 
yields the parameters R and v2; R (the nearest-neighbor dis-
tance) yields the density, whereas the temperature is derived 
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Figure 111.43
LASNEX-simulated temperature (a) and density (b) profiles for a 400-nm-
vacuum-gap target without a heat shield, at 37 ns. Heating from the plasma 
impact is seen to be severe, resulting in a lower density (or compression). The 
profiles are used to calculate the expected EXAFS spectrum [Fig. 111.44(a)] 
by averaging over the spatially resolved EXAFS spectra.

from v2 and the density. The corresponding LASNEX simula-
tion of the vanadium density for a 300-nm-vacuum-gap target, 
with heat shield, at 39 ns is shown in Fig. 111.42, showing a 
uniform profile. The time 39 ns [which is slightly past peak 
compression, see Fig. 111.36(a)] was chosen because then the 
compression profile becomes uniform. The measured compres-
sion value is in excellent agreement with LASNEX. As seen 
above, of the total temperature rise from room temperature, 
DT ~ 200 K is the increase due to radiation from the back-
lighter and DT ~ 130 K is the increase due to radiation from 
the laser-absorption region. Thus, only ~90 K is the increase 
due to compression. This result can be compared with the 
EXAFS measurement of shock compression of vanadium,8 
where the same compression was accompanied by a tempera-
ture rise of DT = 770 K. Thus, laser-driven ICE can achieve 
a similar compression at a lower temperature than in shock 
compression. At higher drive pressures this advantage of ICE 
will increase because although preheat by radiation from the 
laser-absorption region will be higher, the main preheat (due 
to the backlighter) need not increase.
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LASNEX simulation of the vanadium (V) density for a target with a heat shield, 
300-nm vacuum gap, at 39 ns. By the time the pressure starts to fall the density 
becomes uniform. The density (~7 g/cm3) corresponds to a compression of 
1.15, in very good agreement with the measured value (Fig. 111.41).

We turn now to the case of an ICE target without a heat 
shield. As discussed above, the severe heating of the vanadium 
front surface creates a strong temperature gradient that makes 
the EXAFS analysis more complicated and less reliable. The 
value of such target shots is mostly in demonstrating that with-
out a heat shield such severe heating indeed takes place. Fig-

ure 111.43 shows the relevant LASNEX-simulated temperature 
and density profiles for a 400-nm-vacuum-gap target without 
a heat shield, at 37 ns. Heating from the plasma impact is seen 
to be severe. The density profile shows, as explained above, 
a lower density than in the case of a target with a heat shield 
(Fig. 111.42): ~6.5 g/cm3 (compression of 8%) as compared 
with ~7 g/cm3 (compression of 15%). We use these profiles to 
calculate the expected EXAFS spectra, shown in Fig. 111.44(a). 
For various depths within the vanadium, EXAFS spectra 
are calculated by the FEFF code, using the local density and 
temperature values given by LASNEX. Three examples of 
such spectra are shown, as well as the spatial average. The 
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Figure 111.44
EXAFS analysis for the nonuniform case of an ICE target without a heat shield. (a) For various depths within the vanadium, EXAFS spectra are calculated 
by the FEFF code, for the density and temperature values given by LASNEX (Fig. 111.43). Three examples of such spectra are shown, as well as the spatial 
average. (b) Comparison of the average spectrum from (a), with slight adjustments, and the corresponding experimental spectrum. The low amplitude of the 
spectrum in Fig. 111.44(b) as compared with that in Fig. 111.41 is evidence for significant sample heating when a heat shield is not used.

regions of higher temperatures contribute very little to the 
average. Effectively, the average is over the region where the 
temperature is less than ~1000 K. The main effect of the high 
temperature is to lower the amplitude of the average spectrum. 
This is because the secular absorption n0(k), appearing in the 
denominator of |(k), is independent of temperature and thus 
corresponds to absorption throughout the vanadium thickness. 
Since the amplitude of the average spectrum in Fig. 111.44(a) 
is smaller than that in Fig. 111.41 (the case with a heat shield) 
by a factor of ~2.5, the front ~60% of the vanadium thickness 
has temperatures much higher than ~1000 K; this agrees with 
the computed temperature profile in Fig. 111.43(a). Thus, the 
impact heating and its suppression by the heat shield is dem-
onstrated. Figure 111.44(b) shows a comparison of the average 
spectrum from (a) and the corresponding experimental spec-
trum. Unlike in Figs. 111.38, 111.39, and 111.41 where FEFF 
profiles were adjusted to fit the data, here the FEFF profiles 
are fixed by the LASNEX-calculated parameters. 

However, some adjustment had to be made in the frequency 
of the calculated EXAFS (adding 4% compression) to fit the 
data, but, even so, the fit is poor. This is due to the difficulty in 
correctly simulating EXAFS in a steep temperature gradient. 
Nevertheless, the main goal of such target shots was realized: 
the low amplitude of the spectrum in Fig. 111.44(b) as com-

pared with that in Fig. 111.41 is clear evidence of significant 
sample heating when a heat shield is not used.

Conclusions
In summary, EXAFS measurements in isentropic com-

pression experiments show details not accessible by VISAR 
measurements. In particular, the sample temperature has been 
measured. To determine the temperature rise due to the com-
pression, the preheat was determined separately and subtracted 
out. This preheat is due to three sources: radiation from the 
laser-deposition region, radiation from the backlighter, and heat 
conduction from the front surface of the target. In the present 
experiment the preheat was higher than the heating due to the 
compression. In future experiments at higher compressions, 
however, the reverse may be true. The experiments showed 
that when a heat shield is not present, significant heating occurs 
within a few microns of the surface. The shock generated by 
the heat shield has only a small effect on the main compression 
wave; a heat shield made of a material of high sound speed 
(such as diamond) may greatly reduce this shock. The experi-
ments also showed that a nonuniform compression occurs at 
irradiances higher than ~20 TW/cm2 (or pressures higher than 
~0.6 Mbar); the more-uniform irradiation of a hohlraum excited 
by the laser beams may reduce this effect.
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Introduction
Ignition of thermonuclear fuel (DT mixture) requires a fuel 
areal density L0.3 g/cm2 and a hot-spot temperature L10 keV 
(Refs. 1 and 2). Such conditions are predicted to be achieved in 
direct-drive inertial confinement fusion (ICF) designs, in which 
a cryogenic spherical DT-ice-shell target is imploded using 
direct illumination by intense laser beams.3–7 High energy 
gain in direct-drive ICF designs is achieved by optimizing the 
laser pulse shape and target dimensions.1,8,9

Physical understanding of laser–plasma coupling is required 
for accurate numerical modeling of high-gain, direct-drive ICF 
designs. These designs are based on precise timing of laser-
driven shocks, which determine the target adiabat (defined as a 
ratio of the fuel pressure to the Fermi-degenerate pressure).10,11 
The shock strength depends crucially on mechanisms of laser 
light absorption. A theoretical and experimental investigation 
of laser absorption, focusing on the effect of resonance absorp-
tion for typical conditions in the direct-drive experiments on 
the OMEGA Laser System,12 is the subject of this article. 

Resonance absorption of electromagnetic waves in an 
unmagnetized, inhomogeneous plasma has been of consider-
able interest for a long time.13–25 In this process, a p-polarized 
electromagnetic wave, i.e., a wave that has a nonzero electric 
field component along the electron-density gradient dn0, 
propagates from low to high densities and approaches the 
critical surface with an electron density n0 = ncr, where the 
laser frequency ~ matches the local electron plasma frequency 

.n e m4 e0
2

pe~ r=  Here, e and me are the electron charge and 
mass, respectively. During this propagation, the wave is par-
tially reflected from the turning point, defined by the condition 
~pe = ~ • cosi, where i is the angle between the vacuum wave 
vector k and the density gradient, and the small part of the wave 
energy tunnels to the critical density and excites the resonance 
plasma oscillations. These oscillations can be damped by vari-
ous mechanisms, including electron–ion collisional damping 
and excitation of Langmuir waves. A one-dimensional model 
of resonance absorption in linear density profiles has been the 
subject of numerous analytical and numerical investigations. 

The Effect of Resonance Absorption in OMEGA Direct-Drive 
Designs and Experiments

Forslund et al.19 solved numerically the wave equation for the 
electric field E and found the absorption fraction of electro-
magnetic waves as a function of ,sinq kL /2 3 2/ i] g  where L 
is the density scale length. This result was confirmed later by 
the simulations of Pert21 and Means et al.,22 who employed 
different methods. All of these numerical results agree well 
with analytic results obtained by Omel’chenko and Stepanov,16 
Speziale and Catto,20 and Tang17 for limited ranges of q. An 
analytic expression for the absorption fraction in the whole 
range of q was obtained by Hinkel–Lipsker et al.23 in the 
limit of small thermal and collisional effects. Later, the same 
authors24 found analytic solutions of the problem in the case of 
parabolic density profiles. In our current numerical study, we 
do not restrict ourselves by linear or parabolic density profiles 
using density profiles obtained in hydrodynamic simulations. 
A recent study by Xu et al.25 concentrated on modifications 
in resonance absorption caused by the relativistic effect and 
pondermotive force.

Direct-drive experiments conducted on OMEGA are rou-
tinely simulated using the 1-D hydrodynamic code LILAC.26 
The standard laser-absorption algorithm in LILAC is the 
ray-trace algorithm with ion–electron collisional absorption 
(inverse bremsstrahlung). An optional semi-analytic model of 
resonance absorption27 can be used in conjunction with the ray-
trace algorithm. An advantage of this semi-analytic model is its 
simplicity, whereas a disadvantage is its insufficient accuracy: it 
typically overestimates the resonance absorption by a factor of 
~2 (Ref. 27). In this study, to more accurately investigate reso-
nance absorption, the ray-trace algorithm of laser absorption in 
LILAC is replaced by a new algorithm based on the numerical 
solution of a wave equation in planar geometry.

This article addresses the following issues: (1) The wave 
equation describing the steady-state structure of electromag-
netic and Langmuir wave components in inhomogeneous 
plasma is presented, and the numerical method in the planar 
geometry is described. (2) The results of numerical simulations 
of the resonance absorption in OMEGA plasmas are presented 
in the case of both planar and spherical geometries. (3) The 
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results of planar reflection light experiments on OMEGA are 
presented and compared with simulations, and a design of 
planar shock-timing experiments is considered. (4) The main 
results are discussed and summarized in the final section.

Resonance Absorption in the Fluid Approximation 
We consider an electromagnetic wave of frequency ~ propa-

gated in vacuum, which obliquely irradiates a slab of warm, 
unmagnetized plasma. Properties of the slab are assumed to 
vary with a characteristic scale length >>c/~. Neglecting ion 
and low-frequency electron motions, one can describe a high-
frequency electron motion caused by the electromagnetic wave 
using the linearized momentum equation
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2
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where ue is the velocity and Pe is the pressure of electrons, E is 
the electric field, and o is the damping rate. Assuming a poly-
tropic equation of state (e.g., Ref. 28), Pe ? n3, where n is the 
electron density, and a time variation of all perturbed quantities 
?e–i~t, and combining Eq. (1) with the Poisson equation d • E 
= –4ren, we derive the expression for the current density 
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where T mve e e
2 =  is the electron thermal velocity square 

and Te is the electron temperature. In Eq. (2), two different 
damping rates oem and ow have been introduced instead of 
the single damping rate o in Eq. (1) (see Ref. 19). The rate oem 
corresponds to the electromagnetic and ow to the Langmuir 
wave components represented by the first and second terms on 
the right-hand side of Eq. (2), respectively. The electric field 
E obeys Maxwell’s equations, which can be reduced to the 
steady-state wave equation
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where j is defined by Eq. (2). Solving Eq. (3) with respect to E, 
one can calculate the laser-absorption rate Q = j • E. With the 
help of Eq. (2), Q can be expressed in the following form:
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This form allows one to distinguish the different contributions 
to laser absorption: the electromagnetic Qem and Langmuir 
wave Qw components. The damping rate oem is determined by 
the collisional damping, oem = oei (Ref. 2). The damping rate 
ow, in addition to collisional damping, must include damping 
due to kinetic effects, which describe dissipation of Langmuir 
waves at kmD L 1, where k is the wave number and mD is the 
Debye length. This gives ow = oei + oL, where
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is the Landau damping rate.29

We consider planar geometry and introduce the cartesian 
coordinates (x, y, z) with the z axis perpendicular to the plane 
of the plasma slab. The slab is uniform in the x and y directions 
and nonuniform in the z direction. The vacuum wave vector 
k of the incident plane electromagnetic wave is located in the 
y–z plane and inclined at an angle i with the z axis. In these 
coordinates, the s-polarized electromagnetic wave is described 
by a solution Ex of the x component of Eq. (3). This solution is 
completely independent of a solution for the p-polarized wave 
described by Ey and Ez, which obey the coupled y and z com-
ponents of Eq. (3). Assuming an independence of the field of 
the x coordinate and periodic dependence on the y coordinate, 

,e yik y
?  where ky = (~/c) sini, the corresponding components 
of Eq. (3) can be reduced to second-order ordinary differential 
equations in the following form: for the s-polarized wave,
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and for the p-polarized wave,
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where we use the notations 
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These differential equations are solved using the standard 
finite-difference numerical technique, which requires the solu-
tion of linear matrix equations. The matrix equations have a 
band diagonal form and can be efficiently solved by the LU 
decomposition method.30 We assume vacuum boundary condi-
tions for the incident and reflected electromagnetic waves at the 
outer edge of the plasma corona. For example, these conditions 
for the s-polarized wave are derived by using a vacuum solution 
in the form zz ,E Ae Bex

ik z ik z= + -  where kz = (~/c) cosi, and 
the complex coefficients A and B to be determined matching 
this solution and its first derivative with the corresponding 
numerical solution at the outer edge. Similarly, other solutions 
of the electric field, Ey and Ez, are considered in the case of 
the p-polarized wave. Knowing the field components, one can 
calculate the laser-absorption rate using Eq. (4) as the energy 
source in a 1-D hydrodynamic code.

Resonance Absorption in Typical OMEGA Plasmas
The 60-beam, 30-kJ OMEGA Laser System12 is used to 

study the physics of implosions by conducting spherical and 
planar experiments with millimeter-scale targets. OMEGA 
operates at a laser wavelength of m = 351 nm and peak intensi-
ties varying from 1014 to 1015 W/cm2 with a typical pulse rise 
time ~100 ps and a pulse duration ~1 to 3 ns. The pulse can be 
shaped to optimize target performance.10,11

In this section we investigate numerically the effects of 
resonance absorption for plasma conditions relevant to direct-
drive OMEGA experiments. Currently, plastic (CH) material 
is used as an ablator in most applications;7 therefore, we 
concentrate our analysis on CH plasma. All numerical results 
reported hereafter are obtained by employing the flux-limited 
Spitzer–Härm thermal-conduction model.26,31 If not explicitly 
mentioned, simulations assume a flux-limiter value flim = 0.06, 
and all of our numerical results include the Langdon effect.32 
Note that other more-sophisticated thermal-conduction models 
can be used, including the models based on the solution of 
the Fokker–Planck equation33 and different nonlocal electron 
transport treatments34,35 We found, however, that the effect 

of resonance absorption is not very sensitive to the particular 
choice of the thermal-conduction model. 

The method of laser-absorption simulation described in the 
previous section was developed in planar geometry, where the 
incident light can be properly separated on the s- and p-polar-
ized components. In spherical geometry, such a separation 
is not possible and the exact solution of the problem is more 
complicated. Instead of exactly solving the problem in spherical 
geometry, an approximate approach can be used to estimate 
laser absorption with the resonance effect. In the following two 
subsections we consider first the case of planar geometry, in 
which the effect of resonance absorption is calculated using the 
exact method; we then consider the case of spherical geometry, 
applying the planar-geometry approximation.

1.	 Planar Geometry
Figure 111.45 shows an example of a simulated electric 

field in a plasma developed during irradiation of a thick CH 
foil by a single p-polarized OMEGA laser beam with an angle 
of incidence i = 23.2°. This angle is typically used in planar 
OMEGA experiments and close to the angle at which reso-
nance absorption is most effective (see the definition of this 
angle below). The drive laser pulse [Fig. 111.45(a)] is taken 
from the actual experiment and has a square shape with about 
1-ns duration, an average intensity I . 5 # 1014 W/cm2, and 
an initial rise time .100 ps. The intensity modulation seen 
in Fig. 111.45(a) is due to the effect of smoothing by spectral 
dispersion.36 The solutions shown in Fig. 111.45(b) correspond 
to the time when the pulse intensity reaches the average value 
at t = t0. The distribution of electron density n0 [shown by the 
thick line in Fig. 111.45(b)] is obtained using a LILAC simula-
tion. The incident laser light propagates from right to left. The 
electron temperature Te . 1 keV at the critical surface, which 
is defined by the condition

	 9 10 .n n
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c m 	 (9)

The value of Te varies insignificantly on the spatial interval 
displayed in Fig. 111.45(b). The solution shown by the thin 
solid line is obtained including all terms in Eq. (1). This 
solution shows some increase in the electric field near the 
critical surface and, at the same time, shows a resonant 
excitation of Langmuir waves. These waves can be clearly 
seen in Fig. 111.45(b) as the short-wavelength structures at 
z . 64 nm, whereas the long-wavelength structures at z > 
64 nm correspond to electromagnetic waves. The Langmuir 
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Figure 111.45
Example distribution of the electric field in a CH plasma near the critical surface, n0 = ncr. (a) The drive laser pulse irradiated a thick planar CH target at i = 
23.2°; the vertical arrow shows time t0 and laser intensity for solutions presented in plot (b). (b) Distributions of the electron density n0 and squared amplitude 
of the electric field .E E Ey z

2 2 2= +  Laser light with p-polarization propagates from right to left. The distribution of n0 (thick solid line) is obtained using a 1-D 
LILAC simulation. The electron temperature near the critical surface is .1 keV. The thin solid and short-dashed lines show the distribution of E2 obtained 
with and without the pressure term in Eq. (1), respectively. The two horizontal dashed lines represent the estimates of the wave-breaking and thermal pressure 
limits for E2.

waves propagate from the critical surface to the right, toward 
the lower electron density, and decay due to Landau damping 
at n0 K 0.6 ncr (the “wave-decay” region). Landau damping 
results in a conversion of the energy stored in Langmuir 
waves into hot electrons with Th . 5 keV, where the latter 
temperature is estimated using the phase velocity of Lang-
muir waves in the wave-decay region. Heating of the plasma 
[see Eq. (4)] occurs due to both collisional and Landau damp-
ing and is localized mainly between the critical surface and 
the wave-decay region. A typical electron temperature in the 
hot corona is about 1 to 2 keV, which is 2 to 5 times lower 
than our estimate of Th. This could result in a deviation of the 
electron distribution function from Maxwellian and nonlocal 
effects in the energy deposition. In our simulations, however, 
we neglect such nonlocal effects and assume only the local 
energy deposition into thermal electrons. For comparison, 
the solution without excitation of Langmuir waves is shown 
by the short-dashed line in Fig. 111.45(b). This solution, 
obtained using Eq. (1) without the pressure term (the cold 
plasma limit), has a distinctive resonance peak in the electric 
field at the critical surface. Note that the resonant field in 
the latter case exceeds the limits for the field corresponding 
to the electron pressure Pe and wave-breaking threshold37 
[represented by the lower and upper horizontal dashed lines 
in Fig. 111.45(b), respectively].

Two important conclusions regarding plasma conditions in 
direct-drive OMEGA experiments result from the considered 
example: First, the resonant electric field in a typical OMEGA 
plasma is significantly below the wave-breaking limit. Sec-
ond, the electromagnetic pressure corresponding to this field 
is typically below the electron pressure, which means that 
the pondermotive force is weak and can be neglected. These 
conclusions justify the omission of the nonlinear convection 
term (ued)ue in Eq. (1).

Next, we study the time evolution of the resonance absorp-
tion and its dependence on laser intensity and incident angle. 
The resonance absorption in a simulation can be quantified 
by comparing the absorption rates for s- and p-polarized laser 
beams (Qs and Qp, respectively) since Qp includes the effect of 
resonance absorption and Qs does not. Figure 111.46 compares 
these absorption rates and also presents ,Qw

p  which is the con-
tribution to the absorption rate due to the resonant excitation 
of Langmuir waves [see Eq. (4)], calculated for the case of 
thick (>200 nm) CH foils irradiated by a 1-ns square pulse at 
i = 23.2°. Three different average beam intensities have been 
considered: 1014, 5 # 1014, and 1015 W/cm2. Figure 111.46(a) 
shows the laser pulse shape and absorption rates Qs for these 
three cases. Figure 111.46(b) shows the relative difference 
Q Q Qp s s-` j  (solid lines), which characterizes the contribu-
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Figure 111.46
Simulated evolution of the laser-absorption rate for single, s- and p-polarized, 
1-ns OMEGA laser beams irradiating a thick planar CH target at i = 23.2°. 
Three different average laser intensities are considered: 1014, 5 # 1014, and 
1015 W/cm2, which are indicated by the corresponding values of the scaling 
factor F = 1, 5, and 10, respectively. (a) Drive-laser pulse (long-dashed line) 
and absorption rates Qs (solid lines) for the s-polarized beams. These rates 
do not include the effect of resonance absorption. (b) The relative differences 
between the absorption rates for p- and s-polarized beams Q Q Qp s s-` j  (solid 
lines), which demonstrate the effect of resonance absorption in the p-polarized 
beams, and the relative absorption rates Q Qw

p s due to the resonant excita-
tion of Langmuir waves (dashed lines). (c) Evolution of q / (kL)2/3 sin2i and 
the density scale length L at the critical surface. The resonance absorption is 
important as soon as 0.1 < q < 2 (Ref. 19). 
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tion of resonance absorption to the total laser absorption, and 
the ratio Q Qw

p s (dashed lines). The results show that the effect 
of resonance absorption is important only in the initial 200- to 
300-ps period of the laser pulse. This time dependence can 
be explained by the inverse dependence of resonance absorp-
tion on the density scale length L near the critical surface. 
Figure 111.46(c) shows the evolution of L and the dimensionless 
quantity q / (kL)2/3 sin2i, where k is the vacuum wave number 
of laser light. The resonance absorption can be efficient if 0.1 
K q K 2 (Ref. 19). The density scale length is relatively short, 
L . 1 to 2 nm (so q < 2), during the rise of laser power. At a 
later time, at maximum laser power, the length becomes long 
enough, L > 5 nm (q > 2), to quench the resonance absorption. 
Another effect seen in Fig. 111.46(b) is that the resonance 
absorption, including absorption via Langmuir waves, is more 
significant for higher laser intensities. In particular, the reso-
nance mechanism dominates over inverse bremsstrahlung at 
the beginning of the laser pulse for pulses with peak intensity 
L5 # 1014 W/cm2. The dependence of resonance absorption on 
the intensity can be attributed to increased temperature near the 
critical surface in the case of higher laser intensities.19

The angular dependence of resonance absorption is dem-
onstrated in Fig. 111.47, where the results of simulations are 
shown for a 100-ps laser pulse. For such a short pulse, the 
contribution of resonance absorption to the total absorption 
is more prominent and can be more easily measured experi-
mentally (see Fig. 111.46). A laser pulse with a peak inten-
sity of 5 # 1014 W/cm2 is shown by the long-dashed line in 
Fig. 111.47(a). In the same figure, example absorption rates in 
the case of p- and s-polarized laser beams (thick and thin lines, 
respectively) and resonant excitation of Langmuir waves in the 
p-polarized beam (short-dashed line) are shown for i = 17°. 
Figure 111.47(b) plots the angular dependence of absorption 
fractions in the case of p- and s-polarized beams and resonant 
excitation of Langmuir waves, using the same notations as in 
Fig. 111.47(a). Here, the absorption fraction is defined as the 
ratio of the corresponding time-integrated absorption rate per 
unit surface to the time-integrated laser intensity on target. 
The difference between the absorption fractions for p- and 
s-polarized beams illustrates the relative effect of resonance 
absorption. This effect peaks at i . 17° and corresponds to 
about a 30% increase in total absorption in comparison with 
the case of s-polarized beams. The energy absorbed due to the 
resonant excitation of Langmuir waves also peaks at i . 17°, 
where the contribution of this energy to the total absorption 
energy is about 50%.
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Figure 111.47
Simulated absorption rate and angular dependence of absorption fraction for single, s- or p-polarized, 100-ps OMEGA laser beams irradiating a thick planar 
CH target. (a) Drive-laser pulse with a peak intensity of 5 # 1014 W/cm2 (long-dashed line); the absorption rate for the p- and s-polarized beams (thick and thin 
solid lines, respectively), and the absorption rate due to the resonant excitation of Langmuir waves (short-dashed line). All of these rates are calculated assuming 
i = 17°. (b) Time-integrated absorption fractions as functions of i in the same cases considered in (a). The effect of resonance absorption is represented by the 
difference in absorption rates and absorption fractions for the p- and s-polarized beams. This effect produces the maximum absorption fraction at i . 17°.

2.	 Spherical Geometry
In this section, we use an approximate approach to estimate 

the laser absorption, including the resonance effect, in spherical 
implosions. We apply the planar method to a small surface ele-
ment of a spherical target. Such an element is irradiated by the 
laser light distributed over a range of incident angles i from 0° 
to 90°. The total absorption rate for a target can be estimated 
by integrating the absorption rates for a given surface element 
over i from all angles in the hemisphere that cover the surface 
element and integrating the result over the entire target surface. 
This approach can be justified if the thickness of the absorption 
region is much smaller than the target radius. Such a condition 
typically occurs during the first few hundred picoseconds in 
direct-drive OMEGA implosions.

The intensity profile I(r) across an individual OMEGA 
laser beam can be approximated by the super-Gaussian38 
( ) ,I r I e r r

0 0= - n_ i  where I0 is the center beam intensity, r is the 
distance from the beam’s central axis, r0 is the beam radius, 
and n is the super-Gaussian index. Assuming spherically sym-
metric illumination of a target of radius R, it is straightforward 
to obtain the angular-dependent laser intensity at each point of 
the target surface, .I I e sin R r

0 0i = - $i n
] ^g h  Then, the intensity 

on target is

	 .cos sinI di i i2I
2

r i=
r

0
] g# 	 (10)

The angular distribution I(i) is used in the modified planar 
method in LILAC to numerically estimate the laser-absorp-
tion rate Q in spherical implosions. To account for a mixed 
polarization of laser light from many randomly polarized 
OMEGA laser beams (up to 13 beams can irradiate a given 
small surface element), the method assumes an equal mixture 
of s- and p-polarized lights. The corresponding absorption 
rate is denoted as Qs,p. The absorption rate calculated using 
only the s-polarized light, Qs, does not include the effect of 
resonance absorption and is used for comparison. Note that, 
with respect to the assumed laser-absorption mechanisms, Qs 
is similar to the absorption rate calculated using the spherical 
ray-trace method.26

Figure 111.48 shows an example of simulated laser-absorp-
tion rates in the spherical implosion of a CH target driven by 
a 12.4-kJ, 1-ns square OMEGA laser pulse. In this example, 
the target radius R = 430 nm, and the beam parameters r0 = 
352 nm and n = 4.12. The drive-laser pulse (long-dashed line) 
and calculated evolution of the absorption rates Qs (solid lines) 
and Qs,p (short-dashed lines) for two values of the flux limiter 
flim = 0.06 and 0.1 are shown in Fig. 111.48(a). The reduced 
values of Qs and Qs,p for smaller flim can be explained by an 
increased coronal temperature and, as a result, the less-efficient 
inverse bremsstrahlung absorption. Figure 111.48(b) shows the 
evolution of the relative difference Q Q Q,s p s s-` j  (solid lines), 
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Simulated laser-absorption rates for two values of the flux limiter flim in the spherical implosion of a CH target driven by a 12.4-kJ, 1-ns OMEGA laser pulse. 
The approximate method to simulate the laser absorption in spherical implosions is discussed in the text. (a) Drive-laser pulse (long-dashed line) and absorption 
rates Qs (solid lines) and Qs,p (short-dashed lines), for the s-polarized and mix-polarized (s and p) lights, respectively. The rate Qs does not include the effect 
of resonant absorption, but Qs,p does. (b) The relative difference of absorption rates Q Q Q,s p s s-` j  (solid lines) and the relative absorption rates Q Q,

w
s p s due 

to the resonant excitation of Langmuir waves (dashed lines).

which represents the relative effect of resonance absorption, 
and the ratio Q Q,

w
s p s (dashed lines), where Q ,

w
s p represents a 

part of Qs,p due to the resonant excitation of Langmuir waves. 
Similar to the planar case (see Fig. 111.46), resonance absorp-
tion in spherical targets has a maximum effect at the beginning 
of the laser pulse, during the first 200 to 400 ps. Also, the reso-
nantly excited Langmuir waves give a noticeable contribution 
to the total absorption only at the beginning of the laser pulse. 
The resonance absorption is reduced with an increase in flim. 
This reduction can be explained by an increase in the density 
scale length near the critical surface with an increase in flim. 
Based on the numerical results presented in Fig. 111.48(a), 
the effect of resonance absorption can be modeled with the 
standard laser ray-trace absorption method26 by adjusting the 
flux limiter to a higher value (e.g., from the typical flim = 0.06 
to 0.08) during the first ~200 ps of the pulse.

The dependence of resonance absorption on laser intensity 
in spherical implosions is demonstrated in Fig. 111.49 in the 
case of a 100-ps laser pulse. The pulse shape with a peak 
intensity of 5 # 1014 W/cm2 (long-dashed line) and calculated 
absorption rates Qs,p, Qs, and Q ,

w
s p (thick solid, thin solid, and 

short-dashed lines, respectively) are shown in Fig. 111.49(a). 
The total absorption fractions calculated using these rates, 
integrated over the pulse duration, are shown in Fig. 111.49(b) 
[using the same notations as in Fig. 111.49(a)] as functions of 
the peak laser intensity. Note that the relative effect of resonant 

absorption has a weak dependence on the intensity. Specifically, 
this effect varies from about 13% to 20% for an intensity varied 
from 1014 to 1015 W/cm2. The contribution of Langmuir waves 
to the total laser absorption varies from about 2% to 15% for the 
same range of intensity. Example absorption fractions in spheri-
cal implosion experiments on OMEGA employed ~100‑ps drive 
pulses are shown in Fig. 111.49(b) by solid circles. 

Planar Experiments
Two series of planar direct-drive experiments on OMEGA 

have been proposed to verify the model of resonance absorption 
presented in Resonance Absorption in the Fluid Approxima-
tion (p. 180): reflection-light experiments and shock-timing 
experiments. Both series are based on similar experimental 
designs employing a single OMEGA laser beam, either s- or 
p-polarized, which irradiates a CH foil. The experiments are 
designed for beams with i = 23.2°, which is one of the allowed 
values of i, determined by the construction of the OMEGA 
target chamber, and close to the angle of the maximum effect of 
resonance absorption in OMEGA plasmas (see Fig. 111.47). The 
goal of these experiments is to demonstrate the relative effect 
of a resonance absorption mechanism by comparing reflection 
light and shock timing for the case of s- and p-polarized laser 
beams. In this section, the results of the reflection-light experi-
ments are presented and compared with simulations, and the 
effect of resonance absorption in the proposed shock-timing 
experimental design is discussed.
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The setup for the reflection-light experiments is shown sche-
matically in Fig. 111.50. In these experiments, a 200-ps laser 
beam with an energy of 55 J (!5%) is propagated from port 23 
[see Figs. 111.50(a) and 111.50(b)] toward a target and focused 
into a spot ~500 nm in diameter, resulting in an intensity .1.2 
# 1014 W/cm2. The beam is smoothed in space and time by the 
spectral dispersion technique39 and distributed phase plates.40 
The light reflected and scattered from the target is collected 
by three calorimeters located in ports 25, 17, and 30. The 
calorimeter in port 25 collects the specularly reflected light, 
whereas the other two calorimeters, in ports 17 and 30, collect 
the scattered light at about 23° from the direction to port 25. 
The calorimeter in port 17 is located on the target normal.

Table 111.V shows the beam energy along with the energy 
collected by the three calorimeters in two experiments with 
single s- and p-polarized OMEGA laser beams. In agreement 
with theory, which predicts smaller light reflection from the 
p‑polarized beam, the energy reflected from the s-polarized 
beam exceeds the energy reflected from the p-polarized 
beam (both energies collected in port 25). Quantitatively, the 
experiments show a larger difference in these energies: the 
corresponding energy ratio is 2.5 versus 1.8 obtained in simu-
lations. Figure 111.51 shows time-resolved reflected power in 
the experiments and simulations, where the simulation data 
(thin solid lines) are given in W/cm2 and the experimental data 
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Table 111.V:	 Reflection- and scattered-light measurements. The 
experimental setup is illustrated in Fig. 111.50.

Beam  
polarization

Beam  
energy  

(J)

Collected Energy (J)

Port 25 Port 30 Port 17

s 52.5 1.59 0.15 0.14

p 57.1 0.63 0.17 0.22

Figure 111.51
Time-resolved measured (thick solid lines) and simulated (thin solid lines) 
intensities of reflection light in the experiments illustrated in Fig. 111.50. The 
cases of (a) s-polarized and (b) p-polarized beams are shown. The incident 
laser intensities (in W/cm2) are shown by the dashed lines. The simulated 
reflection data are presented in W/cm2, whereas the experimental data are 
given in arbitrary normalizations.
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The reflection experiments revealed significant sidescatter of 
laser light in both cases of s- and p-polarized beams. Due to this 
scatter, the measured reflection energies are about an order of 
magnitude smaller than the values predicted in simulations. An 
estimate using the amount of energy scattered in ports 17 and 
30 (see Table 111.V) and assuming a uniform scatter suggests 
that the total scattered energy exceeds the reflection energy by 
at least a factor of 20. A possible explanation for this scatter is 
the development of laser-induced perturbations of the reflection 
surface in plasma corona. These perturbations, or nonuniformi-
ties, can have spatial scales comparable to the laser wavelength 
and cause significant sidescatter of laser light if the amplitude 
of perturbations is large enough. The 1-D model of resonance 
absorption used in this article cannot consider perturbations 
in the transverse directions to the target normal and, therefore, 
cannot simulate such a scatter.

The early-time enhancement of laser absorption due to 
the resonance mechanism can affect the velocities of shocks 
originating at initial stages of implosions. A change in these 
velocities can be important for high-gain, direct-drive implo-
sion designs that utilize adiabat-shaping techniques.10,11 
Shock-timing experiments, somewhat analogous to the shock-
compressibility experiments,41 can be suitable for the study of 
the effect of resonance absorption on shock properties.

The shock-timing experimental design uses a setup similar 
to that used in the reflection-light experiments (see Fig. 111.50). 
The measured quantity in this design is the velocity of shocks 
driven by the laser beams with different polarization. The effect 
of resonance absorption is estimated by comparing the shock-
breakout times in finite-thickness targets in experiments with 
s- and p-polarized beams. On OMEGA, the shock-breakout time 
can be measured to an accuracy of about 50 ps by using two 
independent techniques: one that employs a velocity interfer-
ometer system for any reflector (VISAR),42,43 and another that 
utilizes temporal records of the shock-front self-emission (600 to 
1000 nm) acquired using an imaging streak camera.44 

Figure 111.52 shows simulated time-dependent travel 
distances for two shocks driven by s- and p-polarized laser 
beams in thick CH targets. The simulations assume a 100-ps 
laser pulse, similar to one shown in Fig. 111.47(a), but with a 
peak intensity of 1014 W/cm2. For a fixed travel distance, which 
corresponds to an assumed target thickness in experiments, the 
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Simulated time dependence of the travel distance of shocks driven by single 
100-ps OMEGA laser beams of different polarizations in thick CH foils. The 
beams have a peak intensity of 1014 W/cm2 and i = 23.2°. Two cases of s- and 
p-polarized beams (marked by “s” and “p”, respectively) are considered.

difference Dt between the propagation time of the two shocks 
corresponds to the difference of experimentally measured 
breakout time in the case of s- and p-polarized beams. The 
value Dt exceeds the experimental accuracy limit of 50 ps for 
targets thicker than 30 nm, and Dt is in the well-detectable 
range of several hundred picoseconds for target thicknesses 
L100 nm. Specifically, one gets Dt . 800 ps for a 125-nm-
thick target.

Discussion and Conclusions
The effect of resonance absorption in a CH plasma has 

been investigated theoretically and experimentally for the 
physical conditions relevant to direct-drive ICF experiments 
with a 351‑nm laser and intensities in the range of 1014 to 
1015 W/cm2. It has been shown that nonlinear effects, such 
as pondermotive force and wave breaking, are not important; 
therefore, the linear theory of resonance absorption has been 
used in the 1-D hydrodynamic code LILAC to construct numeri-
cal models. The resonant excitation of Langmuir waves at the 
critical surface is an important mechanism that contributes to 
resonance absorption and dominates inverse bremsstrahlung 
absorption in the case of laser intensities L5 # 1014 W/cm2 and 
angles of incidence of laser beams in the optimum range, 10° 
K i K 30°. The decay of Langmuir waves caused by Landau 
damping results in a release of wave energy in the form of hot 
electrons with temperature .5 keV, which is larger by a factor 

of 2 to 5 than the electron temperature in hot corona, where 
Te . 1 to 2 keV. This could lead to a deviation of the electron 
distribution function from Maxwellian in hot corona if the 
energy released in hot electrons is relatively large. In implosion 
experiments on OMEGA, however, this energy is predicted to 
be relatively low [less than 15% of the total absorbed energy 
(see the short-dashed lines in Fig. 111.49)], so that the coronal 
plasma there is expected to be nearly Maxwellian. 

On OMEGA, resonance absorption has a maximum effect 
during a rapid increase in laser power, typically ~100 ps. Simu-
lations show that the resonance absorption in a 1-ns square 
laser pulse can be important only during the first 200 to 300 ps. 
At this initial period, the density scale length in plasma near 
the critical surface is relatively short, ~1 to 2 nm, resulting in 
enhanced resonance absorption. At later times, when the laser 
power reaches its maximum, the density scale length increases 
to more than 5 nm, causing significant reduction in resonance 
absorption. In short laser pulses, or pickets, ~100 ps, the reso-
nance absorption has a maximum relative effect, the value of 
which depends on the intensity and angle of incidence of the 
laser. In the case of spherical implosions, the predicted relative 
effect of resonance absorption varies from about 13% to 20% 
for intensities between 1014 and 1015 W/cm2.

We suggest, based on our numerical results, that the reso-
nance absorption in spherical implosions can be modeled with 
the standard laser ray-trace method,26 using a time-variable 
flux limiter, the value of which is increased by ~30% during 
the first ~200 ps of the laser pulse.

Planar reflection-light experiments have been conducted 
on OMEGA to verify the theoretical predictions of resonance 
absorption. These experiments used CH foils irradiated by 
single s- and p-polarized laser beams with an angle of incidence 
i = 23.2° and showed the reflection energy’s clear dependence 
on polarization, in good quantitative agreement with simulation 
results. The experiments also revealed significant sidescatter of 
laser light, which reduces the amount of reflection energy by 
about an order of magnitude in comparison with simulations. 
This sidescatter, affecting both s- and p-polarized lights, can 
be explained by laser-induced perturbations in the reflection 
surface of plasma corona. The effect of these perturbations 
cannot be accounted for in the simplified 1-D approach used 
in this study. We expect that the surface perturbations could 
reduce the difference between reflected s- and p-polarized laser 
lights predicted in simulations because of the introduction of 
additional polarization components (mixed s- and p-polarized 
lights) in the incident laser beams.
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Another OMEGA planar, direct-drive experiment that could 
demonstrate the effect of resonance absorption in laser-driven 
shocks has been designed and simulated. This design employs 
CH foils irradiated by single s- or p-polarized laser beams that 
initiate shocks with different velocities. The effect of resonance 
absorption is inferred by comparing the shock-breakout time 
at the target’s rear surface in the case of s- and p-polarized 
beams. Assuming a 100-ps laser pulse with a peak intensity 
of 1014 W/cm2, the simulations predict a time difference of 
shock breakout in the well-detectable range of several hundred 
picoseconds for a target thickness of about 100 nm.
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Introduction
The achievement of energy gain with a direct-drive inertial 
confinement fusion (ICF) ignition target requires an accurate 
prediction of the shock-heated and compressed conditions in the 
main fuel layer.1 A direct-drive ICF target for hot-spot ignition 
consists of a spherical cryogenic main fuel layer of deuterium 
and tritium surrounded by a thin plastic layer.1–3 Intense laser 
beams uniformly irradiate the target and launch a shock wave 
through the main fuel layer. The pressure in the shock-heated 
shell determines the implosion performance of the target. The 
laser pulse for a direct-drive implosion consists of a low-inten-
sity foot and high-intensity main drive. The low-intensity foot 
launches a relatively weak shock to isentropically compress 
the target, and the main drive sends a compression wave that 
implodes the target to form a central hot spot with sufficient fuel 
areal density and temperature to ignite the target. The entropy 
of the main fuel layer or shell adiabat a is defined as the ratio 
of the pressure in the main fuel layer to the Fermi-degenerate 
pressure. It is a critical parameter in ICF because it is related 
to the minimum laser drive energy needed for ignition and 
the growth rate of the Rayleigh–Taylor (RT) hydrodynamic 
instability.4,5 The RT instability distorts the uniformity of the 
implosion, reduces the target compression, and could prevent 
hot-spot formation.6 Therefore, the successful target design for 
a stable, high-performance ICF implosion creates an adiabat 
in the shell that strikes a balance between the target stability 
and the laser-energy requirements. 

The shock-heated shell in direct-drive ICF is predicted to 
have plasma conditions in the warm dense matter (WDM) 
regime.7 The coupling parameter8 C and ratio of Fermi tem-
perature to electron temperature H characterize plasmas in 
Te–ne space. The electron–electron coupling parameter Cee is 
the ratio of Coulomb potential between free electrons to the 
average kinetic energy of the free electrons:

	 ,
dk T

e
ee

B e

2
C = 	 (1)

where d = (3/4rne)
1/3 is the average interparticle spacing. When 

a plasma is strongly coupled (Cee >> 1), the Coulomb interac-
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X-Ray Scattering

tions between particles determine the physical properties of the 
plasma. When Cee << 1, plasma behaves as an ideal gas and the 
interparticle coupling is insignificant. Similar considerations 
can be made with regards to the electron–ion and ion–ion cou-
pling parameters.8 In an ICF implosion, the shock-heated shell 
becomes a partially or fully degenerate plasma. The degree of 
degeneracy is described as 

	 ,T TeFH = 	 (2)

where TF is the Fermi temperature [TF = &2(3r2ne)
2/3/2mekB, kB 

is the Boltzmann constant]. In degenerate plasmas, the electron 
energy depends only on ne, and the coupling constant is defined as 
the ratio between the potential and Fermi energy .e dEee

2
FC =a k  

Figure 111.53 shows Te–ne space characterized by the electron 
coupling parameter, Cee; the ratio of the Te and TF, ;T TeFH ` j  the 
average interparticle spacing d n3 4 e

1 3r= ;_ i9 C  and the Debye 
length mD. The plane is divided by the lines H = 1, Cee = 1, and 
d = mD into regions where Fermi-degenerate, strongly coupled, 
Fermi-degenerate and strongly coupled, weakly coupled, and 
ideal plasmas exist. As shown in Fig. 111.53, the predicted condi-
tions for the direct-drive experiments (see triangle symbols) lie 
in the WDM regime on the boundary between Fermi-degenerate, 
strongly coupled, and weakly coupled plasmas.

Diagnosing WDM is challenging because the temperature 
of the plasma is too low (~10 eV) for it to emit x rays and dense 
plasmas above the critical density cannot be probed with opti-
cal lasers for Thomson-scattering measurements.9 Two viable 
techniques exist to diagnose these plasmas: spectrally resolved 
x-ray scattering10 and time-resolved x-ray absorption spectros-
copy.11 X-ray absorption spectroscopy measurements provide 
time-resolved local measurements of the plasma conditions in 
the shock-heated foil; they require, however, a buried mid-Z 
tracer layer such as Al. The Al 1s–2p absorption spectroscopy 
was used to diagnose similar plasma conditions in a direct-
drive, shock-heated CH planar foil by using a point-source Sm 
backlighter.12 The spectrally resolved x-ray scattering does not 
require a tracer layer; it requires, however, a large volume of 
shock-heated matter to scatter a sufficient number of x rays, 
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Te–ne space characterized by the electron coupling parameter Cee; the ratio 
of the Fermi temperature TF and the electron temperature Te, ;T TeFH =` j  
the average interparticle spacing d n3 4 e

3r= ;18 ^ h B  and Debye length mD. The 
plane is divided by the lines H = 1, Cee = 1, and d = mD into regions where 
Fermi-degenerate, strongly coupled, Fermi-degenerate and strongly coupled, 
weakly coupled, and ideal plasmas exist. Predicted conditions of direct-drive, 
shock-heated experiments are shown as triangle symbols. Plasma conditions of 
radiatively heated targets inferred with noncollective and collective spectrally 
resolved x-ray scattering are shown as diamond symbols. 

limiting its spatial resolution. Noncollective spectrally resolved 
x-ray scattering experiments reported in the literature have 
characterized the plasma conditions of an isochorically heated 
Be cylinder, a carbon foam, and a CH gas bag.13 Recently, col-
lective scattering was observed from an isochorically heated 
Be cylinder and was used to infer the electron density.14 In 
principle, when collective scattering is used in conjunction 
with noncollective scattering, the spatially averaged quantities 
of electron density, electron temperature, and ionization can 
be diagnosed. The radiatively heated plasmas conditions are 
shown as the diamond symbols in Fig. 111.53. 

Diagnosing plasmas that have conditions comparable to 
those in the shock-heated main fuel layer of a direct-drive ICF 
ignition target is the central focus of this article. For the first 
time, noncollective, spectrally resolved x-ray scattering is used 
to probe the plasma conditions in direct-drive, shock-heated 
planar plastic foils. Compared to x-ray scattering measurements 
from isochorically heated targets, direct-drive targets present 
new experimental challenges associated with the smaller physi-
cal dimensions of the target and gradients in the plasma condi-
tions, as well as target compression and acceleration during the 

scattering measurements. The scattering volumes and hence the 
scattered x-ray signal level of direct-drive targets are at least an 
order of magnitude smaller compared to the radiatively heated 
targets. Some direct-drive scenarios shape the adiabat in the 
target, which would require a spatially resolved and spectrally 
resolved x-ray scattering diagnostic. The direct-drive coronal 
plasma is in close proximity to the scattering volume and cre-
ates a major source of unwanted background x-ray continuum, 
which must be shielded from the detector. However, the target 
trajectory moves the coronal plasma into the field of view of 
the detector during the scattering measurement. Plastic foils are 
surrogates for cryogenic fuel layers. These results, required for 
ICF ignition, provided an opportunity to study the shell condi-
tions of a direct-drive ICF imploded target without the cost and 
complexity of cryogenic hardware. The spectral line shapes 
of the elastic Rayleigh and the inelastic Compton components 
are fit to infer the electron temperature Te and ionization Z: 
the Doppler-broadened Compton feature is sensitive to Te for 
Te greater than the Fermi temperature TF, and the ratio of the 
Rayleigh and the Compton components is sensitive to Z.

The following sections of this article (1) describe spectrally 
resolved x-ray scattering; (2) present the experimental setup and 
simulations from the 1-D hydrodynamics code; (3) present the 
experimental results and compare them with the predicted plasma 
conditions; and (4) discuss the future use of spectrally resolved 
x-ray scattering to infer the plasma conditions in the main fuel 
layer of a direct-drive inertial confinement fusion target. 

Spectrally Resolved X-Ray Scattering 
Scattering processes are classified as collective or noncol-

lective based on the scattering parameter, defined as
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where i is the scattering angle, k is the wave number of scat-
tered x rays ,sink 4 20 $r m i= ^ h7 A  m0 is the probe wavelength, 
and mD is the Debye length calculated with the effective tem-
perature15 Teff, which is defined as ,T T Te q

2 2
eff = +  where 

. .T T r1 33 0 18q sF -= ^ h with rs = d/aB (aB is the Bohr radius).16 
The characteristic plasma length in the scattering parameter, mD, 
in Eq. (3) is replaced by the Thomas–Fermi screening length

	 E n e2 3 e0
2

TF Fm f=a k

for Fermi-degenerate plasma, and by the interparticle spacing 
d for strongly coupled plasma. With the use of the effective 
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temperature, the scattering parameter between ideal, strongly 
coupled, and Fermi-degenerate regimes is smoothly interpolated. 
For noncollective scattering (ascatter < 1), x rays are scattered by 
individual electrons. As a result, the red wing of the Compton 
component in the scattered spectrum reflects the free electron 
velocity distribution function,17 and the Doppler-broadened 
spectrum is sensitive to Te for Te > TF. When Te < TF, the electron 
distribution becomes a Fermi distribution and its spectral shape 
is only weakly sensitive to the electron density. All of the scat-
tering investigated in this article is noncollective. In the case of 
ascatter > 1, the incident x-ray photons interact with a collective 
electron cloud; in particular, collective scattering is of interest 
for electron-density measurements.14,18

Detailed calculations of the modeled x-ray scattering spectra 
presented here can be found in Refs. 13, 19, 20, and 21. A brief 
description of the model is given in this section. Spectrally 
resolved x-ray scattering can be modeled with the total dynamic 
structure factor in the differential scattering cross section. As 
derived by Chihara,22,23 the total dynamic structure factor and 
the free-electron correlation function are written as

	

, , ,

, , ,

S k f k q k S k Z S k

Z s k S k d

ii f ee

b s

1
0

ce -

~ ~ ~

~ ~ ~ ~

= + +

+

2

l l lu

^ ] ] ^ ^

^ ^

h g g h h

h h#
	

(4)

,
,

.
exp

ImS k
k T e n

k

k1
1

ee
e e

0
2

0
2

B
-

- -&
&

~
~ r

f

f ~
=^

` ^
h

j h
= G 	 (5)

Although Eq. (4) is valid only for a single-ion component 
plasma, the model for the experiment under consideration 
includes the scattering contribution from all ion species as well 
as their mutual correlations as described by Gregori et al.13 The 
first term on the right-hand side of Eq. (4) corresponds to the 
elastic Rayleigh-scattering component. fI(k) is the ionic form 
factor for bound electrons and q(k) is the Fourier transform 
of the free-electron cloud surrounding the ion. Sii(k,~) is the 
ion–ion dynamic structure factor, which describes the degree 
of ion–ion correlations.

In Eq. (4) Zf and Zb are the number of free (or valence) elec-
trons and bound electrons, respectively. The number of elec-
trons associated with each atom, ZA, is the sum of Zf and Zb. Zf 
represents electrons that are not bound to any single atom or ion 
including valence, delocalized, or conduction electrons. These 
electrons are all described in terms of plane-wave or Bloch 
wave functions. From a hydrodynamic perspective the useful 

quantity to compare with numerical modeling is the number 
of free electrons or the average ionization Z, not Zf. From the 
discussion above, Zf differs from Z because it includes valence 
states together with kinematically free electrons. For the case 
of cold (undriven) plastic foil targets, Zf is just the number of 
valence electrons and has no relation to Z. On the other hand, as 
soon as the temperature in the plastic foil is raised by the laser 
interaction, atomic bonds are broken and the underlying lattice 
responsible for the formation of the valence band is destroyed. 
In this case Zf can be identified with Z and direct comparison 
with simulations is possible. The second term in Eq. (4) thus 
represents scatterings from either free or valence electrons that 
move independently from the ions. As shown in Eq. (5), their 
corresponding electron–electron correlation function ,S kee

0 ~^ h

can be obtained through the fluctuation-dissipation theorem24 
in terms of the electron dielectric response function derived 
using the random phase approximation (RPA).25,26 The RPA 
is accurate without any local field corrections in our noncollec-
tive scattering experiment. While the RPA is rigorously valid 
for kinematically free electrons, valence electrons can also be 
described in a similar way.27 Extension to a finite band gap is 
also possible, but its effect is small for the conditions of this 
experiment.19 The last term of Eq. (4) contributes to inelastic 
scattering from core electrons. Differently from valence and 
free electrons, electrons bound to localized levels in the L or 
K shells are treated as hydrogenic states in terms of a modified 
impulse approximation,28 which was shown to reproduce well 
experimental x-ray scattering data from shock-compressed Al 
plasmas;29 these are the bound electrons included in Zb. This 
term becomes important when L-shell bound electrons are 
involved in the scattering process, which is the case for a car-
bon-hydrogen plasma, created by the laser-induced ionization 
of a CH (C8H8) planar target. The average number of free (or 
valence) electrons for CH is given by

	￼ ,Z
Z Z Z Z

2 2

6 1
f

b bC H - -
=

+
=

+C H_ _i i
	 (6)

where ZC and ZH are the number of delocalized electrons 
in carbon and hydrogen, respectively. Figure 111.54 shows 
the modeled scattered spectra for CH foils using Eq. (4). 
Figure 111.54(a) shows the calculated total spectra including 
free electrons, weakly bound electrons, and tightly bound 
electrons. Figure 111.54(b) shows the contributions of inelastic 
scatterings from free electrons and weakly bound electrons to 
the Compton component. All spectra are calculated with an 
x-ray probe of 9.0-keV Zn Hea, a 130° scattering angle, and a 
Compton downshifted energy of 260 eV. The Compton down-
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Figure 111.54
(a) Calculated total scattered spectra including ion, free-electron, and bound-
free components for ZC = 0.75, ZC = 4, and ZC = 4.5. All spectra are normal-
ized to the larger of either the Rayleigh or Compton peak. (b) Contributions 
of inelastic scatterings from free electrons and weakly bound electrons to 
the Compton component for ZC = 0.75 and ZC = 4.5. The Te and t are fixed 
to be 10 eV and 4.96 g/cm3.

shifted energy is consistent with a 130° scattering angle, which 
is within the experimental tolerance of the 120° design. The 
calculated spectra, including all three terms in Eq. (4) for ZC 
= 0.75, ZC = 4.0, and ZC = 4.5, are shown in Fig. 111.54(a). In 
all cases discussed here ZH = 1 is set. The ratio of the Compton 
and Rayleigh peaks are comparable for ZC = 0.75 and ZC = 
4.0. This is because of the contribution of the scatterings from 
weakly bound electrons to the Compton component at low ZC. 
Figure 111.54(b) shows that the contributions from the free and 
weakly bound electrons to the Compton component for ZC = 

0.75 and ZC = 4.5, with Te = 10 eV and t = 4.96 g/cm3. For ZC 
= 0.75, the contribution of the scattering from weakly bound 
electrons is slightly higher than that from the free electrons 
and the total intensity of the Compton peak is comparable to 
the Rayleigh, as shown in Fig. 111.54(a). As ZC is increased, 
the Compton component is dominated by the scattering from 
free electrons while the ratio of the two peaks is comparable 
for ZC = 4. Therefore, low ionizations of shocked CH foils (i.e., 
Z < 2) cannot be accurately diagnosed with this technique. 
Once a carbon K-shell electron is ionized (ZC > 4), the ratio of 
the Compton and Rayleigh peak significantly changes for CH, 
as shown in Fig. 111.54(a).

Experiment 
Spectrally resolved x-ray scattering experiments were 

performed with 90° and 120° scattering angles. The error in 
the exact determination of the scattering angle is estimated as 
!10°. The experimental configuration for the 120° scattering 
geometry is shown in Fig. 111.55(a), with a photograph of the 
target shown in Fig. 111.55(b). The target consists of a large 
Au/Fe light shield, a Zn backlighter foil, a CH drive foil, and 
a Ta pinhole substrate. Up to six overlapped beams smoothed 
with phase plates (SG8)30 were used to drive a 125-nm-thick 
planar CH target with a uniform intensity in an ~0.5-mm laser 
spot of 1 # 1014 W/cm2. Eighteen additional tightly focused 
beams (~100-nm spot) irradiated the Zn foil with an overlapped 
intensity of ~1016 W/cm2 and generated a point-source back-
lighter of Zn Hea emission at 9.0 keV. The 0.5-mm-thick CH 
foil positioned between the Zn foil and the Ta pinhole substrate 
blocked x rays with photon energies less than ~4 keV with 
minimal attenuation to the Zn K-shell emission. This prevented 
the Zn backlighter from radiatively heating the target. The Ta 
pinhole substrate with a 400-nm-diam aperture restricted the 
backlighter illumination of the CH drive foil to the portion 
of the target that was uniformly shock heated. The scattering 
angle was reduced to 90° by adjusting the locations of the 
aperture and the focal position of the backlighter beams. 

Most of the Zn Hea emission propagates through the drive 
foil; however, a small fraction of the x rays are scattered. X rays 
scattered at 90° or 120° were dispersed with a Bragg crystal 
spectrometer and recorded with an x-ray framing camera31 
outfitted with a charge-coupled-device (CCD) camera. A highly 
oriented pyrolytic graphite (HOPG)32 crystal with a 2d spacing 
of 6.7 Å was used in the mosaic focusing mode33 to provide 
high reflectivity of the scattered x-ray spectrum.34 The Au/Fe 
shields reduced the measured background x-ray continuum 
levels by blocking the direct lines of sight to the Zn and CH 
coronal plasmas. 
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Figure 111.55
(a) Target design of the noncollective spectrally resolved x-ray scattering experiment on OMEGA using a 120° scattering geometry; (b) a photograph of an 
x-ray scattering target compared in size to a penny. 

The strategy of the experiment was to drive a shock wave 
through the CH foil and to scatter the Zn Hea x rays from the 
uniformly compressed portion of the shock-heated CH around 
the time that the shock breaks out of the rear side of the target 
(i.e., the side opposite the laser-irradiated side). Two drive 
conditions were examined: undriven (i.e., cold, uncompressed 
CH foil) and an a = 3 drive. The measured time history of 
the laser power for the a = 3 drive is presented in Fig. 111.56. 
The plasma conditions of directly driven CH foils were simu-
lated with the 1-D hydrodynamics code LILAC. A detailed 
description of LILAC can be found elsewhere35 with the main 
features of the code described in this section. Laser absorption 
is calculated using a ray-trace algorithm that models inverse 
bremsstrahlung. Transport of radiation is modeled through 
multigroup diffusion with the Los Alamos National Labora-
tory Astrophysical Tables36 or an average ion model provid-
ing the opacities. The SESAME tables are used to model the 
equation of state. LILAC uses a flux-limited37 Spitzer–Härm38 
electron thermal-conduction model. This drive is predicted to 
create a 15-Mbar shock-wave pressure. Figure 111.57 shows 
the spatial profile of the predicted plasma conditions created 
with an a = 3 drive around the time the shock breaks out the 
rear side of the target. A single shock is launched by the a = 
3 drive and breaks out the rear side of the target at 2.7 ns. The 
measurement was made around the shock-breakout time. The 
plasma conditions in the CH at the time of shock breakout are 
predicted to be fairly uniform. For the a = 3 drive, the foil is 
predicted to be heated to Te = 12 eV with an average ionization 

Z = 0.95. As shown in Fig. 111.58, there is little difference in 
the predicted x-ray scattered spectra from the CH foil targets 
for undriven and a = 3 drive cases. The plasma condition for an 
undriven case is Te = 0.1 eV and ZC = 0.1. The ion temperature 
is predicted to be equal to the electron temperature for all of 
the drive cases under consideration. The spatially integrated, 
time-resolved spectra were collected over a 500-ps integration 
time, which is short compared to the hydrodynamic time scales 
of the experiment. 
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The measured laser pulse for the a = 3 drive (shot 41290).



Diagnosing Direct-Drive, Shock-Heated, and Compressed Plastic Planar Foils

LLE Review, Volume 111196

E15954JR

Ablation surface

Shot
41290

Te = 12 eV
Z = 0.95

Laser

4

3

2

1

010–3

10–2

10–1

100

101

t

Z

ne

Te

t = 2.7 ns

–50

n e
 ×

 1
02

3
(c

m
–3

),
T

e 
(k

eV
),

 t
 (

g/
cm

3 )

0 50

x (nm)

150100 200

Z
Figure 111.57
Predictions from the 1-D hydrodynamics code LILAC of the spatial profiles 
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Predicted x-ray scattered spectra for undriven and a = 3 driven CH foils. 

The total number of the detected photons per nanosecond, 
Ndet, was estimated for the x-ray scattering experiment. It is 
given by 
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where EL is the laser energy, xL is the laser pulse duration, 
hL is the conversion efficiency from the laser energy into the 
9.0-keV x rays, hCH is the attenuation due to 500 nm of CH, 
ne is the electron density, x is the thickness of the compressed 
target, Xpinhole and Xdetector are the solid angles limited by 
the pinhole diameter and crystal size, Rcrystal is the integrated 
reflectivity of the crystal, and hCH is the efficiency inside the 
detector, including the MCP efficiency and filter transmission. 
Using EL = 280 J # 18 beams in the 3-ns pulse, ho = 9.0 keV, hL 
is assumed to be ~0.1%, . ,0 044pinhole rX =  hCH = 85%, ne = 
1.5 # 1023 cm–3, x = 40 nm for a shock-compressed target with 
the a = 3 drive, ascatter = 0.2 for the 120° scattering geometry, 

. ,5 7 104detector #rX = 3-  Rcrystal = 2 # 10–3, and hd = 1%. 
Using Eq. (7), Ndet is estimated to be ~1500 photons/ns. Since 
the integration time was 500 ps and the spectrum was dispersed 
over the ~90 spectrally resolved bins (~10 eV/bin), the estimated 
ratio of the signal due to photon statistics is 8.2, which is con-
sistent with the measured signal-to-noise ratio of 8.

Results and Discussion
X-ray spectra detected at 90° and 120° scattering angles 

were recorded for an undriven CH foil. Figure 111.59(a) shows 
the measured spectra from undriven CH foils in 90° and 120° 
scattering geometries, as well as the signal from a control tar-
get whose drive foil has a 1-mm-diam thru-hole in the center 
of the foil. Figure 111.59(b) shows a microscope image of the 
control target. The purpose of the control shot was to experi-
mentally confirm that the measured x rays were scattered from 
the intended target. The lack of signal measured for this shot 
indicates that x rays are scattering from the intended portion 
of the nominal drive foil (i.e., without a thru-hole), and scatter-
ing from other unintended sources is negligible. The Compton 
peaks of measured spectra with 90° and 120° scattering angles 
are consistent with the calculated Compton downshifted ener-
gies of E k m2 e

2 2
C =&  = 158 eV and 238 eV, respectively. In 

this article, all of the x-ray scattering measurements from the 
driven foils were taken with the 120° scattering angle; however, 
measurements from two different scattering angles would be 
beneficial to determine the accuracy of the experimentally 
determined values of Te and Zf.

The spectra of x rays detected at a 120° scattering angle 
are presented in Fig. 111.60(a) for the CH targets and in 
Fig. 111.60(b) for the Br-doped CH targets for the two drive 
conditions under consideration (i.e., undriven and a = 3 drive). 
The Br-dopant concentration level in the CH foil was 2% atomic 
in the bulk of the target, but no Br was in the ablator portion of 
the target. All of the spectra in Fig. 111.60 are normalized to the 
larger peak of the Rayleigh or Compton feature. The location 
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Figure 111.59
(a) Measured x-ray spectra scattered from undriven CH targets with 90° and 120° scattering geometries are compared with the noise level. The dotted and 
dashed vertical lines show the Compton downshifted energy of 158 eV/238 eV for the 90°/120° scattering angles. (b) A microscope  image of the control target 
with a 1-mm-diam thru-hole in the center of the CH foil.

of line emissions of Zn Hea at 9.0 keV and Zn Lya at 9.3 keV is 
indicated with vertical dotted lines in the figure. A comparison 
of the spectra scattered from the CH targets shows little dif-
ference between the driven and undriven targets. A detailed 
analysis of the measured spectra with models is presented in 
Figs. 111.61(a) and 111.61(b). A similar comparison for the x‑ray 
spectra from the Br-doped CH shows significant changes in the 
heights of the Compton feature. Zn Lya line emission contrib-
utes to the blue wings of the measured Rayleigh features. For 
the quantitative analysis, the measured spectra were fit with 
models to infer Te and Zb for each ion in the plasma as described 
in Eq. (6). The modeled spectra were calculated as described 
in Spectrally Resolved X-Ray Scattering (p. 192), and a best 
fit to the measured spectra was obtained using a least-squares-
fitting routine that varied Te and the Zb’s.

The experimental scattered spectrum from the cold, 
undriven target is compared with three modeled spectra in 
Fig. 111.61(a). All of the modeled spectra have solid densities 
(t = 1.24 g/cm3) and low electron temperatures (Te = 0.1 eV) 
to indicate that no ionization in CH has occurred, but the ZC 
is varied from 0.1 to 4. The lowest ZC agrees with the experi-
mental result as expected in cold CH; however, the models are 
not very sensitive to ZC for ZC < 2, suggesting that valence 
electrons in cold CH could scatter x rays like free electrons. In 
order to investigate the Te sensitivity in the case of driven CH, 

Zf was set to 2.5 (corresponding to ZC = 4 and ZH = 1 delocal-
ized electrons) shown in Fig. 111.61(b). As mentioned before, 
in this case all of the carbon bonds are destroyed and Zf does 
indeed represent the average ionization state in the plasma. In 
addition to scattering from valence electrons, scattering from 
the remaining bound electrons into L and K shells must be 
included, with the respective ionization levels corrected for 
continuum lowering.39 In Fig. 111.61(b), the measured spec-
trum of the CH foil for the a = 3 drive is compared with the 
modeled spectra for three electron temperatures: Te = 1, 10, 
and 20 eV with ZC = 4. The mass density used in the models 
is four times solid density (t = 4.96 g/cm3), as suggested by 
LILAC simulations. Since the measured spectrum from the 
driven CH is bounded by the models with Te = 1 eV and Te = 
20 eV, an upper limit of Te = 20 eV is inferred for the a = 3 
drive. As described in Fig. 111.54(b), the ratios of the Compton 
and Rayleigh peaks are comparable when ZC < 4 in a driven 
CH. Therefore, the inferred Z in this experiment is an upper 
limit of Z ~ 2. The predicted spectra show that the width of the 
Compton peak is not very sensitive to the electron temperature 
because Te is comparable to the Fermi temperature TF = 16 eV 
from the hydro calculation (ne ~ 3 # 1023 cm–3 and Z ~ 1). It is 
also noted that for the compressed case with a = 3, the electron 
density is ne ~ 3 # 1023 cm–3, which lowers the continuum by 
~20 eV (Ref. 20); thus a fraction of the L-shell electrons should 
be indeed delocalized. 
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(a) Measured x-ray spectra scattered from (a) CH and (b) CHBr targets with the following drive conditions: undriven and a = 3 drive. Spectra are normalized 
at the Rayleigh peak. The spectral location of Zn Hea at 9.0 keV and Zn Lya at 9.3 keV is indicated with vertical dotted lines.
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(a) Measured spectrum from the undriven CH target compared with modeled spectra for ZC = 0.1, ZC = 2, and ZC = 4 with Te = 0.1 eV. (b) Measured spectrum 
for the a = 3 drive compared with modeled spectra of Te = 1, 10, and 20 eV, and ZC = 4. 

Trace amounts of Br in the CH foil (i.e., 2% atomic concen-
tration) increase the sensitivity of the spectrally resolved x-ray 
spectra to changes in the electron temperature. The experi-
mental spectra scattered from CHBr targets are presented in 
Fig. 111.62 for the two drives under consideration, along with the 
fitted spectra. A comparison of the scattered x-ray spectra from 

the undriven CHBr target [see Fig. 111.62(a)] with the undriven 
CH target [see Fig. 111.61(a)] reveals that the Br dopant enhances 
the ratio of the Rayleigh peak to the Compton peak. This is a 
consequence of the increased number of tightly bound electrons 
in the CHBr foil. The models for scattered spectra of CHBr foils 
include the scattering contributions from all ionic species as 
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well as their mutual correlations. In addition, the attenuation 
of the scattered x rays due to the path length in the CHBr foil 
is included in the modeled scattered spectra. The electron tem-
peratures inferred from the spectral fitting for the undriven and 
a = 3 drive are Te = 0.1 eV and Te = 10 eV, respectively, which 
are similar to the observations for the pure CH foils. Adding 
the Br dopant increases the sensitivity of the x-ray scattering 
to changes in Z. As shown in Fig. 111.60(b), the height of the 
Compton feature is increased for the driven target, in contrast 
to the results with the CH target shown in Fig. 111.60(a). The 
density is assumed to be solid density for undriven and four 

times solid density for a = 3 drive. The undriven case has ZBr 
= 10, ZC = 4, and ZH = 1; the a = 3 drive has ZBr = 25, ZC = 
4, and ZH = 1. The ratio of the Rayleigh peak to the Compton 
peak is primarily dependent on ZBr. It is observed that ZBr 
increases for the driven CHBr foil, while ZC is not very sensi-
tive to the a = 3 drive. For the undriven case, little differences 
are seen between ZBr = 0.1 and ZBr = 10, while ZBr needs to 
be increased close to ZBr = 25 to match the model to data for 
the driven case. Since the binding energy of 257 eV for a 3-s 
M-shell electron of a neutral bromine atom is comparable to 
the Compton downshifted energy of ~240 eV, electrons of a 
bromine ion in the M and N shell (25 electrons) can be ionized 
with the Zn Hea x rays. Due to the high electron densities in 
the compressed plasma, continuum lowering is likely to be 
responsible for the large number of delocalized electrons in 
bromine. Those electrons belong to extended M and N shells 
for which electron bonding to the ion core may be heavily 
screened in the dense plasma. The values of Zf inferred from 
the spectral fitting are Zf = 2.6 and Zf = 2.9 for the undriven 
and a = 3 drive, respectively. 

The electron temperatures predicted with LILAC for the 
shocked CH and CHBr targets (Te = 12 eV) are comparable 
with the measured results (Te = 10 to 20 eV) for a drive intensity 
of 1 # 1014 W/cm2; however, an experimental accuracy for Te 
of 10% to 20% is needed to validate the simulations from the 
hydrodynamics codes. Attempts were made to increase the 
electron temperature in the direct-drive target by increasing 
the laser drive intensity to ~1015 W/cm2. However, the x-ray 
background levels measured for higher drive intensities were 
found to overwhelm the scattered x-ray spectrum. 

Future Application 
The main objective of this research is to develop techniques 

to probe the plasma conditions in the DT shell of a direct-drive 
implosion target during the laser irradiation to diagnose the 
shell adiabat. X-ray scattering is an attractive option for this 
application since it is noninvasive. The experimental results 
presented here demonstrate that it is possible to infer the spa-
tially averaged electron temperature of a nearly Fermi-degener-
ate, direct-drive, shock-heated, and compressed CH foil. The 
complications arising from the L-shell electrons of carbon 
associated to a structural phase transition from the solid state to 
plasma will not be present in the fully ionized hydrogen isotope 
plasma comprising the shell of the ICF target. Consequently, a 
straightforward interpretation of the spatially averaged quanti-
ties of electron temperature and average ionization in the shell 
of a DT ICF implosion target is expected from the noncollec-
tive x-ray scattering. Predicted x-ray-scattering spectra from 

Figure 111.62
Measured x-ray spectra scattered from CHBr targets for (a) undriven and 
(b) a = 3 drive are compared with modeled spectra varying ZBr. The inferred 
parameters are Te = 0.1 eV and Zf = 2.6 for undriven and Te = 10 eV and Zf = 
2.9 for the a = 3 drive. ZC = 4 was set for both undriven and driven cases.
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an imploding cryogenic capsule in hohlraum are discussed in 
Ref. 40. The recent observations of plasmons in warm dense 
matter14 show that it is possible to infer the electron density 
from the collective, forward x-ray scattering. Therefore, a com-
bination of collective and noncollective x-ray scattering should 
provide the capability to diagnose the spatially averaged quanti-
ties of electron density, electron temperature, and the average 
ionization of a direct-drive DT cryogenic implosion target. 

Conclusion
The electron temperature (Te) and average ionization (Z) 

of nearly Fermi-degenerate, direct-drive, shock-heated, and 
compressed CH planar foils were investigated for the first time 
using noncollective spectrally resolved x-ray scattering on 
the OMEGA Laser System. CH and Br-doped CH foils were 
driven with six beams, having an overlapped intensity of 1 # 
1014 W/cm2 and generating 15-Mbar pressure in the foil. An 
examination of the scattered x-ray spectra reveals an upper limit 
of Z ~ 2, and Te = 20 eV is inferred from the spectral line shapes 
of the elastic Rayleigh and inelastic Compton components. 
The electron temperatures predicted with LILAC (Te = 12 eV) 
were found to be comparable with the measured results (Te = 
10 to 20 eV). Low average ionizations (i.e., Z < 2) cannot be 
accurately diagnosed in this experiment due to the difficulties 
in distinguishing delocalized valence or free electrons. Trace 
amounts of Br in the CH foil (i.e., 2% atomic concentration) 
were shown to increase the sensitivity of the noncollective, 
spectrally resolved x-ray scattering to changes in the average 
ionization. A combination of noncollective and collective 
spectrally resolved x-ray scattering looks like a promising 
diagnostic technique to probe the spatially averaged plasma 
conditions in the DT shell of a direct-drive implosion target 
during the laser irradiation to diagnose the shell adiabat. 
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