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Section 1
LASER SYSTEM REPORT

1.A GDL Facility Report

GDL continued operation as a 0.35 \( \mu \text{m} \) irradiation facility during the third quarter of FY82.

A total of 892 shots was delivered by the facility during the period April 1 to June 30, 1982. The shot distribution was as follows:

<table>
<thead>
<tr>
<th>Experiment Type</th>
<th>Shots</th>
</tr>
</thead>
<tbody>
<tr>
<td>3( \omega ) Target Experiments</td>
<td>71</td>
</tr>
<tr>
<td>X-Ray Program</td>
<td>65</td>
</tr>
<tr>
<td>Damage Test Facility</td>
<td>679</td>
</tr>
<tr>
<td>Alignment</td>
<td>77</td>
</tr>
<tr>
<td>TOTAL</td>
<td>892</td>
</tr>
</tbody>
</table>

A summary of the experimental work carried out in the 0.35 \( \mu \text{m} \) Interaction Physics Program is given elsewhere in this issue.

1.B OMEGA Facility Report

During the third quarter of FY82 a total of 492 shots was fired on the OMEGA laser system. Most of the shots were fired in order to meet the needs of the participants in the National Laser Users Facility program. Most of the month of April was spent in reconfiguring the laser system to produce pulses of 100 ps nominal FWHM. At this pulsewidth, nominal 24-beam energies of 600 joules—with a high of 800 joules and a low of 300 joules—were achieved.
The distribution of OMEGA system shots during the period was:

<table>
<thead>
<tr>
<th>Type</th>
<th>Shots</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Shots</td>
<td>164</td>
</tr>
<tr>
<td>Test Shots</td>
<td>338</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>502</strong></td>
</tr>
</tbody>
</table>

The breakdown of target shots by primary user was as follows:

<table>
<thead>
<tr>
<th>User</th>
<th>Shots</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Illinois</td>
<td>66</td>
</tr>
<tr>
<td>University of Florida</td>
<td>56</td>
</tr>
<tr>
<td>US Naval Research Laboratory</td>
<td>32</td>
</tr>
<tr>
<td>University of Rochester</td>
<td>6</td>
</tr>
<tr>
<td>Diagnostic Tests</td>
<td>4</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>164</strong></td>
</tr>
</tbody>
</table>

Many of the target shots were used by more than one user; this permitted a more rapid calibration and alignment of the experimental instrumentation. A summary of the activities of the users during the period is given elsewhere in this issue.

The latter part of June was spent reconfiguring the facility to produce one nanosecond (nominal) FWHM pulses for the upcoming uniformity and transport experiments. System maintenance was also performed during this period.
Section 2
PROGRESS IN LASER FUSION

2.A Convective-Stimulated Raman-Scattering Instability in UV-Laser Plasmas

It is well known that a number of laser-driven instabilities exist in the corona of laser-produced plasmas. In these instabilities, the incident electro-magnetic (e-m) wave typically decays into a scattered e-m wave of lower frequency and a plasma wave (SRS), or into two-plasma waves (\(2\omega_p\) decay instability), or into a scattered e-m wave having little or no red shift and an ion-acoustic wave (SBS). All these processes are three-wave processes. Four-wave processes such as self-focusing and modulational instability may also be excited in the corona. The existence of any of these instabilities presents potential problems for laser fusion as they may cause excessive energy loss (SBS), the generation of energetic electrons leading to target preheat (SRS and \(2\omega_p\) decay instability), and strong intensity nonuniformities (four-wave processes).

If the existence of some of these instabilities is paired with the necessary theoretical understanding of the processes involved, the experimental signatures of these instabilities may serve as a convenient coronal plasma diagnostic. This is the case with convective SRS which occurs in the underdense corona at \(n_e < n_e/4\). In this article, we present some highlights of experiments on SRS backscattering and the theoretical background used to explain the observations. We then apply the theory to obtain time-resolved coronal temperatures from the evolution of the SRS spectra during the laser irradiation interval.

To study SRS backscattering from plane plastic targets, we used the GDL-UV laser facility which delivered up to 50 J in either 0.5 or 1 ns
FWHM pulses at $\lambda = 351$ nm. Intensities on target ranged from $10^{13}$ to $2 \times 10^{15}$ W/cm$^2$. The SRS light backscattered through the lens was extracted from the incident beam path with a dichroic mirror (Fig. 1). This SRS light was then incident on a 1/4 m spectrometer along with a properly timed fiducial derived from the incident beam. The spectrum thus produced was time-resolved with a Hadland 675 ps streak camera with 10 to 20 ps resolution. The work reported here is previously reported work.$^{2,3}$

![Experimental set-up for time-resolved SRS backscatter spectra.](image)

A typical time-resolved spectrum is shown in Fig. 2 for a 0.5 ns pulse at $10^{15}$ W/cm$^2$ on target. Three distinct components are seen in these spectra: (a) a component due to convective SRS around 450 to 550 nm, (b) $\omega/2$ radiation due to reradiation from the $2\omega_0$ decay instability at 720 nm, and (c) the delayed incident laser fiducial at 720 nm (second order of fundamental), used for timing and for calibration of wavelength.

In this report, we will concentrate on the interpretation of the SRS signal. This radiation originates in the corona at densities $0.01 < n/n_c < 0.2$. Figure 3 schematically depicts the plasma corona with the incident laser penetrating into the dense plasma up to $n_c$. In the region where convective SRS occurs, the incident e-m wave may decay into a scattered e-m wave and an electron plasma wave, both obeying the energy and momentum conservation laws as well as the relevant dispersion relations (Fig. 3). The corresponding vector diagram is shown in the insert. We note that due to the weak scaling of the frequency of the plasma waves with $k_p$, we obtain essentially monochromatic, isotropically scattered light at any particular plasma density.
Fig. 2
Typical time-resolved SRS spectrum obtained from plastic (CH) targets at 10^9 W/cm². The different features are due to convective SRS (450-550 nm), re-radiation from the 2ω_p decay instability (double line at 720 nm), and a timing and wavelength fiducial derived from the incident beam (2 x 351 nm).

Fig. 3
Schematic diagram of the plasma corona showing typical regions over which SRS is observed. The inset shows a representative k vector diagram for the parametric SRS process. The governing laws for the conservation of energy and momentum and the relevant dispersion relations are also indicated.

However, the scattered light frequency is quite sensitive to the density at which the scattering occurs since ω_p = ω_p e\sqrt{n_e} and ω_s = ω_s - ω_p = ω_p (n_e/n_c)^2. This results in ω/2 < ω_s < ω_p. Here the symbols ω_e, ω_s, ω_p, and ω_pe are the angular frequencies, respectively, of the incident and scattered e-m waves, the electron plasma wave, and the electron plasma frequency. The electron density is denoted by n_e, and n_c is the critical density at which ω_pe = ω_p. (For typical
coronal temperatures of 1 to 3 keV the thermal correction factor in the dispersion relation for the plasma waves is very small.)

The SRS intensity observed depends on a number of factors: the thermal e-m noise level, the SRS gain coefficient, and the incident light intensity, through

\[ I_{\text{SRS}} = I_{\text{noise}} e^{2G_{\text{SRS}}L}, \]

where \( I_{\text{SRS}}, I_{\text{noise}}, I_L \) are, respectively, the SRS, thermal e-m noise, and incident laser intensities. \( G_{\text{SRS}} \) is the convective SRS gain factor. The threshold intensity for this process, \( I_{\text{thr}} \), is traditionally defined by \( G_{\text{SRS}} I_{\text{thr}} = 1 \). The thermal e-m noise intensity is strongly frequency-dependent and is obtained by correcting the plasma black body spectrum for the optical depth between the density at which the SRS takes place, and the critical density at the frequency of interest. In Fig. 4 we have plotted the wavelength-dependent e-m noise intensity along with typical SRS gain factors. The latter show a short-wavelength cut-off which strongly depends on the coronal electron temperature and is due to electron Landau damping of the plasma wave generated in the SRS process. These gain factors were recently obtained by E. A. Williams by analyzing the existing homogeneous theory of SRS and extending it to inhomogeneous plasmas.

![Image](image.jpg)

Fig. 4

*Wavelength dependence of the e-m noise intensity from which the convective SRS grows, along with calculated SRS gain coefficients. The short-wavelength cut-off is due to electron Landau damping.*

Folding the gain factors and the e-m noise intensities according to Eq. (1), one obtains SRS spectra for different temperatures as shown in Fig. 5. These spectra generally exhibit a strongly temperature-dependent short-wavelength cut-off due to the corresponding behavior of the SRS gain coefficient. Close to threshold these spectra also exhibit rather narrow (20-70 nm) distributions whose peaks shift to longer wavelength as the temperature increases. By plotting the wavelengths of the peaks of the calculated spectra as a function of the coronal electron temperature, one obtains the curve shown in Fig. 6. Thus, by estimating the time-dependent wavelengths of the peaks of the experimental spectrum in Fig. 2, one can estimate the coronal temperature evolution during the laser pulse. The range of experimental temperatures thus obtained is...
**Fig. 5**
Calculated SRS spectra near threshold. The strong temperature dependence of the peaks is clearly evident.

**Fig. 6**
Temperature dependence of the short-wavelength peaks of the SRS spectra near threshold. Also indicated are the maximum wavelengths observed experimentally for these peaks for 0.5 and 1 ns irradiation. In addition, typical ranges are shown for the coronal temperatures deduced from the experiments.
shown in Fig. 6 for both 0.5 and 1 ns irradiation. The on-target intensities were $10^{18}$ and $5 \times 10^{14}$ W/cm$^2$, respectively. The deduced temperatures (0.8 to 1.8 keV) correspond very closely to those calculated with 1-D and 2-D hydro-codes such as LLE's LiLAC and SAGE.

Using Figs. 2 and 6, we have deduced the time-dependent electron temperature in the corona (Fig. 7). Both the temporal behavior and the absolute values of the coronal temperatures track the hydro-code calculations quite well; however, independent coronal temperature measurements are required in order to accept the present technique as a viable coronal temperature diagnostic. Nevertheless, the great potential inherent in the SRS spectra as a coronal temperature diagnostic is demonstrated here for the first time.

**Fig. 7**

Time-dependent coronal temperatures deduced from Figs. 2 and 6. The approximate location of the incident laser pulse is also shown.
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**2.B Fabrication of Large-Aspect-Ratio, Plastic-Coated, Metal-Shell Targets**

A new mandrel material has been found for making large-aspect-ratio, plastic-coated, metal-shell diagnostic targets using the leachable mandrel technique. A typical diagnostic target, shown in Fig. 8, has a diameter of 400 μm and material thicknesses of metal and hydrocarbon that are, respectively, 0.3 μm and 3 μm. The diagnostic targets are intended for use as an x-ray source in backlighting experiments or for studying uniformity of implosion. The main difference between this target and
typical inertial fusion targets is that this target does not contain a glass microballoon. This required a substantial modification of the usual target fabrication technology.

- Select and stalk mount polystyrene sphere
- Smooth polystyrene sphere with room temperature toluene vapor for ~5 minutes; roughness decreases from ~10 μm to ~0.1 μm
- Coat polystyrene sphere with metal layers in magnetron sputterer
- Laser drill one hole through parylene and metal layers; diameter 5 to 10 μm
- Immerse in liquid toluene to dissolve polystyrene
- Remove sphere after ~48 hours; target is fabricated

A number of different approaches have previously been investigated for the fabrication of such a diagnostic target. These include the hemispherical shell approach, the leachable metal mandrel process, and the coating of a prefabricated metal shell. In the hemispherical shell method, two hemispherical shells are first produced by any one of various methods. Then these half-shells are carefully mated and bonded.
Because of the mechanical handling during this process, the shell walls must be relatively thick. Furthermore, the positioning and bonding process inevitably produces seams and leaves deposits of bonding adhesives. This approach is very time-consuming and requires a highly skilled operator.

In the leachable metal mandrel process, a metal mandrel such as a copper ballbearing is overcoated with a thin metal layer. The copper is then leached through a drilled hole in the coating by a strong acid, leaving a free-standing metal shell. The acid leaching step limits the types of metal shells that can be formed. Paraffin has also been used as the leachable mandrel material to circumvent the acid leaching step. This, however, presents problems during the metal-coating step because paraffin has a low melting temperature. Paraffin mandrel sphericity is also difficult to maintain during the process. Prefabricated, hollow metal shells would simplify the fabrication process by eliminating the entire leaching step. Unfortunately, metal shells currently available are of poor quality, are too thick-walled, and are available in only a single material, a nickel alloy. This necessitated the investigation of more suitable materials for mandrels.

The desired mandrel should be: (1) highly spherical and smooth, (2) easy to coat with various metals while maintaining mandrel sphericity or surface smoothness, (3) selectively leachable through a small hole without damage to the thin metal coating. Spheres of a glassy polymer that are easily soluble at room temperature would meet these requirements. We have successfully developed a fabrication procedure for making the desired high-aspect-ratio, plastic-coated, metal-shell diagnostic targets based on the polymer mandrel.

Figure 8 illustrates the fabrication steps. The sequence begins with a selection of a polystyrene sphere of a proper size and then mounting the sphere on a stalk. The surface finish of commercially available polystyrene spheres is not acceptable but this can be smoothed by exposure to toluene vapor for 5 minutes. This reduces the surface features from approximately 10 μm in height to less than 0.1 μm. A longer exposure deforms the spherical mandrel. The smoothed polystyrene sphere is next coated with the required metal by using magnetron sputtering. This metal-sputter coating should be performed at temperatures below the glass transition temperature of polystyrene, 90°C, or else the polystyrene mandrel will be deformed. After coating parylene over the metal layer, a hole of 5-10 μm diameter is drilled through the coatings by multiple laser pulses from the Diagnostic Evaluation Laser (DEL). The entire assembly is then immersed in toluene for 48 hours during which period the polystyrene mandrel is dissolved and leached out through the hole. Removal of the assembly from the toluene leaching bath leaves a finished diagnostic target.

In this procedure, the surface smoothing step is important because the metal coating replicates the surface texture of the mandrel. Figure 9 shows the surface of the mandrel prior to and after exposure to the solvent vapor. The characterization of the diagnostic target fabricated by this procedure was carried out with an optical microscope. For this in-
vestigation, the metal layer was not coated, and a plastic shell was prepared by the procedure detailed in Fig. 8. Figure 10 is an interferogram of the plastic shell and shows the uniform wall thickness produced by this process.

Diagnostic targets having a diameter of approximately 50 μm have been fabricated by this process with metal layers of copper, titanium, and aluminum. Other metals are not expected to present unusual difficulties. Metal layers are usually a fraction of a micrometer thick, typically 0.3 μm, but much thinner layers can also be coated.

The developed procedure is now routinely used to fabricate laser fusion diagnostic targets.

Fig. 9
Surface smoothing of the polystyrene mandrel by solvent vapor.
a) mandrel surface prior to exposure
b) surface after exposure to toluene for 5 minutes.

Fig. 10
Optical interferogram of parylene shell fabricated by the present procedure.
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2.C Laser Fusion Target Production: Developments in Drill, Fill, and Plug

Laser fusion target designs frequently require glass microballoons (GMB’s) filled with non-fuel diagnostic gases. These “diagnostic” targets are necessary for measuring target temperature, density, hydrodynamic stability, and for calibration of the diagnostic equipment used to measure these parameters during target implosion experiments. Helium and neon are two diagnostic gases that can be permeated through the GMB wall simultaneously with the deuterium-tritium fuel gas. Other diagnostic gases such as argon, krypton, and xenon cannot be easily permeated, since they require excessively high temperatures and exhibit very long permeation times.

The method for making non-fuel diagnostic targets that we have successfully put into production is referred to as the “Drill-Fill-Plug” technique. The fabrication procedure involves laser-drilling a hole through the GMB wall, placing a piece of glass-plug-forming material over the hole, filling the GMB with gas in a pressure chamber, then heating the assembly to melt the plug, thus sealing the gas inside the GMB.

The fabrication process begins with selecting GMB’s of the proper diameter, wall thickness, and uniformity. These are then fastened to a 4 mm x 25 mm chromium-coated glass slide using sodium chloride crystals as a bonding material. Typically, ten GMB’s are put on one glass slide, and the quantity of sodium chloride used must be tailored to the size of the GMB’s.

A nominal 1 μm diameter hole is then drilled through the wall of each GMB using a 1.054 μm wavelength yttrium lithium fluoride (YLiF) laser. A typical hole is shown in Fig. 11. This is drilled using the Diagnostic Evaluation Laser (DEL) system with a full-pulse train that consists of approximately 15 pulses of 80-100 ps duration delivered over a period of approximately 1 μs.

Glass-plug material is formed by blowing a bubble of molten Corning #7570 solder glass until it ruptures. A piece of the bubble is selected for
Fig. 11
Scanning electron micrograph of a laser-drilled hole in a glass microballoon which is mounted on sodium chloride crystals.

The drilled GMB's are placed on the stage of the microscope where each hole is aligned with a selected glass plug and then raised to bring the hole into contact with the plug. With careful manipulation, the glass plug material sticks to the top of the GMB and remains there through the rest of the process. The glass slide holding the GMB's is then placed in a small chamber.
that is evacuated and then backfilled with the proper pressure of specified gases. A Nichrome wire coiled around the GMB's is used to locally heat and melt the glass-plug material over the hole. This heating cycle lasts about 4 minutes. The heater power must be carefully adjusted to the proper level for each gas mixture and pressure. An example of a large plug melted onto a GMB is shown in Fig. 13.

Fused plugs are typically 10 μm in diameter and 1 μm high

- Gas retention - no measurable loss from 10 atm Ar-filled shells after 36 days at STP
- Fill pressure - greater than 60 atm for shells with diameter/wall = 100
- Fuel permeation - hydrogen isotopes can be permeated without plug damage

After removal from the plugging chamber, the plugged and filled GMB's can be mounted for additional process steps, such as coating, or sent to be filled with the permeable fuel gas. The fuel permeation is performed at 350°C, which is 100°C less than the softening temperature of the plug glass.

Over 240 GMB's have been successfully filled with non-permeable gases using the Drill-Fill-Plug process. Pressures were from 2 to 60 atm, using argon, neon, and krypton, and with mixtures of neon and argon. Twenty atm of DT have been permeated into GMB's filled and plugged with 2 atm of argon. The overall fabrication process yield has been about 66%. However, when GMB's of a single diameter and wall thickness are used for a series of runs using the same fill specifications, the yield improves with each slide of GMB's and approaches 100%. When the target specifications are changed, the yield drops substantially, but increases as all the parameters are optimized for the new target design.

One important change that is planned for the Drill-Fill-Plug apparatus setup is a complete replumbing of the gas handling tubing. This will re-
duce the dead volume by a factor of 10 and reduce consumption of the rare diagnostic gases.
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Section 3
DEVELOPMENTS IN
PICOSECOND RESEARCH

3.A Applications of the Jitter-Free Signal-Averaging Streak Camera

Introduction
The picosecond streak camera is an extremely versatile instrument for the detection of fluorescence. The photocathode element responds over a wide spectral range (~200 nm to 800 nm for S-20 response), it responds equally to either polarization of incident light, and it is not selective in terms of solid angle of incoming light. This degree of versatility is not matched by other methods of fluorescence detection with a few picosecond resolution such as the optical Kerr shutter, or fluorescence upconversion. These other techniques are, however, jitter-free.

We recently demonstrated a nearly jitter-free (2 ps) operation of a streak camera using various high-power picosecond photoconductors. Since this first demonstration, we have proceeded to apply this system to a wide range of studies in solid-state physics, biophysics, and chemistry. We discuss here several recent results in these areas which illustrate the importance of signal averaging in picosecond fluorescence kinetics experiments.

Streak Camera
The jitter-free streak camera in its present form (Fig. 14) uses a high-power picosecond photoconductive switch made of chromium-doped GaAs, a semi-insulating material. When excited by a single laser pulse from an active-passive mode-locked Nd:YAG laser, the switch starts conducting and charges the deflection plate of a Photochron-II streak camera tube. A portion of the same optical pulse is frequency-doubled,
and used to excite a sample. Fluorescence is collected and imaged onto the photocathode through bandpass or cutoff filters. The streaked image is amplified in a four-stage magnetically-focused intensifier stage, and recorded with an optical multichannel analyzer image device (Princeton Applied Research Model OMA II).

The sweep speed is linearly proportional to the bias voltage applied to the switch, and there is no inherent time delay in the switching process. Sweep speeds of between 6 ps/mm and 50 ps/mm are obtained in this way.

In order to obtain 2 ps jitter, it is necessary for the laser system to satisfy several criteria: energy stability $\pm 15\%$, energy contrast $\sim 10^4$, and pulsewidth stability $\pm 5\%$. These are easily obtainable on a routine basis with an active-passive mode-locked laser, but not with a passively mode-locked laser.

Since the switch operates in a linear photoconductive mode as opposed to an avalanche mode, it has a very long lifetime. We have used one switch for two years now, with no apparent deterioration.

We have also applied this technique to several other types of streak cameras with success: Electro-Photonics, Hadland, Thomson-CSF, and GEAR.
Applications
Many luminescence phenomena in the area of solid-state physics exhibit decay times of up to several hundred microseconds. In the case of luminescence from amorphous semiconductors, decay times vary from nanoseconds to milliseconds. We have made the first measurement of luminescence from an amorphous semiconductor on the picosecond time scale in amorphous As$_2$S$_3$\textsuperscript{10-11} (Fig. 15). In this experiment, the picosecond signal was extremely weak, such that a single shot at the highest detection system gain ($10^7$) was a statistical distribution of photoelectron events. After averaging up to 300 shots, it was possible to obtain a characteristic decay time (see inset). A strong temperature dependence of the decay rate was found by repeating this measurement at various temperatures. The interpretation of this data is given in detail in Ref. 11. In temperature cycling experiments, long-term stability is critical due to the slow thermal response time of sample holders.
In other studies in this area, we have investigated fluorescence kinetics of cis- and trans-polyacetylene,\textsuperscript{12} and vibrational relaxation of molecular ions, color centers and heavy metal ions in alkali-halide crystals.\textsuperscript{13}

We have measured the fluorescence kinetics of biosystems at relatively high excitation levels ($\sim10^{18}$ photons/cm$^2$) in order to study the process of exciton annihilation. In a recent experiment,\textsuperscript{14} we have measured the fluorescence of Photosystem-1\textsuperscript{15} particles under excitation by the second harmonic (532 nm) pulse (Fig. 16) from a Nd$^3+$:YAG laser. We have obtained a good analytical fit to the data assuming a simple bimolecular recombination rate. The calculated curve is the solution to:

$$N = -\frac{N}{\tau} - \gamma N^2 + \sigma I N_0$$  \hspace{1cm} (2)

where $N$ is the number density of excited species, $\tau$ is the ordinary decay time, $\gamma$ is the bimolecular recombination constant, $\sigma$ is the absorption cross section, $I$ is the pump intensity, and $N_0$ is the ground state density, assumed constant. This fit suggests that a simple bimolecular recombination kinetic model is appropriate in this complex system over a large intensity range. By averaging 100 shots we obtained a sufficiently high signal-to-noise ratio to make a determination of $\gamma$ to within $\pm$ 10%. The value of $\gamma$ in a system is related to the topology and accurate
measurements of y in many systems may provide additional insight into the role of excitons in biological systems.

In other applications in biophysics, we have made measurements of the excitation intensity dependence of chlorophyll a/b protein fluorescence, anisotropy decay time constants of Tryptophan in various environments, the temperature dependence of purple membrane fluorescence lifetime, the energy transfer rate in spinach chloroplasts, and the fluorescence decay of hematoporphyrin derivative.

The jitter-free streak camera, coupled to the OMA-II—which has the capability to do multi-track scanning—is a powerful tool to probe depolarization of fluorescence. Depolarization is measured experimentally by measuring the intensities of fluorescent components, $I_h(t)$ and $I_v(t)$, polarized perpendicular to and parallel to the excitation polarization, respectively. The ratio of these components formed by

$$R(t) = \frac{I_v(t) - I_h(t)}{I_v(t) + 2I_h(t)}$$

is of interest and is very sensitive to noise in the component signals. In Fig. 17, we show one result of measurement of fluorescence depolarization of Rhodamine-6G in water. An average of 50 shots were fired in order to obtain an adequate signal-to-noise ratio for a detailed study of the dependence of the decay time as a function of solvent viscosity and ionic strength. Data for $I_h$ and $I_v$ were simultaneously accumulated in separate files. In some cases, we averaged signals from up to 200 shots in order to measure the decay constant to within 5%. Decay times as short as 10 ps can be measured with this technique.

In other applications, we have measured fluorescence decay of Phthalazine in various solvents and fluorescence kinetics of molecular monolayers on solid surfaces.

![Fig. 17](image-url)
Conclusion

The signal-averaging capability of the jitter-free streak camera makes it a powerful diagnostic in picosecond fluorescence kinetics experiments. By averaging 50 shots, one has access to ±0.5 ps timing stability. The system is capable of performing both high-power excitation experiments (∼GW/cm²) and low-excitation intensity experiments (10¹² photons/cm²). In the case of long fluorescence lifetimes, high sensitivity is needed to record picosecond time-scale information. The high stability of the system makes possible extended studies where only one parameter is changed, such as temperature, excitation intensity, collection wavelength, or detector polarization.

The use of the DC-biased photoconductive switch operated at room temperature results in a simple system to operate which avoids the timing drift and inherent jitter which are characteristic of other sweep driver systems. This permits the simple accumulation of many successive (laser-initiated) events resulting in a dramatic increase in the precision of measurement. With the versatility of the streak camera coupled to the jitter-free feature, one has a powerful diagnostic for picosecond fluorescence kinetics studies.
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### 3.B Subpicosecond Electrical Sampling

The availability of picosecond and subpicosecond laser pulses has made possible the investigation of material processes in the subpicosecond time range. For the most part, to date, these studies have been of an optical nature. With the advent of picosecond photodetectors, photoconductor switches, and other ultrafast electrical devices, the need has arisen for a system of measurement capable of characterizing electrical signals with picosecond resolution. In the past, such electrical measurements have relied on sampling oscilloscopes whose temporal resolution is limited to approximately 25 ps. In 1980, Auston et al. demonstrated a sampling technique in amorphous semiconductors that has recently achieved a temporal resolution of less than 3 ps, limited by the carrier lifetime in the material. The use of the electro-optic effect for electrical signal characterization has for the most part been neglected because of the high voltages normally required to observe the Pockels effect. Recently, we reported a new approach to the characterization of electrical transients that exploits the speed of the electro-optic effect using sampling techniques and a high-repetition-rate subpicosecond laser. That system used a lithium niobate traveling-wave Pockels cell as an ultrafast intensity modulator and achieved a temporal resolution of approximately 4 ps with a voltage sensitivity near 50 pV. We have since constructed several new modulators using lithium tantalate as the electro-optic medium. This crystal, superior to lithium niobate in several respects, has now enabled us to achieve subpicosecond temporal resolution with similar voltage sensitivity.

The Pockels effect lends itself to the characterization of electrical signals in many respects. First, and foremost, the mechanism respon-
sible for the Pockels effect, i.e., the polarizability to the electric field, has a temporal response in the femtosecond range and hence is not a limiting factor in picosecond operation. Second, the ability to use optical pulses directly to sample voltage levels allows the technique to benefit from the availability of ultrashort laser pulses. This optical arrangement also permits the effective use of velocity-matching techniques to enhance temporal resolution and sensitivity. This is described in more detail below. A third advantage of this approach is that the optical pulse probes the induced electric field without altering the circuit characteristics in any way, an important consideration when dealing with frequencies in the range of hundreds of gigahertz. Other advantages of electro-optic sampling are the large dynamic range of signals that can be measured (up to a few hundred volts), the wide spectral response of the Pockels cell, and the optical isolation of the detection electronics from the signal under investigation.

The system is depicted in Fig. 18 and utilizes a lithium tantalate traveling-wave Pockels cell between crossed polarizers as an ultrafast intensity modulator. A colliding-pulse mode-locked (CPM) laser generating 120 fs pulses at 100 MHz is used to trigger the electrical signal source and synchronously sample the electric field induced by the unknown voltage as it propagates across the crystal. Two detectors are employed to measure the intensities of the transmitted and rejected beams at the analyzer. These signals are then processed by a differential amplifier.
lock-in amplifier, and signal averager. The differential system provides a means for making the detection system less susceptible to laser fluctuations while increasing the voltage sensitivity twofold. The modulator is optically biased, with a variable compensator at its quarter-wave point in order to achieve linear response as well as maximum voltage sensitivity. An optical delay line permits temporal scanning of the entire electrical profile by the optical probe pulse. The horizontal axis of the display is linearly driven in synchronism with the mechanical displacement of the delay line while the vertical axis is driven by the signal-averager output. This method results in a linear voltage versus equivalent time representation of the unknown electrical signal, requiring no further processing. Relatively slow detectors can be used since their necessary bandwidth is dictated only by the frequency of the light chopper used in conjunction with the lock-in detection system. This frequency is normally about 1 KHz.

The Pockels cell is a lithium tantalate crystal 0.7 mm wide by 0.25 mm thick by 15 mm long. Aluminum strip electrodes 0.3 mm wide are evaporated onto the two largest faces of the crystal, those being normal to the c-axis. This electrode geometry results in a balanced stripline with an impedance of \( \approx 45 \text{ ohms} \) and a crystal half-wave voltage of nearly 2100 volts. The crystal is mounted between two subminiature coaxial-to-stripline microwave launchers with the optical beam focused through the 0.7 mm dimension. The beam size inside the crystal is optimally less than 20 \( \mu \text{m} \), in order to obtain subpicosecond temporal resolution.

The properties of lithium tantalate as a traveling-wave modulator are superior to lithium niobate in several respects. The former has a much lower static birefringence, a decreased optical index of refraction, a higher threshold to optical damage, and a slightly enhanced electro-optic coefficient. The static birefringence of lithium tantalate has a value of 0.005, which is a factor of 18 less than its niobate counterpart. Thus, even though 100 fs optical pulses have a bandwidth of 50\( \text{A} \), there is no need for a static birefringence compensator. The effects of temperature drifting are also minimized. The lower index of refraction (\( n = 2.18 \)) makes it possible to achieve true velocity matching of the electrical and optical wavefronts. This configuration is crucial in obtaining subpicosecond performance.

The temporal resolution of the sampling head is determined by the convolution time of the optical probe pulse and the traveling electrical signal as they both propagate through the crystal. If these two signals travel orthogonally, the temporal resolution, \( \tau_{\text{res}} \), is the convolution of the time it takes for the probe pulse to traverse the crystal's electrodes with the transit time of the electrical signal across the probe beam waist. For a waist size of \( \approx 20 \mu \text{m} \), the latter time is \( \approx 0.5 \text{ ps} \). The crystal traversal time is \( \approx 7 \text{ ps/mm} \). Thus, for our 0.3 mm electrode, the sampler would have a temporal resolution of 2.2 ps. However, this resolution can be reduced to the beam waist transit time by operating the crystal in the velocity-matching geometry. For this case, the probe beam enters the electro-optic crystal at an angle such that the optical velocity has a component in the same direction as the traveling electric field.
This geometry yields a fundamental resolution, or gating time, governed by the following equation:

$$\tau_c = \left( \frac{w}{c \cos \alpha} \right) \left( n - \sqrt{\varepsilon \sin \alpha} \right)$$

where \(c\) is the speed of light in vacuum, \(n\) is the crystal index of refraction (\(\sim 2.18\)), \(\varepsilon\) is the effective dielectric constant of the crystal, \(w\) is the electrode width, and \(\alpha\) is the internal angle of incidence. In the present system, we obtain the best performance for \(\alpha = 17\) degrees, indicating a fundamental temporal resolution in the order of 0.1 ps. Thus, we see that the beam waist size becomes the dominant factor and limits the expected resolution of this particular arrangement to approximately 0.5 ps.

The optimum temporal response is achieved with the optical probe beam entering the Pockels cell as close to the detector and upper electrode as is possible. This arrangement is necessary to minimize the electrical propagation distance, thereby limiting dispersion and preserving the ultrafast rise time of the detector.

Since this device uses the transverse electro-optic effect, the minimum voltage sensitivity is proportional to the ratio of electrode separation to the effective width seen by the probe beam, \(w \cos \alpha\). The Pockels cell was calibrated by applying a sine wave of known amplitude at the lock-in frequency. The measurement of the resultant intensity modulation yields the sensitivity at that frequency. To a first approximation, using published values of the S and T electro-optic coefficients, this value can be extrapolated to the microwave range. Sensitivity is fundamentally limited by the presence of laser noise at the lock-in frequency and hence is a strong function of the amount of signal averaging that is performed. The integration time necessary to achieve a given signal-to-noise ratio depends on scanning speed, scan length, and the resolution required. Typical times range from 5 seconds to several minutes for high-resolution operation. We have observed a voltage sensitivity of less than 50 \(\mu\)V, which is less than \(10^{-7}\) of the half-wave voltage and corresponds to induced index changes of only \(10^{-10}\).

In order to verify the temporal performance of the sampling head, a suitably fast test signal is generated by a Cr-doped GaAs photoconductive detector. The detector is placed immediately adjacent to the Pockels cell under a common stripline, with the photoconductive gap approximately 100-200 \(\mu\)m from the end of the crystal (see Fig. 19). When the detector is actuated by a 100 fs optical pulse, it generates an electrical pulse with an extremely fast rising edge containing frequencies up to many hundreds of gigahertz. Up to a certain cut-off frequency, determined by the physical parameters of the stripline geometry (in our cases, about 150 GHz), only the fundamental, quasi-TEM mode can propagate. Frequencies above this threshold can be transmitted not only as TEM modes, but also as higher-order TE and TM modes. Such modes, not forced to propagate parallel with the guiding electrodes, can arrive later at the sampling point, thus prolonging the total rise time of the generated signal. We are able to observe this phenomenon experimentally and have found that the relative delay between direct TEM
modes and indirect higher-order mode scales with sample substrate thickness, thus indicating a wave reflected from the ground plane. In order to avoid propagation of non-TEM, hybrid modes in the range of frequencies up to 500 GHz, substrates and electrode dimensions of less than \(\sim 50 \mu m\) are required.

We present results that clearly demonstrate the relationship between the various parameters and that show how the resolution of the sampling gate is experimentally determined. Figure 20 shows the signal obtained from a switch built on a 500 \(\mu m\) substrate. An initial rise time of 2.4 ps is observed, followed by a secondary peak \(\sim 8\) ps later. This delay corresponds very well with that of a wave reflected from the ground plane electrode, and confirms similar effects recently observed by Auston. The ability of the sampling system to generate such a response curve,
displaying an initial, steep, continuous rise without the presence of any slow leading edge, or foot, necessitates, from convolution theory, that the sampling gate function as a temporal duration at least as short as the rise time of the initial step. For this sampling head, the 10% to 90% time is \( \sim 2.4 \) ps. By reducing the substrate thickness to 250 \( \mu \)m, we expect the total rise time to be shortened, because the reflected wave incurs a shorter delay time. Figure 21(a) displays this result as a trace with an overall 10%-90% time of 2.3 ps. The direct and indirect waves are no longer resolved. By reducing the spot size of the sampling beam within the crystal (thus increasing the temporal resolution) we see—in Fig. 21(b)—that the two components can be resolved again while retaining the same overall rise time of \( \sim 2.3 \) ps. By reducing the spot size further, to less than 20 \( \mu \)m, we reduce the electrical transit time across the beam waist to approximately 0.5 ps. Figures 21(c) and 22, respectively, show the rise time and actual trace obtained in this arrangement. The overall rise time is once again the same, as expected, but the direct wave now has a 10%-90% rise time of 850 fs, close to the predicted limit of 500 fs. The ability to resolve a rise time of 850 fs conclusively establishes the maximum possible width of the gating function. Thus, we see how the substrate thickness and beam size play separate roles in determining the overall rise time and resolution, respectively.

In short, we have developed an electro-optic sampling gate capable of characterizing electrical transients with subpicosecond resolution. Combining several conventional electronic instruments, we have been able to exploit the ultrafast response of the Pockels effect while retaining a voltage sensitivity of less than \( 10^{-8} \) of the crystal half-wave voltage.
Photograph of the actual display resulting from sampling the impulse response of a 30 μm gap Cr:GaAs photoconductive detector with a 250 μm substrate thickness. An initial rise time of 850 fs is clearly resolved, indicative of a comparable sampling time.

Also, it is important to emphasize that the temporal resolution of this system is not limited by the inherent response time of the active material but rather by the finite extent of the optical beam waist and the dispersive characteristics of the modulator striplines. Such a system now permits the possibility of analyzing ultrafast electrical processes such as those involved in photoconductive materials, photodetectors, and other picosecond electronic devices with the goal of understanding and improving their operation. Also, by employing high-repetition-rate, ultrafast electrical pulses that can now be well-characterized, it could be possible to reverse the roles of the optical and electrical signals in order to measure the performance of electrically-driven optical modulators with picosecond resolution.
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3.C High-Repetition-Rate Amplification of Subpicosecond Pulses

In the past, amplification of ultrashort optical pulses has been achieved through the use of high-energy nanosecond pump pulses generated by Nd:YAG, nitrogen, excimer, and cavity-dumped argon-ion lasers. In high-gain systems, the effective storage time due to fluorescence, molecular reorientation, and amplified spontaneous emission (ASE) does not exceed a few hundred picoseconds even for dye molecules with long fluorescence lifetimes. Therefore, in order to maximize the energy transfer between the pump and the dye laser pulses, it is important that the population inversion be established in a time significantly shorter than the effective storage time. In addition, the synchronization between the pump and dye laser pulses must be in the order of a fraction of the pump pulse width to take advantage of the peak gain.

A method of obtaining this synchronization is to drive the mode-locked lasers of two lasers with the same RF source. One laser is then used to synchronously pump a dye laser while the other is used to pump the amplifier. The dye laser produces pulses in the order of 100 fs at a repetition rate of 100 MHz.

The synchronous amplifier system was developed in order to provide a repetition rate high enough for signal averaging or lock-in techniques
with an output energy sufficient to observe nonlinear processes. The system layout is as shown in Fig. 23. Subpicosecond pulses from the synchronously-pumped dye laser are amplified in a single-pass two-stage configuration. The amplifier is pumped by an actively Q-switched and mode-locked CW Nd:YAG oscillator (Quantronix 114-R-O/QS ML) which is frequency-doubled in a temperature-tuned CD²*A crystal. This oscillator can be triggered at rates up to 500 Hz while establishing a stable CW mode-locked oscillation (prelase) prior to Q-switching. This prelase ensures an output pulse stable both in amplitude and pulse-width.

![Synchronized amplifier for femtosecond pulses using RF-coupled lasers.](image)

To measure the timing accuracy (jitter) between the two pump lasers, the autocorrelation of each was taken. A Gaussian pulse shape was assumed to determine their respective pulse widths. The cross-correlation was then measured between the two lasers. The jitter was calculated, assuming a Gaussian distribution using,

\[ \tau_{cc}^2 = \tau_r^2 + \tau_{i1}^2 + \tau_{i2}^2 \]

where \( \tau_{cc} \), \( \tau_r \), \( \tau_{i1} \), and \( \tau_{i2} \) are the full-width half-maximum widths of the cross-correlation, first laser, second laser, and the timing fluctuation respectively. In this manner the jitter is measured to be a maximum of 40 ps. There is a large uncertainty in this value due to the inherent difficulty in using the cross-correlation for jitter measurement; however, this value is viewed as an upper limit in light of previous work on mode-locked oscillator synchronization. The autocorrelations of each pump laser and the cross-correlation between the two are as shown in Fig. 24 (this figure is included to illustrate the relative clarity of the data, not the relative widths, since the horizontal scales are not equal).
The dye amplifiers were built using Kiton Red in water as the dye medium with 1 cm path lengths. The energy in the pump pulse is 25 μJ at 0.532 μm. Thirty percent of this energy is deposited in the first stage. Two amplifier stages are used in order to avoid the problem of heating during the train of pump pulses which would otherwise result in thermal blooming of the dye. This thermal problem is the limiting factor in the amplification. Output pulse energies of 350 nJ are obtained at 605 nm.

The thermal problem can be reduced by using a single pulse rather than the full train. Pulse selection has been accomplished either by a Pockels cell switchout external to the cavity or by cavity-dumping the pump laser. Single-pulse energies at 1.06 μm of 300 μJ have been obtained using a Pockels cell cavity dumper. The insertion loss of the dielectric polarizer and Pockels cell requires the prelase gain to be very close to threshold, significantly increasing the fluctuations in output energy.

The amplifier pump laser has a pulse amplitude peak stability of ±1% in a 25-pulse train. This stability is due to the better than 1% regulation on the lamp current and the fact that a CW mode-locked prelase is established prior to Q-switching. By gating the Q-switch on a zero crossing of the carrier frequency (derived from the same synthesizer as the mode-locker RF), absolute timing between the Q-switch trigger and the
peak pulse is established allowing accurate triggering of a switchout. Amplitude fluctuation of the switched-out pulse is ±1.5%.

To determine if the 40 ps jitter was small enough to do synchronous pumping, the gain depletion in the amplifier, shown in Fig. 25, was plotted by measuring the gain as a function of dye-laser-pulse delay. This delay was varied by changing the RF phase to the amplifier pump laser mode-locker, eliminating the need for an optical delay line. The measurement confirms that the synchronization is sufficient to amplify the pulse under peak gain conditions.

![Graph of Kiton Red amplifier gain versus dye pulse delay](image)

The method of RF synchronization of two lasers can be generally applied to a wide range of systems, including the colliding-pulse mode-locked (CPM) laser, provided that the mode-locker RF for the amplifier pump laser is derived from the CPM laser output and the cavity lengths of the two lasers are matched.

Synchronous pumping and amplification offer advantages as methods of femtosecond pulse generation and amplification. The benefits are particularly notable with regards to amplifying efficiency, decreased ASE, and the reduction of temporally-induced amplitude fluctuations. In addition, the synchronization between the amplifier pump pulse and the femtosecond pulse enables us to use the high-energy 1.06 \( \mu \)m pulse to drive detection electronics, such as jitter-free streak cameras, or as an intense pump pulse for use in experiments.
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DEVELOPMENTS IN PICOSECOND RESEARCH


This report covers the activities of the National Laser Users Facility (NLUF) during the quarter April to June 1982. During this period seven users conducted experiments on LLE facilities. The visiting scientists associated with these experiments represented UCLA, Yale University, the University of Maryland, the National Bureau of Standards, the Naval Research Laboratory, the University of Florida, the University of Illinois, and the University of Rochester. Also, during this period, the NLUF Steering Committee met to review and rank new proposals submitted by the users. Nine of the sixteen proposals were accepted, advancing the NLUF to a total of twenty-one user experiments.

Seven user experiments were conducted during this quarter, compiling a total of 317 shots on the Glass Development Laser (GDL) and the OMEGA laser systems. Table 1 gives a summary of the number of shots for each user experiment.

The GDL laser system accommodated four user experiments during the quarter. Typically, the laser system delivered 35 Joules of 0.35 μm laser light in a nanosecond pulse. The laser was focused onto flat targets for either plasma physics or x-ray diffraction experiments. Research scientists from the following four institutions participated in the experiments:

1. Francis Chen, Chan Joshi, and Humberto Figueroa (UCLA), and Nizarali Ebrahim and Hiroshi Azechi (Yale University).
The UCLA/Yale experiment accumulated 78 system shots during this quarter (in the previous quarter they received 17 experimental shots plus 25 diagnostic check-out shots). The objective of the experiment is to study the effects of specific instabilities in producing energetic electrons or scattering of the laser light. [The specific instabilities are Stimulated Raman Scattering (SRS) and two-plasmon decay.] These instabilities occur at densities less than or equal to quarter-critical (at an electron density of $2 \times 10^{21}$ for 0.35 $\mu$m laser light). A long scale-length plasma is used to simulate the conditions expected in reactor-sized targets. The long scale-length is formed by focusing two pulses, separated by 1 ns, onto a foil target. The first pulse has an energy of approximately 7 J at 1.054 $\mu$m and forms the long scale-length plasma. The second pulse has an energy of 35 J at 0.35 $\mu$m and is used to study the instabilities. The spot size of the 1.054 $\mu$m beam was 1 mm, producing an irradiance of $5 \times 10^{16}$W/cm$^2$. The 0.35 $\mu$m beam was tightly focused to 70 $\mu$m diameter, yielding an irradiance of $10^{16}$W/cm$^2$. This special optical arrangement was provided by members of the LLE scientific staff.

The diagnostics for the experiment consisted of a user-supplied, visible spectrograph to examine the Raman spectrum and two electron spectrometers for the angular distribution of hot electrons. Other diag-
Figure 26 shows the geometry of a Laue-type spectrograph. A Laue-type spectrograph was constructed by the National Bureau of Standards and used to examine a titanium spectrum produced from a laser plasma. Figure 27 shows typical titanium spectra recorded (on different shots) using Laue- and Bragg-type spectrographs. The spectra...
show both helium-like and hydrogenic spectra, including resonance lines and satellites. The line ratios are different in the two examples; the Laue experiment used a larger laser focal spot which produced a lower plasma electron temperature. Also, the spectral dispersion is different for the two examples; this accounts for the closer spacings of lines in the Laue geometry. In other respects the Laue spectrogram exhibits features comparable to the features in the Bragg spectrogram.

Fig. 27
A comparison of Laue and Bragg x-ray spectrographs.
(a) spectrum of titanium using a Laue spectrograph
(b) spectrum of titanium using a Bragg spectrograph

A Laue spectrograph may be used as a diagnostic for compression measurements in laser-fusion experiments. This application uses x-rays to backlight a fusion target and measure the x-ray transmission. An example of this technique is shown in Fig. 28. This figure shows the x-ray transmission of a 420 μm diameter CH₂ sphere placed at the Laue focus. The x-rays used for this example are at 4.750 keV from the 1s²-1s2p Ti⁺ line. The measured x-ray transmission compares well with the calculation.

The University of Rochester experiment conducted by Jim Forsyth and Robert Frankel uses x-rays from a laser-plasma source for kinetic x-ray diffraction experiments. Preliminary results from this experiment were reported in LLE Review, Volume 8. During this quarter, target shots were used to test upgrades of the diagnostic equipment.

The remaining four user experiments were conducted on the OMEGA facility. The system was operated at a nominal pulse width of 100 ps and typically delivered 600 Joules on target. In most of the experiments, all
Backlighting of a CH$_3$ sphere in a Laue geometry. A monochromatic image is shown using 4.750 keV x-rays produced from a titanium target.

The Naval Research Laboratory experiment received 26 shots in this quarter. Dr. Feldman and his colleagues studied the soft x-ray emission from spherical targets irradiated by the OMEGA laser system. The goal of the experiment is to identify the line emission from high-Z elements in order to develop an application of spectroscopic diagnostics of inertial fusion conditions. This application will be useful in examining the density and temperature in the lower temperature region of the plasma. X-rays emitted from the lower temperature plasma regions will tend to originate in lower ionization stages and the emission will tend to be concentrated in the soft x-ray region of the spectrum.

The configuration for the experiment was to focus all 24 beams from the OMEGA system onto spherical targets composed of different elements. The spectrograph is the same one used in the University of Maryland experiments. The targets were glass microballoons with coatings of titanium, copper, parylene, or gold. One type of target was filled with krypton gas. (Details of the target coating and filling procedures can be found in LLE Review, Volumes 7 and 8.) A soft x-ray spectrum was recorded for each of the above types of targets.
The University of Florida experiment received 55 shots to examine the physics of x-ray line profiles in laser fusion experiments. A measurement of these x-ray line profiles is useful in determining plasma conditions, such as density and fuel $\rho R$.

The experiment consisted of irradiating spherical microballoons filled with either argon gas or a mixture of argon and neon. Various pressures of the gas mixtures were used to examine the effects of argon cooling in the implosions. Diagnostics for the experiment examined the x-ray emission from both the gas and the glass components.

Several of the diagnostics were supplied by Lawrence Livermore National Laboratory, including a zone-plate-coded image camera, and transmission x-ray gratings. The total x-ray diagnostic complement included (1) a zone-plate-coded image camera to evaluate the sphericity of the implosion (the diagnostic covers a range of approximately 3 to 30 keV, in five distinct energy bands, with a spatial resolution of 4-8 microns); (2) time- and spatially-resolved x-ray spectroscopy measurements using transmission x-ray gratings (covering a range of 500 eV to 5 keV) employed with an LLE-supplied x-ray streak camera for temporal resolution, and with an LLE-supplied grazing-incidence reflection microscope for spatial resolution; and (3) two flat crystal (LLE) x-ray spectrometers to examine the line emission of silicon, neon, and argon.

The University of Illinois experiment was completed in this quarter with 60 shots on the OMEGA facility. This experiment was designed to examine the energy loss of fusion-reaction products as they passed through the outer parts of the expanding plasma. These fusion products act as "test particles" since they are emitted in a short time, compared with the time taken for the total target implosion.

The experimental diagnostic was a particle time-of-flight spectrometer capable of measuring the 3.5 MeV alpha particles emitted in DT reactions and the 3.0 MeV protons emitted from DD reactions. Spherical microballoons were filled with a mixture of deuterium and tritium in the ratio of 95% deuterium to 5% tritium at a pressure of 20 atmospheres. This mixture was chosen to enhance the 3 MeV proton signal since the DD reaction rate is approximately 1/100 of the DT reaction. Data was recovered for a variety of target diameters and wall thicknesses to examine the particle energy losses as a function of target mass.

The University of Rochester experiment consisted of two dedicated and fourteen shared shots to test a focusing x-ray crystal spectrometer. This curved-crystal, x-ray spectrometer is a "Von-Hamos" type, designed to focus the x-ray emission, and hence provide increased sensitivity over flat crystals. Thus, reduced amounts of a tracer gas can be added to the target while still recording the tracer x-ray emission.

The experiment attempted to record the emission from a variety of elements in typical implosion experiments. Elements of krypton, germanium, silicon, and copper were used. Krypton gas was filled inside a glass microballoon, and the other elements were coated onto the glass. A preliminary examination of the x-ray spectra shows lines from all of the
elements. Especially interesting is the ability to record the Lyman-α hydrogenic line \((1s-2p)\) and heliogenic lines of copper and germanium. The heliogenic \(1s^2-1s2p\) line of krypton was also recorded.

These experiments were supported by contracts with the U.S. Department of Energy, except for J. M. Forsyth's work, which is supported by the National Science Foundation and the National Institutes of Health.

The targets used by the Naval Research Laboratory (Uri Feldman), University of Florida (C. F. Hooper, Jr.), University of Illinois (George Miley), and the University of Rochester (Barukh Yaakobi) were supplied by KMS Fusion, Inc. and by the University of Rochester's Laser Fusion Feasibility Project. The targets used by the University of Maryland (Hans Griem) and the National Bureau of Standards (Anthony Burek) were supplied by the University of Rochester's Laser Fusion Feasibility Project.

Future issues of the LLE Review will highlight additional results from user experiments performed in this quarter.

During this quarter, on June 4, 1982, the NLUF Steering Committee had their third meeting, to review and approve proposals, and to recommend funding of approved proposals to the Department of Energy. The Committee membership remained the same as that at the previous meeting, consisting of scientists from a broad range of areas, including laser fusion, atomic physics, plasma physics, astrophysics, biophysics, and materials research. The Committee membership consists of Dr. David T. Attwood, Jr. (Lawrence Livermore National Laboratory), Dr. Michael Bass (University of Southern California), Dr. Manfred A. Biondi (University of Pittsburgh), Dr. Thomas C. Bristow (non-voting Executive Secretary, University of Rochester), Dr. Donald L. D. Caspar (Brandeis University), Dr. Lamar W. Coleman (absent, Lawrence Livermore National Laboratory), Dr. Gordon P. Garmire (Pennsylvania State University), Dr. Hans R. Griem (University of Maryland), and Dr. Brian J. Thompson (Chairman, University of Rochester).

The Committee approved 9 of 16 proposals for user experiments. The approved experiments are in areas of laser fusion, plasma physics, and x-ray biophysics. These new proposals are from the following investigators:


4. NLUF Proposal 42: U. Feldman (Naval Research Laboratory), "Measurements of Spatially-Resolved High-Resolution Spectra of Laser-Produced Plasmas Using the OMEGA Laser Facility at the University of Rochester."

5. NLUF Proposal 43: T. Blue (University of Illinois), "Measurement of D-3He Proton Yield With CR-39 as a Diagnostic for Inertial Confinement Fusion Experiments."

6. NLUF Proposal 44: H. Griem (University of Maryland), "Shifts and Widths of Hydrogenic Ion Lines: Experimental Proposal for Continuation of Measurements at the University of Rochester Laser Users Facility."

7. NLUF Proposal 46: B. Henke (University of Hawaii), "Development and Evaluation of a Streak-Camera-Coupled Elliptical-Analyzer Spectrograph System for the Diagnostics of Laser-Driven X-Ray Sources (100-10,000 eV Region)."

8. NLUF Proposal 48: F. Chen (UCLA), "Studies of the Two-Plasmon Decay and Stimulated Raman-Scattering Instabilities in Hot, Long Scale-Length Plasmas."


Further information on the NLUF is available by writing to:

Thomas C. Bristow, Manager
National Laser Users Facility
Laboratory for Laser Energetics
University of Rochester
250 East River Road
Rochester, New York 14623
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G. Weyl, D. Rosen, J. Wilson, and W. Seka, "Laser-Induced Breakdown of Argon at 0.35 μm," accepted for publication by Physical Review A: General Physics.

R. W. Short, R. Bingham, and E. A. Williams, "Filamentation of Laser Light in Flowing Plasmas," accepted for publication by Physics of Fluids.

J. Reynolds, "Information Management Data Base for Fusion Targets," accepted for publication by Journal of Vacuum Science and Technology.
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the Twelfth Annual Conference on Anomalous Absorption of Electromagnetic Waves, Sante Fe, New Mexico, May 1982.


