About the Cover:

Senior Scientist Sean Regan (left) and graduate student Hiroshi Sawada (right) (of the Department of Mechanical Engineering) analyze an x-ray absorption spectrum measured on the OMEGA Laser System. The time-resolved spectrum was recorded on film using an x-ray streak camera outfitted with a Bragg crystal spectrometer. A digital image of the absorption spectrum is projected in the background. An investigation of thermal transport in direct-drive targets is the main subject of Mr. Sawada’s Ph.D. thesis research. The shock-heating and heat-front penetration resulting from the laser-ablation process are examined spectroscopically using a point-source x-ray backlighter. When the shock, and subsequently the heat front, reach the buried Al tracer layer in a planar plastic target, the Al is ionized and a time history of the electron temperature is inferred from the Al absorption spectral features. Experimental results of shock heating for direct-drive targets along with laser-aborption and mass-ablation-rate measurements are compared with simulations of the one-dimensional hydrodynamics code LILAC (see “Laser Absorption, Mass Ablation Rate, and Shock Heating in Direct-Drive Inertial Confinement Fusion,” p. 1).

In preparation for a shot day on the OMEGA Laser System, Senior Scientist Sean Regan (principal investigator) presents the experimental objectives of the shock-heating campaign to the watchstanders at the 0800 Pre-Watch Briefing. Watchstanders are responsible for different aspects of the laser operation, including experimental operations, laser drivers, beamline operations, power conditioning, and amplifiers. Thirty watchstanders are needed for a 12-h shot day on OMEGA, which requires pre-watch system-startup activities beginning at 0400.
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In Brief

This volume of the LLE Review, covering October–December 2006, features “Laser Absorption, Mass Ablation Rate, and Shock Heating in Direct-Drive Inertial Confinement Fusion,” by S. P. Regan, R. Epstein, V. N. Goncharov, I. V. Igumenshchev, D. Li, P. B. Radha, H. Sawada, W. Seka, T. R. Boehly, J. A. Delettrez, O. V. Gotchev, J. P. Knauer, J. A. Marozas, F. J. Marshall, R. L. McCrory, P. W. McKenty, D. D. Meyerhofer, T. C. Sangster, S. Skupsky, V. A. Smalyuk, and B. Yaakobi (LLE); D. Shvarts, (Negev Research Center, Ben Gurion University, Israel); and R. C. Mancini (University of Nevada). In this article (p. 1), the authors report on direct-drive laser absorption, mass ablation rate, and shock-heating experimental studies on the OMEGA Laser System, which are used to validate hydrodynamic simulations. A comprehensive set of measurements tracking the flow of energy from the laser to the target was conducted. Time-resolved measurements of laser absorption in the corona are performed on spherical implosion experiments. The mass ablation rate is inferred from time-resolved Ti K-shell spectroscopic measurements of nonaccelerating, solid CH spherical targets with a buried tracer layer of Ti. Shock heating is diagnosed in planar-CH-foil targets using noncollective spectrally resolved x-ray scattering and also in targets with a buried tracer layer of Al using time-resolved x-ray absorption spectroscopy. A detailed comparison of the experimental results and the simulations indicates that a time-dependent flux limiter in the thermal transport model is required to simulate the laser-absorption measurements.

Additional highlights of research presented in this issue include the following:

- J. R. Rygg, J. A. Frenje, C. K. Li, F. H. Séguin, and R. D. Petrasso (Plasma Science and Fusion Center, MIT) along with J. A. Delettrez, V. Yu. Glebov, V. N. Goncharov, D. D. Meyerhofer, P. B. Radha, S. P. Regan, and T. C. Sangster (LLE) present results of nuclear measurements of fuel–shell mix in inertial confinement fusion implosions on OMEGA (p. 14). To probe the extent of mix, nuclear yields were measured from implosions of capsules containing a deuterated plastic (CD) layer and filled with pure $^3$He. $^3$He-proton spectral measurements have been used to constrain the amount of mix at shock time, to demonstrate that some of the fuel mixes with the CD layer, and that capsules with a higher initial fill density or thicker shell are less susceptible to the effects of mix.

- C. K. Li, F. H. Séguin, J. A. Frenje, J. R. Rygg, and R. D. Petrasso (Plasma Science and Fusion Center, MIT); R. P. J. Town, P. A. Amendt, S. P. Hatchett, O. L. Landen, A. J. Mackinnon, P. K. Patel, and M. Tabak (LLNL); and J. P. Knauer, T. C. Sangster, and V. A. Smalyuk (LLE) report on magnetic-field evolution and instabilities in laser-produced plasmas (p. 21). Monoenergetic proton radiography was used to make the first measurements of a laser–plasma-generated magnetic ($B$) field structure and evolution over a time interval that is longer compared to the laser pulse duration. While a circular, long-pulse (1-ns), low-intensity (~$10^{14}$ W/cm$^2$) laser beam illuminates a plastic foil, a hemispherical plasma bubble forms and grows linearly, surrounded by a symmetric $B$ field. After the laser turns off, the bubble continues to expand, but field strengths decay and the field structure around the edge becomes asymmetric through the resistive-interchange instability.

performed using the two-dimensional hydrodynamic code \textit{DRACO}. A nonuniformity-budget analysis has been constructed and suggests that two-dimensional smoothing by spectral dispersion (SSD) is needed to reduce single-beam nonuniformities to levels sufficient for ignition to proceed.


- D. H. Edgell, R. S. Craxton, L. M. Elasky, D. R. Harding, S. J. Verbridge, M. D. Wittman, and W. Seka present three-dimensional characterization of spherical cryogenic targets using ray-trace analysis of multiple shadowgraph views (p. 46). A 3-D ray-tracing model into the backlit optical shadowgraph analysis, which is the primary diagnostic for hydrogenic ice-layer characterization in cryogenic targets at LLE, was incorporated. The result is an improved self-consistent determination of the hydrogen/vapor surface structure for cryogenic targets up to mode numbers around $\ell_{\text{max}} = 16$.

- L. Sun and J. R. Marciante present filamentation analysis in large-mode-area fiber lasers (p. 55). Starting from the paraxial wave equation, an analytic expression for filament thresholds in fiber lasers is derived. The occurrence of filamentation is determined by the larger of two thresholds—one of perturbative gain and one of spatial confinement. The threshold value is around a few megawatts.

- J. R. Marciante, W. R. Donaldson, and R. G. Roides present a technique for enhanced-dynamic-range, single-shot measurement of nanosecond optical pulses by averaging of replicated pulses (p. 61). A dynamic-range enhancement of three bits is experimentally demonstrated and compared with conventional multi-shot averaging. This technique can be extended to yield an increase of up to seven bits of additional dynamic range over nominal oscilloscope performance.

\textit{Igor Igumenshchev}

\textit{Editor}
Laser Absorption, Mass Ablation Rate, and Shock Heating in Direct-Drive Inertial Confinement Fusion

Introduction
Inertial confinement fusion (ICF) occurs when a spherical shell target containing cryogenic thermonuclear fuel (i.e., DT) is imploded. The implosion is initiated by the ablation of material from the outer surface using either intense laser beams (direct drive) or x rays produced in a high-Z enclosure (indirect drive). The ablated shell mass forms a coronal plasma that surrounds the target and accelerates the shell inward via the rocket effect. When the higher-density shell converges toward the target center and is decelerated by the lower-density fuel, a hot spot forms. Compression by the cold, dense shell causes the pressure and DT fusion reaction rate of the hot spot to increase. It is predicted that the $\alpha$-particle fusion products will deposit sufficient energy in the hot spot to launch a thermonuclear burn wave out through the cold, dense fuel in the shell just prior to stagnation when the areal density of the hot spot exceeds $0.3\, \text{g/cm}^2$ and the hot-spot temperature reaches $10\, \text{keV}$ (Ref. 4). Energy gain with hot-spot ignition depends on the implosion velocity of the shell $V_{\text{imp}}$, the shell areal density $\rho R_{\text{shell}}$ at the time of burn, and the in-flight shell adiabat $\alpha = P_{\text{fuel}} / P_{\text{Fermi}}$, defined as the ratio of the pressure in the main fuel layer $P_{\text{fuel}}$ to the Fermi-degenerate pressure $P_{\text{Fermi}}$.

A physical understanding of the energy transport from the laser to the target is required to develop capsule designs that can achieve energy gain with ICF. An experimental investigation of direct-drive energy coupling is the subject of this article. The 60-beam, 30-kJ, 351-nm OMEGA Laser System is used to irradiate millimeter-scale, spherical and planar plastic and cryogenic DT targets on nanosecond time scales with peak intensities $I$ ranging from $10^{13}$ to $10^{15}\, \text{W/cm}^2$. High levels of laser drive uniformity are achieved with 2-D smoothing by spectral dispersion (SSD) and polarization smoothing (PS). The three major parts of energy coupling—laser absorption, electron thermal transport, and shock heating of the target—were diagnosed with a wide variety of experiments. The experimental results are compared with the simulations of the 1-D hydrodynamics code LILAC, which is used to design ignition targets for the 1.8-MJ, 351-nm, 192-beam National Ignition Facility (NIF). The initial design of a direct-drive-ignition target relies on 1-D simulations to optimize the energetics of the implosion. Subsequent calculations are performed with the 2-D hydrodynamics code DRACO to mitigate the deleterious effects of hydrodynamic instabilities on target performance. Energy coupling to the target is primarily a 1-D effect; therefore, comparisons of experimental results with 1-D LILAC simulations are presented. The physics of direct-drive energy coupling is similar for plastic and cryogenic targets. The initial coupling is identical since cryogenic targets have a thin plastic ablator; however, the subsequently formed lower-Z, hydrogen-isotope, coronal plasma absorbs less laser energy. Plastic targets reduce the complexity and cost of the experiment and increase the shot rate.

ICF target acceleration and deceleration are realized when hot, low-density plasma pushes against cold, high-density plasma, making the target implosion inherently susceptible to the Rayleigh–Taylor (RT) hydrodynamic instability. High-gain, direct-drive ICF target implosions require accurate predictions of the shell adiabat $\alpha$ since it defines the minimum energy needed for hot-spot ignition and the amount of ablative stabilization in the RT growth rate. The shell adiabat is tuned by varying the temporal pulse shape of the laser irradiation. The minimum energy for hot-spot ignition scales as $E_{\text{min}} \propto (a^{1.8}/V_{\text{amp}}^{5.8})$ (Refs. 11 and 12); hence, low-adiabat implosions with high-implosion velocities require less laser energy to ignite. A higher adiabat at the ablation front reduces the RT growth rate $\gamma_{\text{RT}} = \sigma_{\text{RT}} \sqrt{k_g} - \beta_{\text{RT}} V_a$, where $\sigma_{\text{RT}}$ and $\beta_{\text{RT}}$ are constants, $k$ is the wave number of the perturbation, and $g$ is the target acceleration (Refs. 18 and 19), by increasing the ablative stabilization term, which is proportional to the velocity of the ablation front with respect to the unablated shell $V_a$. The ablation velocity depends on the shell adiabat $V_a \propto a^{3/5}$ (Ref. 19). A balance must be struck between the laser energy and the shell stability constraints to choose a shell adiabat.

A schematic of direct-drive energy coupling is presented in Fig. 109.1. After the initial breakdown of the target surface with the intense laser beams, the laser light no longer propagates to the ablation front. Instead, the expanding coronal plasma forms a critical electron density $n_e = \pi m e^2 / \epsilon^2 \lambda_L^2$, where $m$ is the
electron mass, $c$ is the speed of light, $e$ is the electron charge, and $\lambda_L$ is the laser wavelength, and the laser energy is absorbed primarily via inverse bremsstrahlung in the underdense corona having electron densities less than the critical density $n_e < n_{cr}$, where $n_{cr} (\lambda_L = 351 \text{ nm}) = 9 \times 10^{21} \text{ cm}^{-3}$. The fraction of laser energy absorbed in the corona, $f_{abs}$, is inferred from measurements of the scattered light.

The laser ablation process launches a shock wave into the target that compresses and heats the shell (Fig. 109.1). This primary source of heating determines the adiabat for the bulk of the shell. X-ray radiation and energetic electrons provide additional but lower levels of shell heating. Diagnosing the plasma conditions in the shock-heated shell and modeling its equation of state are challenging since they straddle the boundaries between Fermi-degenerate, strongly coupled, and weakly coupled plasmas (i.e., $10^{23} \text{ cm}^{-3} < n_e < 10^{24} \text{ cm}^{-3}$ and $10 \text{ eV} < T_e < 40 \text{ eV}$). Such plasmas are too cold to emit x rays and too dense to be probed with optical Thomson scattering. The amount of shock heating in planar-CH-foil targets was diagnosed with time-resolved x-ray absorption spectroscopy\textsuperscript{35–37} and noncollective spectrally resolved x-ray scattering.\textsuperscript{38}

The implosion can be divided into four stages: shock propagation, acceleration phase, deceleration phase, and peak compression. This article concentrates on the first two stages, when the laser irradiates the target and when the shell adiabat is set. It is organized as follows: A description of the 1-D hydrodynamics code and its predictions are presented in **1-D Hydrodynamics Code** (p. 2). The scattered-light measurements are presented in **Laser-Absorption Experiment** (p. 3). The laser-driven burnthrough measurements are described in **Mass-Ablation-Rate Experiment** (p. 5). The shock-heating measurements are presented in **Shock-Heating Experiment** (p. 8). Throughout this article, the highly reproducible experimental results achieved with a high level of laser drive uniformity are shown to constrain the modeling of direct-drive energy transport from the laser to the target. The limitations of the flux-limited thermal-transport model\textsuperscript{23} and further improvements in the modeling are presented in **Discussion** (p. 11). A nonlocal treatment of the thermal transport, which is in progress,\textsuperscript{39} is expected to improve agreement between the simulation and the experiment.

### 1-D Hydrodynamics Code

Direct-drive implosions on the OMEGA Laser System are routinely simulated with the 1-D hydrodynamics code **LILAC.\textsuperscript{15}** This code is used to design high-gain, direct-drive implosions for the NIF.\textsuperscript{6,8,9} The electron thermal conduction that throttles the energy flow in direct-drive ICF is challenging to model.\textsuperscript{23,39,40} As described below, it is currently simulated with a flux-limited thermal-transport model. The main objective of this detailed investigation is to tune the physics models in **LILAC** by comparing the predicted laser absorption, mass ablation rate, and shock heating with the measured quantities. Accurate simulations of OMEGA experiments will instill confidence in the target designs for the NIF.
A detailed description of LILAC can be found elsewhere with the main features of the code described in this section. Laser absorption is calculated using a ray-trace algorithm that models inverse bremsstrahlung. Transport of radiation is modeled through multigroup diffusion with the Los Alamos National Laboratory Astrophysical Tables providing the opacities. The SESAME tables are used to model the equation of state. LILAC uses a flux-limited Spitzer–Härm electron-thermal-conduction model that calculates the effective heat flux using a sharp cutoff model \( q_{\text{eff}} = \min(q_{\text{SH}}, f q_{\text{FS}}) \). The heat flux is proportional to the temperature gradient \( q_{\text{SH}} = -k \nabla T_e \). In the region where \( q_{\text{SH}} > q_{\text{FS}} \), the heat flux is calculated as a fraction \( f \) of the free stream limit \( q_{\text{FS}} = n T_e V_T \), where \( k \) is the heat conductivity, \( T_e \) is the electron temperature, \( V_T = \sqrt{T_e/m_e} \) is the thermal electron velocity, and \( n_e \) is the electron density. The coefficient \( f \) is commonly referred to as a “flux limiter.” Typical values of \( f \) for simulations of direct-drive experiments are 0.04 < \( f \) < 0.1. The larger the flux limiter, the closer the heat flux is to the classical Spitzer–Härm limit.

The classical heat-transport theory of Spitzer–Härm is valid when the mean free path of the electron is much smaller than the temperature-gradient length of the plasma. This is not a good approximation for the steep gradients near the critical density in direct-drive ICF. Nonlocal energy-transport calculations have been proposed using Fokker–Planck codes to model the heat flux in direct-drive ICF when the temperature scale length is a few electron mean free paths; however, until recently such calculations have been implemented with limited success in hydrodynamics codes. A new nonlocal-transport model using a simplified Boltzmann equation (Krook model) has been developed and incorporated in LILAC.

**Laser-Absorption Experiment**

The fraction of laser energy absorbed in the corona is inferred from power measurements of the 351-nm light scattered from spherical implosions of cryogenic D\(_2\) and plastic-shell targets. Scattered light is detected behind two focusing lenses in the full-aperture backscatter stations (FABS) of beams 25 and 30: time-resolved spectra and calorimetric measurements are recorded. Time-resolved spectra of the scattered light collected between the focusing lenses are also recorded. The scattered light is assumed to be distributed uniformly over \( 4\pi \) since the calculated deviations from isotropy are in the 1% to 2% range. As shown in Fig. 109.2, there is good agreement (within \( \pm 2\% \) rms) between time-integrated
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The measured absorption is systematically higher than predicted during the first 100 to 200 ps of the laser pulse. This is difficult to see in Fig. 109.3(b) because of the compressed time scale. The higher absorption at early times during the initial plasma formation is more apparent with a double-picket laser pulse (i.e., a train of two 100-ps laser pulses separated by 400 ps with ~2 J/beam in the first pulse and ~8 J/beam in the second pulse) experiment. The double-picket laser pulse shape is presented in Fig. 109.4(a), with the resulting streaked spectrum of the measured scattered light shown in Fig. 109.4(b).

The overall accuracy of the FABS calorimetry is estimated at 1% to 2% rms. Systematic errors of ±3% between the calorimeters in the two FABS stations arise from the shot-to-shot variations in the transmissions of the blast shields protecting the OMEGA focus lenses that are coated with target debris from experiments. These errors are calibrated and corrected during routine system maintenance every few weeks.

Since the shell adiabat is tuned by varying the temporal pulse shape of the laser irradiation, power measurements of the scattered light are essential to characterize the drive. The time-resolved scattered-light spectrum presented in Fig. 109.3(a) was recorded for the shaped laser pulse drive shown on a linear scale in Fig. 109.3(a) and a log scale in Fig. 109.3(b). The laser pulse has a low-intensity foot followed by a higher-intensity main drive. The shell adiabat is set during the foot portion of the pulse. A comparison of the time histories of the measured, spectrally integrated, scattered-light signal and the LILAC prediction is shown in Fig. 109.3(b). Two flux limiters were considered: \( f = 0.06 \) and \( f = 0.1 \). Overall the LILAC prediction for the scattered-light power is in good agreement with the measurement over more than three orders of magnitude; however, some differences (10% of the absolute scattered-light fraction) are observed that could affect the shock dynamics (i.e., shock timing and shock strength). It is difficult to ascribe a single rms error estimate to the time-resolved absorption (or scattered-light) measurements. The absorption and scattering processes are affected by detailed coronal plasma conditions created by the incident laser pulse shape. During the first 100 ps of the laser pulse and at low intensities, the discrepancy can be as high as 50% or more without affecting the time-integrated absorption, while later in the plasma evolution, nonlinear effects can instantaneously lead to enhanced scattering of up to 10%. These discrepancies are well outside the experimental error bars, which depend on the dynamic range and the recording intensities on the streak camera. The discrepancy revealed with the scattered-light power is not evident in shock-velocity measurements, which can discriminate between the flux limiters under consideration.

The measured absorption is systematically higher than predicted during the first 100 to 200 ps of the laser pulse. This is difficult to see in Fig. 109.3(b) because of the compressed time scale. The higher absorption at early times during the initial plasma formation is more apparent with a double-picket laser pulse (i.e., a train of two 100-ps laser pulses separated by 400 ps with ~12 J/beam in the first pulse and ~18 J/beam in the second pulse) experiment. The double-picket laser pulse shape is presented in Fig. 109.4(a), with the resulting streaked spectrum of the measured scattered light shown in Fig. 109.4(b).

Figure 109.3
(a) Time-resolved spectral measurement of 351-nm scattered laser light for a shaped laser pulse irradiating a spherical DT cryogenic implosion target having a 95-\( \mu \)m-thick cryogenic DT layer inside a 5.4-\( \mu \)m-thick CD shell. The incident pulse shape (solid curve) and the broad incident spectrum (dotted curve) are overplotted on linear scales. (b) Spectrally integrated power measurement of scattered laser light (dashed curve) recorded with a laser pulse shape (solid curve) incident on target. LILAC predictions for two flux limiters are shown: \( f = 0.06 \) (dotted curve) and \( f = 0.1 \) (solid curve). Time-integrated laser absorption fractions are listed for the three scattered-light curves.

Measured absorption fraction = 67%
LILAC \( f = 0.06 \) = 67%
LILAC \( f = 0.1 \) = 77%
Although the 52% temporally integrated absorption fraction inferred from the experiment for the first peak is higher than the 39% LILAC prediction with \( f = 0.06 \), a simulation with a higher flux limiter of \( f = 0.1 \) (predicted absorption fraction = 53%) matches the experimental result. After the corona is established with the first pulse, the measured absorption fraction of the second pulse (72%) is matched with the lower flux limiter (predicted absorption fraction = 72%), while the higher flux limiter of \( f = 0.1 \) overpredicts an absorption fraction of 84%. Therefore, the flux limiter needs to vary in time to simulate the measured absorption fraction. Fokker–Planck simulations have predicted a time-varying flux limiter. The enhanced absorption at early times is likely due to resonance absorption at very low \( I\lambda^4 < 10^{13} \text{ W} \mu\text{m}^2/\text{cm}^2 \) with concomitant low energetic electron production (\( T_e < 10 \text{ keV} \)). In the overall energetics, this enhanced absorption is negligible; however, the energetic electrons can deposit their energy in the shell.  

The time-resolved scattered-light spectra shown in Figs. 109.3(a) and 109.4(b) contain significant information. The initial rapid blue shift in the spectra is directly related to the rapid buildup of the plasma corona whose optical path length decreases as the plasma size increases. This is most easily seen in Fig. 109.4(b) where the incident laser bandwidth was very narrow compared to the scattered-light spectra shown. In addition, the broad incident spectrum presented in Fig. 109.3(a) (dotted line) changes dramatically during the high-intensity part of the laser pulse, indicating that nonlinear processes are changing the spectra and possibly the scattered-light levels. A detailed investigation of these spectra is currently underway.

**Mass-Ablation-Rate Experiment**

The mass ablation rate is inferred from time-resolved x-ray measurements of solid, spherical plastic targets with buried tracer layers of Ti. Hydrodynamic instabilities are expected to have negligible effects on the inferred mass ablation rate since these targets do not accelerate. The 1-D simulations show that the shell trajectory of an imploding target has a negligible effect on the mass ablation rate for the 1-ns square laser pulse; therefore, the non-accelerating, solid, spherical burnthrough target is predicted to have a mass ablation rate similar to the shell target. The target shown in Fig. 109.5 is irradiated with 60 beams smoothed with 2-D SSD and PS using a 23-kJ, 1-ns square laser pulse with a peak intensity of \( 1 \times 10^{15} \text{ W/cm}^2 \). The ablation time is measured for three ablator thicknesses (2, 5, and 8 \( \mu\text{m} \)) to sample the mass ablation rate at different times during the laser pulse. It is predicted that the mass ablation rate for the 1-ns square laser pulse, having near-constant laser irradiation, has small temporal variations; therefore, the burnthrough experiment is not preferentially sampling particular times during the laser pulse. The mass ablation rate is inferred from the onset of the K-shell emission of the ablated Ti tracer layer. Prior to ablation the Ti layer is too cold to emit x rays; however, as the Ti is ablated into the hot corona, a significant fraction of

![Diag of nonaccelerating target used for laser-driven burnthrough experiment](E15327JR)

The solid, spherical plastic (CH) target has a buried tracer layer of Ti (0.1 \( \mu\text{m} \) thick). The target specifications and laser irradiation conditions are shown.

---

Image 119x592 to 258x664

**Figure 109.4**

(a) Intensity of double-picket laser pulse shape irradiating a spherical plastic target, and (b) associated time-resolved, spectral measurement of scattered laser light. Measured time-integrated laser absorption fractions are listed for the two 100-ps picket pulses and compared with the LILAC predictions for two flux limiters (\( f = 0.06 \) and \( f = 0.1 \)). The first pulse has \(~12 \text{ J/beam}\) and the second pulse has \(~18 \text{ J/beam}\).

**Figure 109.5**

Diagram of nonaccelerating target used for laser-driven burnthrough experiment. The solid, spherical plastic (CH) target has a buried tracer layer of Ti (0.1 \( \mu\text{m} \) thick). The target specifications and laser irradiation conditions are shown.
its population is ionized to the He-like and H-like charge states and emits K-shell emission in the 4.5- to 5.5-keV photon energy range. The experimental signature of burnthrough is given by the Ti He\(_\alpha\) emission.

Time-resolved, Ti K-shell spectroscopic measurements were performed with x-ray streak cameras\(^5^1\) outfitted with a Bragg crystal spectrometer that used a flat RbAP (rubidium acid phthalate) crystal to disperse the spectrum onto a gold photocathode. The time axis for the streaked x-ray spectra was established as follows: The streak speed of the camera is calibrated using a temporally modulated ultraviolet laser pulse (i.e., a sequence of eight consecutive Gaussian laser pulses having a 548-ps period). The temporal resolution, defined by the streak speed and the photocathode slit width, is 50 ps. Defining the time \(t = 0\) is challenging because the initial x-ray emission from the target is below the detection threshold of the diagnostic. Using the 4.5-keV x-ray continuum emission as a timing fiducial, the absolute timing is determined by synchronizing the measured pulse with the simulated one as described below. The synchronization is performed for each flux limiter under consideration since the temporal shape of the x-ray pulse depends on the flux limiter. The standard deviation of the difference between the measured and simulated x-ray pulse duration is 50 ps; therefore, the uncertainty in the measured burnthrough time is estimated to be \(\pm 50\) ps. The spectra recorded for the 2-\(\mu\)m CH ablator are shown in Fig. 109.6(a). The laser strikes the target at \(t = 0\) ns and the onset of the Ti He\(_\alpha\) signature burnthrough emission occurs around 0.3 ns. A similar measurement is presented in Fig. 109.6(b) for the 8-\(\mu\)m CH ablator. The spectral resolving power \((E/\Delta E \sim 50)\) is limited by source broadening but is clearly high enough to resolve the prominent Ti K-shell emissions. The streaked spectra presented in Fig. 109.6 show that the burnthrough occurs later for the target with the thicker CH ablator, as expected.

Weak Ca K-shell emissions are observed in the burnthrough x-ray spectra of Fig. 109.6. Calcium is a surface contaminant of the solid plastic target introduced during production of the sphere. The calcium layer is ablated into the coronal plasma and emits K-shell emission around the same time as Ti. It is an experimental artifact that does not affect the measured burnthrough time.

The x-ray emission from the corona is simulated by post-processing the LILAC prediction with the time-dependent atomic physics code Spect3D.\(^5^2\) As mentioned above, the x-ray continuum emission from the target during the first few hundred picoseconds is below the detection threshold of the diagnostic; therefore, the absolute timing of the measurement is established by synchronizing the measured x-ray continuum in the 4.5-keV range with the LILAC/Spect3D prediction. The

![Figure 109.6](E15067JR)

(a) Streaked x-ray spectrum recorded on a laser-driven burnthrough experiment with the prominent Ti K-shell emissions identified for the 2-\(\mu\)m-thick CH ablator. The mass ablation rate is inferred from the signature Ti He\(_\alpha\) emission. (b) Streaked x-ray spectrum for the 8-\(\mu\)m-thick CH ablator. Calcium is a surface contaminant of the solid plastic target introduced during production of the sphere. The calcium layer is ablated into the coronal plasma and emits K-shell emission around the same time as Ti.
synchronized x-ray pulses are shown in Fig. 09.7(a) for the 8-μm CH ablator. In Fig. 09.7(b), the temporal evolution of the Ti He_{α} emission predicted with LILAC/Spect3D is compared with the measured burnthrough emission for the 8-μm CH ablator. Two flux limiters (f = 0.06 and f = 0.1) were considered, and the experimental results are closer to the predictions with the higher flux-limiter value. Comparisons of the predicted

and measured burnthrough times for these two flux limiters are presented in Fig. 09.8 for the ablators under consideration. The burnthrough time is defined as the time at which the Ti He_{α} emission reaches 10% of its peak intensity. It is clear from Fig. 09.8 that the burnthrough experiment is more consistent with the higher mass ablation rate of the LILAC prediction with f = 0.1. A flux limiter of f = 0.1 was also needed to simulate the

\[ E_{15069JR} \]

Figure 09.7
(a) Time histories of the measured (diamond symbols) and simulated (dotted curve for f = 0.06 and solid curve for f = 0.1) x-ray continuum in the ~4.5-keV range, and (b) time histories of the measured (diamond symbols) and simulated (dotted curve for f = 0.06 and solid curve for f = 0.1) Ti He_{α} emission for the laser-driven burnthrough experiment.

\[ E_{15069JR} \]

Figure 09.8
A comparison of the measured laser-driven burnthrough time and (a) the LILAC prediction with a flux limiter f = 0.06 and (b) the LILAC prediction with a flux limiter f = 0.1 for the three ablators under consideration.
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ablation-front perturbation oscillations for Richtmyer–Meshkov instability experiments on OMEGA.\(^ {39,53}\)

**Shock-Heating Experiment**

The shock wave launched by laser ablation into the target is the primary source of heating for the bulk of the shell. X-ray radiation and energetic electrons from the corona can provide additional heating to portions of the shell near the ablation front. The amount of shock heating in planar-CH-foil targets was diagnosed using two techniques: time-resolved x-ray absorption spectroscopy and noncollective spectrally resolved x-ray scattering. A detailed description of the latter experiment can be found elsewhere.\(^ {38}\) The results of the former experiment will be briefly described in this section; however, a more detailed version will be published separately.\(^ {37}\) Planar geometry is a good approximation for the shell during the shock-propagation stage of the implosion since convergence can be neglected. It also provides better diagnostic access than a spherical shell target.

Local shell conditions were measured using time-resolved x-ray absorption spectroscopy of plastic foil targets with a buried tracer layer of Al as shown in Fig. 09.9. As the shock wave propagates through the Al, it compresses and ionizes the Al. The buried depth of the tracer layer is varied to probe the plasma conditions in different regions of the target. As shown in Fig. 09.10, Al 1s–2p x-ray absorption spectroscopy of a CH planar target with a buried Al tracer layer (1 to 2 \(\mu\)m thick) was performed with a point-source (i.e., <100-\(\mu\)m) Sm backlighter irradiated with laser intensities of \(-10^{16}\) W/cm\(^2\). The overall thickness (~50 \(\mu\)m) of the drive foil was chosen to delay the acceleration phase until after the absorption spectra were recorded, minimizing the influences of hydrodynamic instabilities on the measurements. The direct-drive target was irradiated with up to 18 laser beams that were smoothed with phase plates, 2-D SSD, and PS.\(^ {14}\) The overlapped intensity had a uniform drive portion with a \(400-\mu\)m diameter and peak intensities in the range of \(10^{14}\) to \(10^{15}\) W/cm\(^2\). The Sm M-shell emission in the 1.4- to 1.7-keV range overlaps the bound–bound absorption features of Al near 1.5 keV and probes the uniform drive portion of the target.\(^ {55}\)

![Diagram of the target used to diagnose the shock-heated conditions of a direct-drive ICF target. X-ray radiation and energetic electrons provide additional heating. X-ray absorption spectra of buried high-Z tracer layer are used to diagnose the plasma conditions in the shock-heated target. The position of the layer is varied to probe different regions of the target.](image)
The frequency-dependent transmission of the shock-heated Al layer, obtained from the ratio $I(\nu)/I_0(\nu) = e^{-\mu(\nu,n_e,T_e)\rho e\Delta L}$ of the transmitted backlighter spectrum $I(\nu)$ to the incident Sm spectrum $I_0(\nu)$, depends on the mass absorption coefficient $\mu$ and the areal density of the Al layer $\rho e\Delta L$. The absorption coefficient is sensitive to variations in $n_e$ and $T_e$ for the shock-heated conditions under consideration. The high electron densities cause the spectral line shapes of the bound–bound absorption features to be Stark-broadened beyond the instrumental spectral resolution (~3 eV). The incident and transmitted spectra were recorded with an x-ray streak camera outfitted with a Bragg crystal spectrometer that used a flat RbAP crystal to disperse the spectrum onto a low-density CsI photocathode. The temporal resolution of the measurement was ~100 ps.

The sensitivity of the absorption spectroscopy to variations in the electron temperature is illustrated in Fig. 109.11. The predicted Al $1s\rightarrow2p$ absorption spectra, obtained by post-processing the LILAC simulation for shot #44116 with the time-dependent atomic physics code Spect3D, are compared to the electron temperature in the Al layer. The target had a 1-μm-thick Al layer buried at a depth of 10 μm in a 50-μm-thick CH target and was irradiated with a 1-ns square laser pulse having a peak intensity of $1 \times 10^{15}$ W/cm$^2$. A flux limiter of 0.06 was used for the simulation. The electron temperature in the Al layer was calculated as follows: The LILAC/Spect3D spectra were compared with spectra calculated with the time-dependent atomic physics code PrismSPECT$^{52}$ assuming uniform shell conditions for various combinations of $n_e$ and $T_e$. The best fit between the LILAC/Spect3D spectra and PrismSPECT was determined based on a least-squares-fitting routine, which inferred $n_e$ and $T_e$ simultaneously. The accuracy of the $T_e$ inference is 10%, while the uncertainty of the $n_e$ inference is about a factor of 2. The stair step in the simulated electron temperature observed in Fig. 109.11 around 0.5 ns is due to the discrete electron temperatures considered in the spectral fitting routine. Higher-charge states of Al are ionized in succession and absorb in 1s–2p transitions as the shell $T_e$ increases. At time $t = 0$ ns, the laser irradiation of the target begins. When the shock propagates through the buried Al layer, the sharp rise in the temperature ionizes the Al and the lowest-charge states of Al (i.e., F-like and O-like) are observed in 1s–2p absorption. The second rise in electron temperature at 0.75 ns occurs when the heat front penetrates the Al layer and ultimately ionizes it to the K shell. The minimum electron temperature that can be currently diagnosed using this technique is ~10 eV.

Time-resolved x-ray absorption spectroscopy was performed using a 50-μm-thick target with a 1- or 2-μm-thick Al layer buried at a depth of 10 μm. Two laser intensities were studied: $1 \times 10^{14}$ W/cm$^2$ generating a 10-Mbar shock and $1 \times 10^{15}$ W/cm$^2$ generating a 50-Mbar shock. The predicted, shocked mass density in the Al layer for the higher intensity drive is ~8 g/cm$^3$. The streaked x-ray spectra are presented in Fig. 109.12 with the prominent absorption features identified. The cold K edge of Al can be observed prior to the shock arrival at the Al layer. The diagnostic utility of the temperature and density dependence of the K-edge shift is currently being studied. Only the F-like Al $1s\rightarrow2p$ absorption feature is observed with the lower drive intensity [Fig. 109.12(a)]. The three lowest-charge states (F-like, O-like, and N-like) appear in absorption when shock heated by the higher intensity [Fig. 109.12(b)]. The Sm backlighter and the CH/Al/CH target have the same 1-ns square laser pulse drive, but the Sm backlighter was fired 200 ps earlier than the drive foil to optimize the backlighter brightness for the shock-heating period of the Al layer. The higher charge states associated with the heat-front penetration that are predicted in Fig. 109.11 are not observed in Fig. 109.12(b) because the Sm backlighter was off at that time. The temporal onset of the 1s–2p absorption depends on the buried depth of the Al layer and the shock velocity.

The measured spectral line shapes were compared with simulated absorption spectra calculated with LILAC and Spect3D.
A detailed description can be found elsewhere. Reasonable agreement was observed for the lower drive intensity; however, the higher-charge states were observed in the measured absorption spectrum compared to the simulated absorption spectrum for the higher drive intensity. This indicates that the measured electron temperature is higher than the prediction. The measured spectra were compared with simulated spectra calculated with PrismSPECT assuming uniform shell conditions for various combinations of \( n_e \) and \( T_e \). The best fit to the measured spectra was determined based on a least-squares-fitting routine, which inferred \( n_e \) and \( T_e \) simultaneously. The electron density inferred from the higher laser drive intensity was \( 1 \times 10^{24} \text{ cm}^{-3} \) and for the lower drive intensity was \( 5 \times 10^{23} \text{ cm}^{-3} \), consistent with the 1-D predictions. The time history comparing the predicted electron temperature with the measurements is shown in Fig. 109.13. Again, the simulated electron temperature was calculated as follows: (1) LILAC was post-processed with Spect3D and (2) the simulated absorption spectra were fitted with PrismSPECT, assuming uniform electron temperature and density in the Al layer. These calculations were performed...
for two flux limiters \( f = 0.06 \) and \( f = 0.1 \). For the lower drive intensity the predicted electron temperatures for both flux limiters are close to the time-resolved electron temperatures inferred from the measured absorption spectra [Fig. 109.13(a)]. These experimental measurements are consistent with the results from the noncollectively spectrally resolved x-ray scattering experiment of a similar drive foil: an upper limit of \( T_e = 20 \text{ eV} \) was inferred in those experiments.\(^{38}\) The time-resolved electron temperatures inferred from the measured absorption spectra are higher than the simulated ones for the \( 1 \times 10^{15} \text{ W/cm}^2 \) drive intensity [Fig. 109.13(b)]. The simulation with the higher flux limiter predicts more shock heating and an earlier penetration of the heat front. The initial level of measured shock heating is higher than the simulation with \( f = 0.1 \); however, the timing of the heat-front penetration is similar.

Discussion

The experimental results indicate that the energy transport from the critical density to the ablation front cannot be described by flux-limited diffusion and may be nonlocal. The role of nonlocal thermal transport is twofold: (1) It results in an effective time-dependent flux limiter that influences the laser absorption fraction, the shock timing, and the shock-heated conditions. (2) It results in preheat through the transport of energetic electrons, which would increase the temperature. All of the experimental results presented in this article were compared with \textit{LILAC} simulations having flux limiters of \( f = 0.06 \) and \( f = 0.1 \). The measurements are accurate enough to distinguish between these two models. In some cases the simulations with the higher flux limiter were closer to the experimental observables. A higher flux limiter was needed to reduce the discrepancies between the simulations and measurements for the early-time laser absorption, the mass ablation rate, and the amount of shock heating. The highly reproducible experimental results achieved with a high level of laser drive uniformity constrain the modeling of direct-drive energy coupling. All of the experimental results were compared with \textit{LILAC} simulations having flux limiters of \( f = 0.06 \) and \( f = 0.1 \). The detailed comparison reveals the limitation of a flux-limited thermal-transport model for direct-drive ICF: a single-flux limiter cannot explain all the experimental observables. Furthermore, simulations of laser absorption measurements need a time-dependent flux limiter to match the data. The experimental results indicate that the energy transport from the critical density to the ablation front is probably nonlocal. A nonlocal treatment of the thermal transport in \textit{LILAC} is expected to improve the agreement between the simulations and the experimental results.

Conclusion

An investigation of direct-drive energy coupling was conducted to tune the physics models of the 1-D hydrodynamics code \textit{LILAC}. The flow of energy from the laser to the target was inferred by measuring the laser absorption fraction, the mass ablation rate, and the amount of shock heating. The highly reproducible experimental results achieved with a high level of laser drive uniformity constrain the modeling of direct-drive energy coupling. All of the experimental results were compared with \textit{LILAC} simulations having flux limiters of \( f = 0.06 \) and \( f = 0.1 \). The detailed comparison reveals the limitation of a flux-limited thermal-transport model for direct-drive ICF: a single-flux limiter cannot explain all the experimental observables. Furthermore, simulations of laser absorption measurements need a time-dependent flux limiter to match the data. The experimental results indicate that the energy transport from the critical density to the ablation front is probably nonlocal. A nonlocal treatment of the thermal transport in \textit{LILAC} is expected to improve the agreement between the simulations and the experimental results.
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Introduction
Turbulent mix is a vital concern in inertial confinement fusion (ICF) since it can quench the nuclear burn in the hot spot prematurely, or even extinguish it entirely. The saturation of Rayleigh–Taylor (RT) instability growth at a density interface leads to small-scale, turbulent eddies that in turn lead to mixing of the high- and low-density materials. These mixing processes can disrupt the formation of the low-density hot spot, lowering its temperature and reducing its volume. The resulting lower nuclear production can fail to ignite the capsule. Understanding the extent of mix under different conditions is a crucial step toward mitigating its adverse effects.

A substantial and sustained effort to understand hydrodynamic instabilities and mix has been ongoing for many decades, due in large part to their heavy impact on ICF. Reviews of the literature on experimental, computational, and theoretical work on hydrodynamic instabilities and mix can be found on, for example, the first page of Refs. 4 and 5. Related work on mix in ICF implosions includes papers by Li, Radha, Regan, and Wilson, as well as many others.

This article reviews and extends aspects of the work published by Li et al. over a wider range of capsule parameters. In addition, we calculate a quantitative upper limit on the null result published by Petrasso et al. of the amount of mix at the time of shock collapse, which occurs before the onset of the deceleration phase. Results from time-dependent nuclear production history measurements of the mix region will be published elsewhere. A brief review of the causes and effects of mix can be found in the next section. The remaining sections (1) describe the experimental setup, (2) present experimental observations, (3) describe the constraint on the amount of fuel–shell mix between shock collapse and deceleration-phase onset, and (4) summarize our results.

Causes and Effects of Mix
When a fluid of density $\rho_1$ accelerates a heavier fluid of density $\rho_2$, the fluid interface is RT unstable. The rapid growth of initial perturbations sends spikes of the heavy fluid into the light fluid, while bubbles of the light fluid penetrate into the heavy fluid. The exponential growth eventually saturates into a nonlinear regime where the spike and bubble amplitudes grow quadratically in time. As the spikes and bubbles continue to interpenetrate, velocity shear between the two fluids results in further instability (the drag-driven Kelvin–Helmholtz instability), causing the spike tips to "mushroom" and roll up on increasingly finer scales, increasing the vorticity of the flow and eventually leading to mixing of the two fluids on the atomic scale.

In ICF, both the acceleration and deceleration phases have RT-unstable surfaces. The low-density ablating mass pushes against the high-density "payload" during the acceleration phase, and after further convergence and compression, the high-density shell is stopped by the low-density hot spot during the deceleration phase. Initial perturbations are seeded by laser and target surface nonuniformities, and growth of these perturbations during the acceleration phase can feed through to the inner surface and contribute to seeding perturbations for the deceleration phase.

Unmitigated RT growth during the acceleration phase can eventually break through the shell, compromising its compressibility and reducing the attainable areal density of the assembled target at stagnation. RT growth during the deceleration phase can send spikes of cold, dense fuel into the central hot spot, potentially disrupting its formation. Even if the spikes do not reach the center, their penetration and the resultant mixing of the cold, dense shell with the low-density hot spot will cool the outer regions of the hot spot, reducing the volume participating in nuclear production.

Experimental Setup
Direct-drive implosions were conducted on OMEGA, with 60 beams of frequency-tripled (351 nm) UV light in a 1-ns square pulse and a total energy of 23 kJ. One-THz-bandwidth smoothing by spectral dispersion and polarization smoothing of the laser beam were used. The beam-to-beam energy imbalance was typically between 2% and 4% rms. The spherical capsules had diameters between 860 and 940 $\mu$m, plastic-shell thicknesses of 20, 24, or 27 $\mu$m, and a surface coating of 0.1 $\mu$m of aluminum.
Three target configurations were used (Fig. 09.4): The reference “CH” capsules had shells made of plastic (CH) and a gaseous fill of D$_2$ and $^3$He. “CD” capsules had gaseous fills of pure $^3$He, and a shell made mostly of CH, except for a 1-$\mu$m layer of deuterated plastic (CD) on the inner surface. “CD offset” capsules are like the CD capsules, except that the 1-$\mu$m CD layer is offset from the inner surface by 1-$\mu$m of CH. The composition of the ordinary plastic consists of an H to C ratio of 0.38, and the deuterated plastic has a D to C ratio of 0.56 (Ref. 6).

Figure 09.4
0.5 or 2.5 mg/cm$^3$ of pure $^3$He gas fills a 20- to 27-$\mu$m-thick plastic shell with a 1-$\mu$m deuterated layer either adjacent to the inner surface (CD capsule) or offset from the inner surface by 1-$\mu$m (CD offset capsule). The reference (CH capsule) contains D$_2$He gas and has no deuterated layer. Whereas CH capsules will produce D$_2$$^3$He protons whenever the fuel gets sufficiently hot, CD capsules will produce only D$_3$He protons if the fuel and shell become atomically mixed.

The pure $^3$He gases were filled to initial pressures of 4 and 20 atm at a temperature of 293 K, corresponding to initial mass densities ($\rho_0$) of 0.5 and 2.5 mg/cm$^3$. The D$_2$-$^3$He gas is an equimolar mixture of D to $^3$He by atom and is filled to a hydrodynamically equivalent initial pressure as the pure-$^3$He fill, as described in Ref. 14. Because fully ionized D and $^3$He have the same value of $(1 + Z)/A$, mixtures with the same mass density will also have the same total particle density and equation of state and can be considered hydrodynamically equivalent. For the 4- and 20-atm $^3$He fills, the hydrodynamically equivalent D$_2$-$^3$He pressures are 3.6 and 18 atm, respectively.

Hydrodynamic simulations of capsule implosions using the 1-D code LILAC$^{15}$ showed only minor differences in the timing and profiles between the equivalent CH and CD implosions. The convergence ratio $C_r$, defined as the initial inner capsule radius over the fuel–shell interface radius at the time of stagnation, for capsules with different shell thicknesses and initial fill density is shown in Table 09.I.

Table 09.I: Predicted convergence ratio $C_r$ calculated by LILAC for different capsule parameters. Capsules with higher convergence ratios are expected to be more susceptible to mix. The convergence ratio does not differ significantly between CH and CD capsules.

<table>
<thead>
<tr>
<th>$\rho_0$ (mg/cm$^3$)</th>
<th>Thickness ($\mu$m)</th>
<th>$C_r$ (1-D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>20</td>
<td>38.0</td>
</tr>
<tr>
<td>0.5</td>
<td>24</td>
<td>35.2</td>
</tr>
<tr>
<td>0.5</td>
<td>27</td>
<td>31.5</td>
</tr>
<tr>
<td>2.5</td>
<td>20</td>
<td>14.9</td>
</tr>
<tr>
<td>2.5</td>
<td>24</td>
<td>14.5</td>
</tr>
<tr>
<td>2.5</td>
<td>27</td>
<td>13.8</td>
</tr>
</tbody>
</table>

The following primary nuclear reactions can occur in targets containing both D$_2$ and $^3$He:

$$D + D \rightarrow ^3\text{He} + n(2.45 \text{ MeV})$$
$$D + D \rightarrow T + p(3.0 \text{ MeV})$$
$$D + ^3\text{He} \rightarrow ^4\text{He} + p(14.7 \text{ MeV})$$

where the number in parentheses is the mean birth energy of the second product.

The set of capsules shown in Fig. 09.14 is ideal for studying the nature and extent of turbulent mix in ICF implosions. Whereas implosions of CH capsules will produce D$^3$He protons whenever the fuel gas gets sufficiently hot, heating alone is not sufficient for D$^3$He production in CD and CD offset capsules. To produce measurable D$^3$He yields, these capsules require in addition the mixing of the fuel and shell on an atomic scale. Measurement or absence of the D$^3$He yield in implosions of CD offset capsules can be used to ascertain the extent into the shell that turbulent mixing processes reach.

Fuel–shell mix is not a requirement to produce DD-$n$ yields in CD and CD offset implosions, but measurement of the DD-$n$ yield provides a useful way to determine if the CD layer was heated to temperatures near 1 keV.
The primary diagnostics for this study were wedged-range-filter (WRF) spectrometers,\textsuperscript{6} to measure the D\textsuperscript{3}He proton yield and spectrum, and neutron time-of-flight (nTOF) scintillator detectors,\textsuperscript{7} to measure the DD-\textsuperscript{n} yield. On a given shot, up to six WRF spectrometers were used simultaneously to improve the estimate of the D\textsuperscript{3}He yield.\textsuperscript{6} The D\textsuperscript{3}He proton spectrum measured from implosions of D\textsuperscript{3}He-filled CH capsules often shows two distinct components, corresponding to D\textsuperscript{3}He proton emission shortly after the collapse of the converging shock and to emission during the deceleration phase, about 300 ps later.\textsuperscript{0,18}

**Experimental Results**

1. **Yield Measurements**

   Turbulent mixing of the fuel and shell is demonstrated by measurements of finite D\textsuperscript{3}He yields ($Y_p$) in \textsuperscript{3}He-filled, CD capsules (see Fig. 109.15 and Ref. 6). The shock component, apparent in the spectrum of the CH capsule implosion above 14 MeV, is absent in the CD capsule. All D\textsuperscript{3}He yields reported in this section for CH capsules will include only the compression component; the shock component will be considered in the following section.

   The D\textsuperscript{3}He yields from CD capsules are at least two orders of magnitude higher than would be expected by the interaction of thermal \textsuperscript{3}He ions penetrating through the CD layer surface,\textsuperscript{6} even with enhanced surface area resulting from a RT-perturbed surface. The D\textsuperscript{3}He yields are at least three orders of magnitude higher than the maximum that would be expected if some \textsuperscript{3}He had diffused into the CD layer between the times of fabrication and implosion.\textsuperscript{5} For yields as high as have been observed, there must be a region that has been heated to at least 1 keV and where the fuel and shell have experienced atomic mix.

   Significant D\textsuperscript{3}He yield from CD-offset implosions demonstrates that there is substantial mixing of the fuel with the "second" 1-\textmu m layer of the shell (Fig. 109.16). Thermal \textsuperscript{3}He ions cannot penetrate through the first micron of the shell to produce...
these yields, so the second micron must be exposed to the fuel by bubble growth and then mixed through turbulent processes.

The decreasing yields for increasing $\rho_0$ in CD capsules contrast strongly with the increasing yields for increasing initial $\rho_0$ in the reference CH capsules (see Fig. 09.17). This is evidence that the extent of mix is reduced for increasing initial fill density, since $Y_p$ in CD implosions is lower, even though the core conditions are more favorable for nuclear production, as seen by the higher value of $Y_p$ for CH implosions. $Y_p$ in CD-offset implosions decreases by an additional factor of 5 and 10 compared to inner CD capsule implosions for 0.5 and 2.5 mg/cm$^3$ fills, respectively.

The lower DD-$n$ yield ($Y_n$) for CD implosions with higher $\rho_0$ indicates that less heating of the CD layer occurred in these implosions. Additional heating of the inner surface of the shell can occur through thermal conduction from and turbulent mix with the hot fuel. The lower $Y_n$ supports the picture of reduced mix for higher-density fills.

Yields in both CH and CD implosions decrease with increasing shell thickness (Fig. 09.18). Thicker shells decrease $Y_p$ by a larger factor in CD capsules compared to CH capsules, which suggests that the effects of mix are diminished. However, $Y_n$ decreases by a smaller factor in CD capsules, which may be due to temperature effects dominating mix effects for the neutron yield in such implosions.

2. Areal Density Measurements

Evidence for a delay in nuclear production can be found through measurement of the compression of the target at bang time by the decreasing yields for increasing $\rho_0$ in CD capsules.
means of the areal density $\rho R$. Areal density is inferred from the mean downshift of the $^3$He proton spectrum from the birth energy of 14.7 MeV, so the inferred $\rho R$ is an average measurement of $\rho R$ over the time of nuclear production. Because the capsule continues to compress, and $\rho R$ to increase, throughout the deceleration phase, one would expect that if bang time occurs during a later stage of the deceleration phase for an otherwise equivalent implosion, then the average $\rho R$ would be higher.\textsuperscript{11,18} As seen in Fig. 109.19, the inferred burn-averaged $\rho R$ is higher for implosions of CD capsules than for CH capsules. This is qualitatively consistent with the later bang times measured for CD capsules.

The experimental results of these experiments are summarized in Table 109.II. The mean and standard error are shown of

![Graph showing $\rho R$ vs. shell thickness for different density fills.](image)

**Figure 109.19**

Mean and standard error of $\rho R$'s for CH (solid markers) and CD (open markers) implosions as a function of shell thickness with (a) high- and (b) low-density fills. The $^3$He burn-averaged $\rho R$ is consistently higher for CD capsules.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\rho_0$ (mg/cm$^3$)</th>
<th>Thickness ($\mu$m)</th>
<th>Number of shots</th>
<th>$Y_n$ ($\times10^8$)</th>
<th>Error (%)</th>
<th>$Y_p$ ($\times10^7$)</th>
<th>Error (%)</th>
<th>$\rho R$ (mg/cm$^2$)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH 0.5</td>
<td>19.9</td>
<td>17</td>
<td>31.3</td>
<td>6</td>
<td>24.3</td>
<td>11</td>
<td>54</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>CH 0.5</td>
<td>23.9</td>
<td>9</td>
<td>9.6</td>
<td>6</td>
<td>3.5</td>
<td>12</td>
<td>54</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>CH 0.5</td>
<td>27.1</td>
<td>8</td>
<td>6.7</td>
<td>7</td>
<td>1.13</td>
<td>30</td>
<td>56</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>CH 2.5</td>
<td>19.8</td>
<td>61</td>
<td>142</td>
<td>4</td>
<td>54.4</td>
<td>5</td>
<td>51</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>CH 2.5</td>
<td>23.8</td>
<td>26</td>
<td>58</td>
<td>5</td>
<td>13.2</td>
<td>8</td>
<td>59</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>CH 2.5</td>
<td>26.9</td>
<td>35</td>
<td>5</td>
<td>5</td>
<td>5.6</td>
<td>8</td>
<td>62</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>CH 2.5</td>
<td>20.2</td>
<td>7</td>
<td>10.8</td>
<td>10</td>
<td>2.9</td>
<td>10</td>
<td>60</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>CD 0.5</td>
<td>23.5</td>
<td>5</td>
<td>4.7</td>
<td>7</td>
<td>0.54</td>
<td>9</td>
<td>69</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td>CD 0.5</td>
<td>26.7</td>
<td>3</td>
<td>3.4</td>
<td>7</td>
<td>0.06</td>
<td>7</td>
<td>60</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td>CD 2.5</td>
<td>20.2</td>
<td>11</td>
<td>5.2</td>
<td>8</td>
<td>1.25</td>
<td>13</td>
<td>62</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>CD 2.5</td>
<td>23.4</td>
<td>7</td>
<td>2.7</td>
<td>15</td>
<td>0.22</td>
<td>19</td>
<td>70</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>CD 2.5</td>
<td>26.6</td>
<td>4</td>
<td>2.4</td>
<td>5</td>
<td>0.07</td>
<td>4</td>
<td>68</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>CD-off 0.5</td>
<td>19.2</td>
<td>3</td>
<td>1.9</td>
<td>17</td>
<td>0.28</td>
<td>28</td>
<td>52</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>CD-off 0.5</td>
<td>23.7</td>
<td>2</td>
<td>1.2</td>
<td>14</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>CD-off 2.5</td>
<td>18.4</td>
<td>5</td>
<td>0.5</td>
<td>24</td>
<td>0.06</td>
<td>14</td>
<td>55</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>CD-off 2.5</td>
<td>22.8</td>
<td>3</td>
<td>1.2</td>
<td>49</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 109.II: Experimental yield and areal density results of CH, CD, and CD-offset capsule implosions. The values shown are the mean and standard error of all shots in a particular ensemble, with the yield errors expressed as a percent of the mean. The quoted $^3$He yield and areal density for CH capsules include the compression component only.
the DD-\(n\) and \(D^3\text{He}\) yields \((Y_n\) and \(Y_p\)) and the areal density \(\rho R\) inferred from the mean downshift of 14.7-MeV \(D^3\text{He}\) protons for CH, CD, and CD-offset capsules. Also shown is the number of shots of each kind. The mean is the average of measured values within a given shot ensemble, and the standard error is the standard deviation of the measurements divided by the square root of the number of shots.

**Constraint on the Possibility of Mix During the Coasting Phase**

Comparative analysis of \(D^3\text{He}-p\) spectra from CH and CD implosions can be used to place an upper bound on the possible amount of mix at shock time. For the representative spectrum of a CH capsule shown in Fig. 109.20, the total yield in the region from 14.2 to 14.7 MeV, corresponding to the shock component, is \(1.7 \pm 0.2 \times 10^7\), or \(3.7 \pm 0.3\%\) of the total yield. The yield in the same region of the representative spectrum from a CD capsule comes to \(2.6 \pm 2.5 \times 10^7\), equal to \(0.14 \pm 0.13\%\) of the total yield, and is consistent with zero.

![Figure 109.20](E15592JR)

D\(^3\text{He}\) proton spectra from implosions of 20-\(\mu\)m-thick shells filled with 2.5 mg/cm\(^3\) of fuel with CH (shot 37642, dotted) and CD (shot 32828, solid) shell configurations. The shock component of the CH implosions comes to 3.7\% of the total yield, whereas the shock component contribution to the CD implosion spectrum is consistent with zero.

The “shock yield” of the CD implosion \((\approx 2.6 \times 10^7)\) comes to, at most, 0.15\% of the shock yield of the corresponding CH implosion \((1.7 \times 10^7)\). This yield ratio can be used to constrain the deuterium fraction by atom \(f_D \leq 0.05\%\) in the fuel of the CD implosion during shock burn, by application of Eq. (5) in Ref. 14. Equation (5) assumes that \(f_D\) is uniform through the fuel region, so it does not preclude the more likely physical situation of deuterium concentrations higher than the above constraint in the outer, cooler region of the fuel.

**Summary**

The extent of fuel–shell mix has been shown to include a substantial amount of the shell from the inner first and second micron of the original material using \(^3\text{He}\)-filled, CD-shell target implosions. The observed yields are higher than is consistent with diffusive mixing, so they must be the result of turbulent mixing down to the atomic scale.

The improved stability of capsules with higher initial fuel density and thicker initial shells has been confirmed by comparing the yield trends of CH, CD, and CD-offset capsules. Increasing the capsule fill density decreased the \(D^3\text{He}\) and DD-\(n\) yields for CD capsules and increased the yields for CH capsules, thereby demonstrating that the extent of mix is reduced for increasing initial fill density.

The \(D^3\text{He}\) shock yield in CD capsules with high initial fill density was constrained to be less than 0.14\% of the total \(D^3\text{He}\) yield, and the average atomic fraction of deuterium in the fuel during the shock burn has been constrained to be less than 0.05\% and is consistent with zero.
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Measured Magnetic-Field Evolution and Instabilities in Laser-Produced Plasmas

The stability of plasmas with magnetic ($B$) fields is a critical issue for basic and applied plasma physics; instabilities may lead to important (and sometimes catastrophic) changes in plasma dynamics.\(^1\) Intensive studies of various instabilities have been conducted for a wide range of plasmas and fields, particularly in the areas of magnetic-confinement plasmas\(^2\) and space physics.\(^3\) In laser-produced, high-energy-density (HED) laboratory plasmas, however, experimental studies of $B$-field–related instabilities have been rare because of limitations in experimental methods. In particular, resistive instabilities, a large category of macroscopic instabilities, have not been observed previously in this regime, partly because they are not important in the hot, low-resistivity plasmas usually studied.\(^4\)

In the experiments described here, monoenergetic proton radiography was used for the first time to study the time evolution of the $B$-field structure that is generated by the interaction of a long-pulse, low-intensity laser beam with plasma. This work focuses on the qualitative and quantitative study of the physics involved in field evolution and instabilities over a time interval much longer than the laser pulse length, and $B$ fields generated by laser–plasma interactions experience a tremendous dynamic range of plasma conditions. While the laser is on, we study field generation ($\nabla n_e \times \nabla T_e$),\(^4–6\) growth, and the balance between energy input and losses. After the laser turns off, laser absorption at the critical surface ends and the plasma cools down. Fields start to decay and dissipate, and field diffusion [$D_m (\nabla \times B)$, where $D_m$ is the magnetic diffusion coefficient\(^4–6\)] becomes increasingly important relative to convection [$\nabla \times (v \times B)$, where $v$ is the plasma fluid velocity\(^4–6\)] as the cooling plasma becomes more resistive. At these later times, physical processes associated with resistivity tend to dominate over fluid effects, particularly around the bubble edge where the plasma $\beta$ values, a ratio of thermal to field energies, are smaller than one.

The approach described here allows us to make a direct comparison of proton images recorded at different times, to measure field evolution, to address different physics processes in different regimes, and, most importantly, to identify resistivity-induced instabilities. Most previous work in this field has involved high-intensity, short-pulse lasers\(^7\) or long-pulse lasers with limited diagnostic measurements.\(^8\) Preliminary measurements we made while a laser beam was on have recently been published,\(^9\) but the work described here uniquely covers times extending well past the end of the laser pulse and reveals important new phenomena that were not previously seen and are not predicted by two-dimensional (2-D) simulation codes. The first observation of repeatable, asymmetric structure around the plasma bubbles at late times provides important insights into pressure-driven magnetohydrodynamic (MHD) instabilities in resistive plasmas,\(^2\) while the first observation of nonrepeatable chaotic structure within the plasma bubble provides likely evidence of the electron thermal instability.\(^0\) Simulations\(^11\) of these experiments with the 2-D hydrodynamic code LASNEX\(^12–13\) and hybrid PIC code LSP\(^14\) have been performed; they are qualitatively useful for interpreting the observations but diverge from our measurements (particularly after the laser beam is off).

The setup of the experiments performed on OMEGA\(^15\) is illustrated schematically in Fig. 109.21. $B$ fields were generated through laser–plasma interactions on a plastic (CH) foil by a single laser beam (henceforth called the interaction beam) with a wavelength of 0.351 $\mu$m, incident $23^\circ$ from the normal
direction. The laser had a 1-ns-long square pulse, an energy of ~500 J, and a spot diameter of 800 μm determined by phase plate SG4 (defined as 95% energy deposition), resulting in a laser intensity of the order of 10^14 W/cm^2.

The fields were studied with monoenergetic proton radiography, using a backlighter that produced protons at the two discrete energies of 14.7 MeV and 3 MeV (fusion products of the nuclear reactions D + ^3He → α + p and D + D → T + p, respectively, generated from D^3He-filled, exploding-pusher implosions driven by 20 OMEGA laser beams). The duration of the backlighter was ~150 ps, and the timing of the interaction laser was adjusted in different experiments so the arrival of the backlighter protons at the foil would occur with different delays after the laser interaction beam was turned on. Separate radiographs made with the two proton energies were recorded simultaneously using stacked CR-39 detectors arranged with filters so that only one detector was sensitive to each energy. A nickel mesh (60 μm thick with a 150-μm hole-to-hole spacing) was used to divide the backlighter protons into discrete beamlets, and, for the 14.7-MeV protons, the deflections of these beamlets due to fields in laser-induced plasmas on CH foils were measured in the images.

Images made with these monoenergetic-proton backlighters have distinct advantages over images made with broadband sources: measured image dimensions and proton beamlets deflections provide unambiguous quantitative information about fields; detectors can be optimized; and the backlighter is isotropic (simultaneous measurements can be made in multiple directions and the source can be monitored at any angle).

Face-on images made with D^3He protons are shown in Fig. 109.22(a). The laser timing was adjusted so that these 14.7-MeV protons arrived at the foil at various times between 0.3 ns and 3 ns after the laser interaction beam was turned on. Since the interaction-beam pulse was 1 ns square with ~0.1-ns rise and decay times, the data covered two time intervals: 0.3 to 0.9 ns when the laser was on, and 1.2 to 3 ns when the laser was off. Each image shows how the proton beamlets are deflected while passing through the magnetic field that formed around the plasma bubble generated by the interaction beam, as described previously.

While the interaction beam is on, each image has a sharp circular ring where beamlets pile up after passing through the edges of the plasma bubble where the maximum B fields were generated. The deflection of each beamlet is proportional to the integral \[ \int \mathbf{B} \times d\ell \] (where \( d\ell \) is the differential pathlength along the proton trajectory), and this integral is highest at the edge of the bubble. Beamlets in the center of each image undergo less radial deflection, indicating that the integral \( \int \mathbf{B} \times d\ell \) is much smaller there. These features are well reproduced by LASNEX + LSP simulations, as shown in Fig. 109.22(b) (0.3 to 0.9 ns). Figure 109.23(a) shows the

### Figure 109.22
(a) Measured face-on D^3He proton images showing the spatial structure and temporal evolution of the B fields generated by laser–plasma interactions. Each image is labeled by the time interval between the arrival of the interaction beam at the foil and the arrival of the imaging protons. The images illustrate the transition from 2-D symmetric expansion of magnetic fields, during a 1-ns laser illumination, to a more-asymmetric 3-D expansion after the laser turned off and the plasma cooled and became more resistive; this asymmetry is conjectured to be driven by a resistive MHD interchange instability. (b) Images simulated by LASNEX + LSP for the conditions that produced the experimental images shown in (a).
magnetic field predicted in these simulations in a plane perpendicular to the foil at 0.6 ns. The protons would travel from right to left in the plane of this field map, and the maximum line integrals would be at the edges.

At times after the laser beam is off, the simulations do not track the data as well. As shown in Fig. 09.22(b) (1.5 to 3 ns), simulations predict that the proton images have a double ring structure. The outer ring comes from the outer edge of the plasma bubble where large $\nabla T_e$ occurred; the inner ring comes from the toroidal magnetic field at the edge of the hole burned into the plastic by the interaction laser, as seen in Fig. 09.23(b) for 1.5 ns. Figure 09.23(b) shows that the simulations also predict a second plasma bubble with a surface $B$ field on the rear face of the foil after the laser has completely burned through; the direction of this field is reversed relative to the field on the front of the foil, but the simulated images show no major feature associated with this field because it is relatively weak.

At 2.3 ns in Fig. 09.22, the data and simulation are generally similar to each other. They each have an inner ring that corresponds to the burnthrough field, as described above, though it is a little smaller in the simulation than in the data. They each show a boundary farther out that corresponds to the outer surface of the bubble, but in the data it is strikingly asymmetric while in the simulation it is round because the code is limited to a 2-D structure.

We believe this is the first direct observation of the pressure-driven, resistive MHD interchange instability in laser-produced HED plasmas at the interface between the bubble and field. This instability, which involves the interchange of field between the inside and outside of the bubble surface, occurs when the plasma is resistive and there is unfavorable field curvature ($\mathbf{k} \cdot \nabla p > 0$, where $\mathbf{k} = \mathbf{B} \cdot \nabla \mathbf{B}/\mathbf{B}^2$ is the field-line curvature and $\nabla p$ is the pressure gradient). It makes sense that the instability occurs only after the laser is off, when the cooling plasma becomes more resistive.

There are strong similarities in the angular structure of this region from one image to the next (five to ten cycles over the $360^\circ$ around the bubble), in spite of the fact that the images are from different shots. It seems that once the power input from the laser disappears, the plasma bubble quickly becomes asymmetric, but something systematic must be seeding the asymmetry. The physics behind this process is conjectured to be highly localized resonance absorption of linearly polarized laser light caused by obliquely incident light ($23^\circ$ from the normal) in an inhomogeneous ($\nabla n_e \neq 0$) plasma. This phenomenon merits future experimental and theoretical investigation.

Another type of instability is apparent during the interval from 1.5 to 2.3 ns, where the distributions of beamlets near the image centers have some chaotic structure. The structures are quite different in each of the three images in this time interval, and since these images are from different shots, it would appear that the structure is random. We note that our earlier work showed that a similar chaotic structure would occur if the laser was on and if no laser phase plates were used; phase plates either prevented the chaotic structure from forming as long as the laser was on or reduced its amplitude sufficiently that it was not visible until it had a chance to grow over a longer time.

Figure 09.23
Time evolution of $\text{LASNEX}$-simulated $B$-field strength on a cross section of the plasma bubble in a plane perpendicular to the foil at (a) $-0.6$ ns, when the laser was on, and (b) $-1.5$ ns, when the laser was off. In each case, the horizontal coordinate $z$ is the distance from the foil (assuming the laser is incident from the left), and the vertical coordinate $r$ is the distance from the central axis of the plasma bubble. When the laser is on, strong fields occur near the edge of the plasma bubble. After the laser pulse, strong fields also appear near the edge of the hole burned into the foil by the laser and weaker fields (with the opposite direction) appear on the backside of the foil.
period (possibly due to the electron thermal instability when the plasma cools and becomes more resistive, driven by heat flow and leading to a random filamentary structure of \( n_e \) and \( T_e \), as well as \( B \) fields). The phase plates presumably result in a more-uniform temperature profile and a reduced medium-scale random structure associated with localized regions of strong \( \nabla n_e \times \nabla T_e \) (Refs. 9 and 16).

Similar features are seen as late as our last image at 3 ns, although by this time the field strengths have diminished so that the amplitudes of all beamlet displacements are small. Although both simulation and experiment show a continued expansion of the plasma bubble at late times, leading to convective losses, the beamlet displacements in the data are much smaller than those in the simulation, indicating that fields have dissipated much more quickly than predicted. However, since the data reveal a 3-D structure after the laser is off, we have to realize that 2-D computer codes simply cannot model this time interval (although they are still useful for aiding qualitative interpretation of the images, particularly the role of the burnthrough hole in producing a static pattern in the images). Experimental measurements such as those shown here are therefore doubly important since they directly reveal previously unpredicted physical phenomena and also provide invaluable information for benchmarking true 3-D code development in the future.

Quantitative conclusions can be drawn from the images by measuring the sizes of features in the images and the displacements \( \xi \) of individual beamlet positions in the images. The displacements \( \xi \) of individual beamlet positions in the images result from the Lorenz force \( \int \mathbf{B} \times d\mathbf{l} \) and represent not lateral displacements at the foils but angular deflections from interactions with fields near the foil leading to lateral displacement at the detector. The actual bubble size is thus not determined directly by the apparent size in the image because the image of the bubble is magnified by radial beamlet displacements. The position of the actual bubble edge is inferred by determining the locations that the beamlets in the pileup region would have had in the image without displacement. The result of this analysis is shown in Fig. 109.24(a), where the radius at late times (when the bubble is asymmetric) represents an angular average. We see that the bubble radius grows linearly while the laser is on and then continues to expand after the laser is off. In addition to the radii of the plasma bubble, Fig. 109.24(a) also shows the radius of the burnthrough holes. Once the laser is off, this radius changes very little.

The maximum displacement \( \xi \) in each image represents the maximum value of \( \int \mathbf{B} \times d\mathbf{l} \) from the values from the images of Fig. 109.22(a) are plotted in Fig. 109.24(b). The maximum value of this integral occurs at the end of the laser pulse, and it decays thereafter; the value predicted by \( LASNEX \) does not decay as fast. We note that while the laser is on, this maximum occurs at the outside of the plasma bubble, but after the laser is off, the maximum occurs at the edge of the burnthrough hole.

In summary, we have measured the spatial structure and temporal evolution of magnetic fields generated by laser–plasma interactions for the first time over a time interval that is long compared to the laser pulse duration, using monoenergetic proton radiography. Our experiments demonstrated that while a long-pulse, low-intensity laser beam illuminates a plastic foil, a hemispherical plasma bubble forms and grows linearly, surrounded by a symmetric, toroidal \( B \) field. After the laser pulse turns off, the bubble continues to expand, but field strengths decay and field structure around the bubble edge becomes asymmetric due, presumably, to the resistive MHD interchange instability. A significant part of that asymmetric structure is repeatable in different experiments, indicating that the asymmetry must have been seeded by some aspect of the experiment, like resonance absorption of obliquely incident, linearly polar-

![Figure 109.24](image_url)

(a) Evolution of sizes at the foil, inferred from the images, for the plasma bubble radius (solid circles) and the burnthrough hole (open circles), compared with simulations (dashed and dotted lines, respectively). (b) Evolution of the maximum measured value of \( \int \mathbf{B} \times d\mathbf{l} \) (diamonds), compared with \( LASNEX \) simulations (dashed line). The solid lines in both (a) and (b) represent the 1-ns OMEGA laser pulse.
ized laser light by an inhomogeneous plasma. Nonrepeatable chaotic structure forms at the center of the plasma bubble after the laser is off, possibly due to a resistivity-induced electron thermal instability. LASNEX + LSP simulations agree fairly well with data while the interaction laser is on, aiding the interpretation of the measured images, but the 2-D limitation of these simulations prevents them from predicting some large 3-D structures that develop after the laser is off.
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Performance of the 1-MJ, Wetted-Foam Target Design for the National Ignition Facility

Introduction
The primary mission of the National Ignition Facility (NIF) is to demonstrate fusion ignition via inertial confinement fusion (ICF). In the direct-drive approach to ICF, a spherical target is illuminated by a number of laser beams arranged symmetrically in a configuration that provides adequate drive symmetry. The target shell is accelerated inward as its outer layers expand due to ablation. After the end of the laser pulse, shock dynamics and compression of the contained gas cause the shell to decelerate. During both the acceleration and deceleration phases of the implosion, the target is subject to Rayleigh–Taylor (RT) instability (see Ref. 3 and references therein)—first on the outer, then the inner surface of the shell. The acceleration-phase instability is seeded by the roughness of the outer surface of the shell, by nonuniformities in the illumination profiles of the individual beams, by beam mispointing, by energy imbalance and mistiming between the various beams, by the drive nonuniformity inherent in the geometric arrangement of the beams, and by the feedout of perturbations to the ablation surface from the inner surface of the shell by means of rarefaction waves. The deceleration-phase RT instability is seeded by the initial roughness of the inner surface of the shell and by nonuniformities that feed through to the inner surface by laser-driven shocks. Target-fabrication techniques have been developed to improve the target-surface smoothness, including the use of β-layering of the DT-ice surface. The single-beam nonuniformities may be reduced through various beam-smoothing methods, such as smoothing by spectral dispersion (SSD), polarization smoothing, or distributed phase plates. Even with these techniques, a target must be designed in such a way as to remain integral during the implosion and uniform enough to produce a hot spot that can initiate a burn wave in the fuel of the shell.

In this article, we present a target design that uses a plastic foam ablator saturated with deuterium–tritium (DT) ice (so-called “wetted foam”). Due to the dependence of inverse bremsstrahlung absorption on the atomic number (\(k \sim \langle Z^2 \rangle / \langle Z \rangle\) see Ref. 9), the wetted foam has a higher laser-coupling efficiency than pure DT. Plastic foam shells were originally proposed as a matrix for liquid DT fuel. Others proposed the use of foam as an ablator, in conjunction with a high-atomic-number material. In these designs, radiation from the high-atomic-number material preheats the foam, increasing the ablation velocity and reducing outer-surface instability. In the design presented here, the wetted foam is used primarily because of the increase in laser absorption. Other proposed uses of foam include target designs for inertial fusion energy, as well as for reduction of laser imprint.

The stability of this design with respect to the primary sources of target and drive nonuniformity has been determined using two-dimensional (2-D) simulations with the hydrocode DRACO. To weigh the effects of these different sources, a nonuniformity-budget analysis is performed in the manner of McKenty et al. This analysis maps nonuniformity from different sources to a parameterization of the inner-shell-surface spectrum at the end of the acceleration phase, which in turn allows prediction of target performance. Following a description of the design in the next section, the tolerance of the design to nonuniformity sources is presented; the results from integrated simulations including ice and surface roughness, multiple-beam nonuniformity (primarily due to port geometry and power imbalance between beams), and imprint are shown; and, finally, the conclusions from the nonuniformity-budget analysis and the integrated simulations are presented.

The 1-MJ, Wetted-Foam Design
The 1.5-MJ, all-DT, direct-drive point design for symmetric drive on the NIF, shown in Fig. 109.25(a), consists of a DT shell surrounded by a thin layer of plastic (CH; see Ref. 17). The same design, scaled to an incident energy of 1 MJ, and the 1-MJ wetted-foam design are shown in Figs. 109.25(b) and 109.25(c). An incident energy of 1 MJ has been chosen to match energy restrictions to reduce the risk of damage to the NIF’s optical elements. Table 109.III shows that the laser absorption, averaged over the length of the laser pulse, is ~60% to 65% for the all-DT designs. When part of the DT shell is replaced by a CH(DT)_4 wetted-foam ablator, the higher-average atomic number of the ablator results in an absorption of 86%
(Table 109.III). This allows a greater fraction of the incident laser energy to be converted to shell kinetic energy, allowing a thicker shell to be driven. The resulting 1-D gain for the 1-MJ, wetted-foam target is ~10% higher than that of the 1.5-MJ, all-DT design.

![Figure 109.25](image)

(a) The 1.5-MJ, all-DT, direct-drive target design for the NIF, (b) the same design scaled for an incident laser energy of 1 MJ, and (c) the 1-MJ, wetted-foam design. The wetted-foam shell is 326 μm thick, with 216 μm of pure DT fuel.

Table 109.III: Properties of the 1.5-MJ, all-DT; 1-MJ, all-DT; and 1-MJ, wetted-foam designs. Here A is the rms bubble amplitude at the end of the acceleration phase and ΔR is the in-flight shell thickness.

<table>
<thead>
<tr>
<th>Energy (MJ)</th>
<th>All-DT</th>
<th>Scaled, All-DT</th>
<th>Wetted-foam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target radius (μm)</td>
<td>1695</td>
<td>1480</td>
<td>1490</td>
</tr>
<tr>
<td>Absorption (%)</td>
<td>65</td>
<td>59</td>
<td>86</td>
</tr>
<tr>
<td>A/ΔR (%)</td>
<td>30</td>
<td>33</td>
<td>11</td>
</tr>
<tr>
<td>Gain</td>
<td>45</td>
<td>40</td>
<td>49</td>
</tr>
</tbody>
</table>

The density of CH(DT)_4 is 304 mg cm⁻³, corresponding to a dry-foam density of 120 mg cm⁻³, given that during the freezing process the liquid DT contracts in volume by 17%, leaving voids in the wetted-foam layer. This is only 22% greater than the density of pure DT ice. This dry-foam density provides higher absorption, while not generating enough radiation to appreciably raise the fuel isentrope (as measured by the adiabat α, given by the ratio of the pressure to the cold Fermi-degenerate pressure). The wetted-foam-layer thickness ensures that the foam is entirely ablated by the end of the laser pulse. In an ignition design such as this, the first laser-driven shock, whether steady or, for pcket designs, decaying, determines the shell adiabat. This is the only strong laser-driven shock, and it is the only shock to encounter unmixed foam and DT. High-resolution hydrodynamic simulations modeling the wetted-foam mixture have shown that after the initial undercompression behind the first shock, the flow variables asymptote to within a few percent of the Rankine–Hugoniot values for ICF-relevant shock strengths. These simulations demonstrate that the fluctuation decay scale length behind the shock is less than 2 μm, where this scale length is defined for a quantity q as Lq = d/dr ln(q), and (q) is the average of q in the shock frame in the direction perpendicular to the shock [see Eq. (1) of Ref. 19]. These findings allow the wetted-foam layer to be modeled as a homogeneous mixture in the simulations described here.

Assuming an ICF shell remains intact during the acceleration phase, the most dangerous modes during deceleration are those that feed through from the outer to the inner surface. Modes feed through attenuated by a factor exp(−kΔR), where k is the wave number and ΔR is the shell thickness; the long-wavelength modes with k ~ 1/ΔR feed through most effectively. The number N of e-foldings of growth experienced by these modes during acceleration may be approximated by N ~ γΔt ~ (kgΔR)^1/2, where γ is the growth rate over the time period Δt during which the shell is accelerated by the laser pulse, which is proportional to the classical growth rate for long-wavelength modes. Writing this in terms of the distance traveled by the shell, which is proportional to the initial outer shell radius R0, N ~ (R0/ΔR)^1/2 ~ (IFAR)^1/2, where IFAR is the in-flight aspect ratio of the imploding shell. This is related to the implosion velocity v and the average shell adiabat by IFAR ~ v^2/(α^3/5) (Ref. 3). These relations show that the integrity of the shell during acceleration depends on the IFAR. The shell stability can be improved by lowering the implosion velocity or lowering the IFAR by increasing the shell thickness, which is equivalent to raising the average adiabat, since ΔR ~ (α)^3/5. For a target where the adiabat is a constant function of shell mass, increasing the adiabat reduces the fuel compressibility and target gain. For a design such as this one, which has a shaped adiabat, N is reduced by a term proportional to v(α_out/α)^0.6, where α_out is the ablative adiabat. The shell instability of the wetted-foam design is reduced from that of a 1-MJ-scaled, all-DT design by lowering the shell velocity by ~60 μm/ns (see Table 109.IV). As a result, the shell is less unstable during the acceleration phase, and the rms bubble amplitude divided by the shell thickness ΔR, computed from 1-D simulations using a postprocessor, is lower by a factor of 3 for the 1-MJ, wetted-foam design.
The increase in shell mass has the added benefit of raising the areal density of the shell at the time of ignition, making the shell more robust to deceleration-phase instabilities. Any RT growth on the inner edge of the shell during deceleration delays the onset of ignition, effectively lowering the shell velocity. The inward motion of the shell at the time of ignition is necessary to offset the tremendous pressure the expanding burn wave exerts on the shell. If left unimpeded, the pressure of the burn wave would decompress the shell prematurely, quenching any possibility of high gain. In addition, decreasing the implosion velocity decreases the work done compressing the hot spot and reduces the hot-spot temperature. Further, a reduction in hot-spot temperature reduces the effects of ablative stabilization of the deceleration-phase RT instability. Due to these effects, the minimum energy needed for ignition scales with IFAR as $E_{\text{ign}} \sim (\text{IFAR})^{-3}$ (Ref. 20). The margin, defined as the inward-moving kinetic energy at ignition divided by the peak inward kinetic energy, is a measure of the additional kinetic energy of the shell above that needed for ignition. As seen in Table 09.IV, the decrease in IFAR and increase in shell mass have the effect of lowering the margin for the wetted-foam design. As will be shown in the following section, this design tolerates 1.75 $\mu$m of ice roughness, suggesting sufficient margin.

The laser pulse shape, shown in Fig. 09.26, uses an initial high-intensity picket to generate a decaying shock. As this shock propagates through the shell, its strength decreases to that supported by the foot, causing the level of shock heating to decrease from the ablator to the inner edge of the shell. This shapes the adiabat, producing a high-ablator adiabat of ~10 while retaining a low-fuel adiabat of ~2. (Other adiabat-shaping techniques include the use of a relaxation picket where the

### Table 09.IV: The wetted-foam design’s shell is thicker than that of the all-DT design scaled to 1 MJ. This reduces shell instability and increases the areal density, but at the cost of a lower margin.

<table>
<thead>
<tr>
<th></th>
<th>$V$</th>
<th>$\Delta R$</th>
<th>IFAR</th>
<th>$A/\Delta R$</th>
<th>Areal density</th>
<th>Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-MJ, all-DT</td>
<td>430</td>
<td>285</td>
<td>69</td>
<td>33</td>
<td>1.1</td>
<td>45</td>
</tr>
<tr>
<td>Wetted-foam</td>
<td>372</td>
<td>323</td>
<td>28</td>
<td>11</td>
<td>1.4</td>
<td>30</td>
</tr>
</tbody>
</table>

Figure 09.26
(a) The laser pulse and (b) the adiabat and mass density of the shell shortly after shock breakout. The laser pulse consists of an initial intensity spike or “picket” followed by a foot of low constant intensity and a rise to a high-power drive pulse.
laser intensity is zero between the picket and the foot pulse.\textsuperscript{24} and a series of such isolated picket pulses preceding the main drive pulse.\textsuperscript{12} This technique reduces the shell instability and laser imprint during the acceleration phase since the ablation velocity is proportional to $a^{3/5}$ (see Ref. 3). At the same time, it maintains the low-fuel adiabat needed to compress the fuel and achieve ignition. The picket also lowers imprint by decreasing the duration of the period of acceleration due to the outer CH layer and by increasing the rate of growth of the conduction zone between the ablation and critical surfaces.\textsuperscript{25}

This design is robust to shock mistiming, critical for a successful ICF target design. The shock timing depends on accurate modeling of the equation of state (EOS) of the wetted-foam mixture and the DT. The effect on 1-D gain of changing either the foot length or power is shown in Fig. 109.27. These simulations show a reduction in gain of less than 10\% for a variation in the foot-pulse length of $\pm 250$ ps, well within the NIF specification\textsuperscript{26} of 100 ps. A change in power of $\pm 4\%$, comparable to the NIF specification, produces a gain reduction of $\sim 8\%$. It is anticipated that the shock timing will be verified experimentally using the materials of interest.

**Nonuniformity-Budget Analysis**

Four sources of nonuniformity contribute to the RT instability during the implosion. These include inner-surface DT-ice roughness, outer-surface roughness, and single-beam and multiple-beam nonuniformity. To gauge their relative importance and estimate their effects on target gain in an integrated simulation incorporating all four, a nonuniformity budget has been developed.\textsuperscript{17,27} McKenty \textit{et al.}\textsuperscript{17} found that target gain may be approximated as a function of a weighted average of the inner-surface ice spectrum at the end of the acceleration phase,

$$\sigma = \sqrt{\sigma_i^{2} < 10 + \sigma_i^{2} > 9},$$

regardless of the source of the ice perturbations. The low-mode weighting factor is $a = 0.06$. (The end of the acceleration phase is taken as the time when the ablation-front acceleration changes sign, shortly after the end of the laser pulse.) In 2-D simulations of the wetted-foam design incorporating various levels and spectral indices of ice roughness, it was found that this weighting factor provides reasonable scaling for this design as well.

This spectral weighting is based on the different effects that short-wavelength modes have on the hot spot. Any mode growth increases the hot-spot surface area, enhancing the cooling due to thermal conduction with the shell. For short wavelengths, the spikes of a single-mode perturbation on the inner surface of the shell lie close enough together that they cool below the temperatures at which they can contribute to $\alpha$-particle generation. For these modes, the hot-spot size is effectively reduced by the physical extent of the perturbation.\textsuperscript{28} Gain reduction becomes independent of wavelength for these high modes depending only on mode amplitude. Kishony and Shvarts\textsuperscript{28} show that this behavior occurs for modes with $\ell > 9$. Because the dependence of yield on $\sigma$ is independent of the source of the nonuniformity, the target gain may be estimated by adding the contributions to $\sigma$ in quadrature and using the gain as a function of $\sigma$ found, for instance, from simulations of just initial ice roughness.

Each of the sources of nonuniformity was simulated in 2-D. The laser-energy deposition was modeled using a straight-line ray-trace algorithm. To incorporate the reduction of coupling due to refraction, the absorbed energy determined from a 1-D simulation was used as the incident energy in 2-D simulations. This method provides a drive that closely replicates the adiabat
in the 1-D simulation. The pulse was truncated to ensure that the acceleration-phase stability, as determined using a 1-D postprocessor,\textsuperscript{21} and the shell areal density at the time of ignition remained the same, and the implosion velocity differed by only 3%. Without refraction, however, the conduction zone is smaller, leading to more-efficient imprint.\textsuperscript{29} It is expected that when these simulations are repeated using refractive laser-energy deposition, the target will be somewhat less sensitive to single-beam nonuniformity.

1. Initial DT-Ice Surface Roughness

The amplitude spectrum of initial inner-surface ice roughness has been found for cryogenic D\textsubscript{2} targets fabricated at LLE and is approximated here by a power law in mode number $A_\ell = A_0\ell^{-\beta}$, where $\beta \approx 2$. The power for these modes lies primarily in $\ell < 50$. A series of 2-D simulations of ice-surface roughness were performed for various spectral amplitudes $A_0$ and power-law indices $\beta$, including modes 2 to 50. The resolution used for these simulations was about eight zones per wavelength for $\ell = 50$. The target gain as a function of initial ice roughness for $\beta = 2$ is shown in Fig. 109.28(a). This target was found to withstand 1.75 $\mu$m of initial ice roughness with little degradation in performance. When a power-law index of 1.5 was used, this design showed greater tolerance to ice roughness than the 1.5-MJ design presented in Ref. 17. This is most likely because of the higher areal density, 1.4 g cm\textsuperscript{-2}, of the wetted-foam design.

Figure 109.28(b) shows the shell at the time of ignition, when the hot-spot ion temperature has reached 10 keV. The density contours show that the hot spot is primarily distorted by modes 2 to 6. The dependence of gain on $\sigma$ is shown in Fig. 109.29. It can be seen that this 1-MJ design can tolerate a $\sigma$ of slightly less than 1 $\mu$m, compared with ~2 $\mu$m for the 1.5-MJ design of Ref. 17. For $\sigma \approx 0.8$ $\mu$m in the wetted-foam design, the RT...
growth delays the onset of ignition, which consumes part of the margin leading to a lower burnup fraction at ignition. The lower tolerance of this design compared to the 1.5-MJ design is due to the reduction in margin caused by the lowering of the incident laser-driver energy.

2. Outer-Surface Roughness

Foam-target fabrication at General Atomics has made significant strides in the past few years. Resorcinol-formaldehyde foam shells with submicron pore sizes (less than 0.25 μm) and thin (~5-μm) CH overcoats have been diagnosed using atomic-force microscopy. The measured mode-amplitude spectrum shows spectral dependence roughly proportional to \( \ell^{-2} \), with most of the power in modes less than ten. The overall rms roughness for these foam shells has been shown to be as low as \( \sim 450 \) nm, about four times larger than that of the NIF’s CH-surface standard roughness (Ref. 17 and references therein).

A 2-D simulation incorporating this surface spectrum, modeled as ribbon modes, resulted in a \( \sigma \) value of 0.38 μm and demonstrated negligible reduction in target gain. By comparison, a simulation using the NIF standard with an rms of \( \sim 115 \) nm produced a \( \sigma \) of 0.08 μm.

3. Multiple-Beam Nonuniformity

Multiple-beam nonuniformity, often referred to as beam-to-beam power imbalance, is caused by at least five sources of drive nonuniformity: variations in the power between the different laser beams, drive asymmetry caused by the geometry of the beam port locations and beam overlap, beam-pointing errors, and variations in beam timing. The nonuniformity spectrum has been determined as a function of time for the first four of these contributions for the wetted-foam laser pulse by spherical-harmonic decomposition of the illumination pattern of the beams projected onto the surface of the target. A harmonic modal spectrum is produced by combining all \( m \) modes in quadrature for each mode number \( \ell \). The symmetric NIF direct-drive port geometry contributes a constant perturbation, primarily in mode \( \ell \leq 6 \). Beam mistiming, which is expected to have an rms value of 30 ps on the NIF,26 produces perturbations in modes \( \ell = 1 \) to 3, primarily during the rise and fall of the picket. Despite these perturbations, the mistiming of the picket was found to have a small effect on target performance.31 The imbalance in energy between beams is expected to be \( \sim 8\% \) rms on the NIF. The resulting perturbations are dominated by modes 2 to 12, with an amplitude of \( \sim 1\% \). The 2-D simulations described here include the effects of power imbalance between beams, beam overlap, and port geometry.

A series of six 2-D power-balance runs were performed. These simulations included modes 2 to 12, with 44 zones per wavelength of mode 12. They were performed using power-balance histories adapted to the wetted-foam-design laser pulse. They produced an average reduction in gain of \( \sim 6\% \), with a \( \sigma \) of about 0.11 μm.

4. Single-Beam Nonuniformity

Single-beam nonuniformity or imprint is the source of nonuniformity capable of causing the greatest reduction in target yield, depending on the level of beam smoothing used. Illumination perturbations contribute to imprint through the perturbation in the laser-drive shock front and the acceleration perturbation in the post-shock region, which causes lateral flow in the shock-compressed material.32 These produce secular growth during the foot pulse that seeds RT growth during the drive pulse. Several methods have been developed for reducing imprint. On the NIF these include SSD, distributed phase plates, and polarization smoothing. In the 2-D imprint simulations, we have modeled the effects of all three smoothing techniques. The DPP spectrum is modeled using an analytical fit for the laser speckle, with amplitudes reduced to account for the effects of polarization smoothing and 40-beam overlap for the NIF’s 192-beam system.

Two-dimensional SSD is modeled using a nondeterministic algorithm where the phase of each mode is assigned randomly every modal coherence time. The coherence time is given by a 2-D generalization of the formula \( t_c = \left[ \Delta \nu \sin(n_c \pi \ell / \ell_{\text{max}}) \right]^{-1} \) (Ref. 34), where \( \ell_{\text{max}} = 2\pi R_0 / \delta \) is the mode number corresponding to half the speckle size \( \delta \). \( \Delta \nu \) is the SSD bandwidth, and \( n_c \) is the number of color cycles on the laser system. The randomly chosen phases for each mode repeat after a number of coherence times, which depends on the mode number and the angular divergence in each dimension, implementing the asymptotic level of smoothing achievable by SSD. This asymptotic limit is much larger for 1-D SSD than for 2-D, resulting in much greater imprint, as will be seen below. For long-wavelength modes the number of statistically independent speckle patterns is small enough that a single simulation does not fully sample the ensemble of possible phase choices. For this reason, many of the runs here were repeated several times.

The reduction in growth rate due to ablative stabilization means the ablation-front mode spectrum due to imprint decreases with increasing mode number (see, e.g., Fig. 4 of Ref. 32). When this spectrum feeds through to the inner surface of the ice, there is an additional reduction in amplitude for increasing mode number due to the attenuation factor.
The ice spectrum at the end of the acceleration phase is shown in Fig. 09.30 for a simulation modeling the effects of imprint from modes \( \ell = 2 \) to 200. Due to the initial mode-number dependence in the imprint spectrum and the feedthrough attenuation, modes above \( \ell = 100 \) contribute less than 1\% to the overall rms. For this reason, additional 2-D imprint runs were performed including only modes up to 100. To reduce the simulation time, only even modes are modeled in these simulations, with the amplitudes of the odd modes added in quadrature. These simulations use a resolution of 14 zones per wavelength at \( \ell = 100 \), which has been found to be sufficient to resolve the smallest perturbation wavelengths.

The characteristic smoothing time \( T \) for SSD, given by the inverse of the smoothing rate, is related to the key SSD parameters by \( T \sim (\nu_m \delta)^{-1} \sim (\Delta \nu c)^{-1} \), where \( \nu_m \) is the modulator depth. To determine the dependence of target performance on smoothing time, we have performed simulations for four different levels of SSD bandwidth: 1.33 THz, 0.89 THz (referred to here and elsewhere as “1-THz” SSD), 590 GHz, and 295 GHz. These all use one color cycle in each direction and modulator frequencies of 15.4 GHz and 2.81 GHz. The shell at the end of the acceleration phase is shown for each of these simulations in Fig. 09.31. The dependence of imprint on the bandwidth is clearly seen in the level of perturbation on the outer shell surface: whereas the shell from the 1.3-THz simulation is intact and relatively unperturbed, that from the ~0.3-THz simulation is completely broken up. The values for imprint alone are shown in Fig. 09.31: 0.37 \( \mu \)m, 0.86 \( \mu \)m, 0.96 \( \mu \)m, and 2.3 \( \mu \)m for 1.3 THz, 0.9 THz, 0.6 THz, and 0.3 THz, respectively. For comparison, the value from a simulation with 2-D, 1-THz SSD with two color cycles in one direction and one in the other is just 0.43 \( \mu \)m, half of that found with one color cycle in each direction and the same bandwidth. When the values from the simulations shown in Fig. 09.31 are combined in quadrature with those due to energy imbalance, port geometry and beam overlap, foam surface roughness, and \( 1-\mu \)m initial ice roughness, they are increased to 0.74 \( \mu \)m, 1.07 \( \mu \)m, 1.15 \( \mu \)m, and 2.43 \( \mu \)m. The projected gain factors from these sums are 39, 12, 8, and 0.008, respectively.

The shell is shown at the end of the acceleration phase for 2-D simulations of imprint modes 2 to 100, with one color cycle of SSD in each dimension and descending levels of bandwidth, showing the reduction in smoothing and the performance parameter \( \overline{\sigma} \) just from imprint.
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**Figure 09.30**
The DT-ice-roughness spectrum on the inner surface of the shell at the end of the acceleration phase for a simulation modeling the effects of imprint in modes up to \( \ell = 200 \). Due to the mode-number dependence on the imprint spectrum and feedthrough attenuation, modes above \( \ell = 100 \) contribute negligibly to the total rms.
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**Figure 09.31**
The shell is shown at the end of the acceleration phase for 2-D simulations of imprint modes 2 to 100, with one color cycle of SSD in each dimension and descending levels of bandwidth, showing the reduction in smoothing and the performance parameter \( \overline{\sigma} \) just from imprint.
The SSD parameters that are currently anticipated for the NIF are much different from those required for an all-DT, direct-drive target at 1.5 MJ (Ref. 17), which we will refer to here as “2 × 1 SSD.” The 2 × 1 SSD parameters are 2 and 1 color cycles in each direction, modulator frequencies of 15.4 GHz and 2.81 GHz, and a total UV bandwidth of 0.89 THz found by summing the individual bandwidths in quadrature. The anticipated NIF parameters for use with indirect-drive ignition (IDI) are 1-D SSD with 1.35 color cycles, a modulator frequency of 17 GHz, and a UV bandwidth of 185 GHz. These two sets of parameters have been simulated in 2-D, along with two intermediate levels of SSD: the 2 × 1 parameters but with just one color cycle in each direction (“1 × 1” SSD), and 2 × 1 SSD reduced to one dimension with two color cycles (“2 × 0” SSD). The shells at the end of the acceleration phase from multimode imprint simulations incorporating these levels of SSD are shown in Fig. 109.32. These simulations include all four sources of nonuniformity. The values of $\bar{\sigma}$ for these four simulations are 0.94 $\mu$m for the 2 × 1 SSD case, 1.0 $\mu$m for 1 × 1 SSD, 2.0 $\mu$m for 2 × 0 SSD, and 7.3 $\mu$m for IDI SSD. The projected gain factors for these integrated simulations are 21, 16, 0, and 0, respectively.

### Integrated Simulations

Three integrated simulations were performed. The first two include drive asymmetry due to power imbalance and port geometry, surface roughness (370 nm), 0.75- $\mu$m initial ice roughness with a power-law index of $\beta = 2$, and single-beam imprint. The third uses a different initial ice spectrum with 2-D, 2 × 1 SSD beam smoothing and is discussed below.

The smoothing modeled in the first two simulations was polarization smoothing and either 2-D, 2 × 1 or 1-D, 2 × 0 SSD. The targets from these simulations, at the end of the acceleration phase and near the time of peak compression, are shown in Fig. 109.33. The 2-D SSD case has a much less perturbed shell at the end of acceleration than the 1-D SSD simulation. As a result, its hot spot is much more uniform at peak compression, showing primarily distortions with modes less than or equal to 6. The hot spot at this time (9.4 ns) is approximately 40 $\mu$m in size, and the neutron-averaged areal density is 1.31 g/cm$^3$. By comparison, the 1-D SSD simulation shows large perturbations at the end of acceleration that produce distortions over a wide spectral range at peak compression (9.3 ns). These distortions in the shell produce a more-distorted inner shell surface and lower ion temperatures at stagnation than in the 2-D SSD case and prevent the target from achieving gain greater than 1.

Smoothing levels due to 2-D and 1-D SSD are very different, even for long-wavelength modes. The shortest mode that can be smoothed by SSD is given by $\ell_{\text{min}} = 2\pi R_0/(2F\Delta \theta) \sim 4$ (Ref. 35), where $F$ is the focal distance (7.7 m for the NIF) and $\Delta \theta^2 = \Delta \theta_i^2 + \Delta \theta_s^2$ is the effective far-field divergence, approximated by summing the contributions from each direction in quadrature. For 2 × 1, 2-D SSD, smoothing is effective above mode 4, and above mode 6 for 2 × 0, 1-D SSD. This is demonstrated in Fig. 109.34(a), which shows the smoothing due to SSD at 1 ns for modes up to 50. Note that even though the difference between 1-D and 2-D smoothing is small for modes less than 10, these modes also see less thermal smoothing and a greater decoupling time than shorter-wavelength modes. Both 1-D and 2-D SSD smooth at the same rate prior to asymptoting. The difference in smoothing between 1-D and 2-D SSD is due to the difference in the asymptotic level. This is shown for mode number 22 in Fig. 109.34(b). For this
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The shell at the end of the acceleration phase is shown for four 2-D simulations incorporating different sets of SSD parameters. These are integrated simulations that also include the effects of energy imbalance, foam-surface nonuniformity, and 1 $\mu$m of ice roughness.
The shell is shown at the end of the acceleration phase [(a) and (b)] and near the time of peak compression [(c) and (d)] for the $2 \times 1$ and $2 \times 0$ SSD configurations, including all sources of nonuniformity. Unlike the integrated simulations shown in Fig. 109.32, these were run to completion. The high level of nonuniformity at the end of the acceleration phase and the highly distorted hot spot in the $2 \times 0$ case demonstrate the importance of 2-D SSD smoothing for target performance. The $2 \times 1$ simulation achieved a gain of 20, compared to a gain of less than 1 for the $2 \times 0$ case.

The smoothing due to SSD is shown in terms of (a) the mode number at 1 ns and (b) the perturbation for mode $\ell = 22$ as a function of time. Solid lines are 2-D SSD and dashed lines are 1-D SSD. These demonstrate the difference in the asymptotic level of smoothing for 1-D and 2-D SSD, as well as the level of smoothing for low mode numbers.
mode, the asymptotic level is reached at 70 ps for 1-D SSD and at 0.5 ns for 2-D SSD.

The third completed integrated simulation had the same nonuniformity levels and beam smoothing as the $2 \times 1$ just discussed, with an initial ice roughness of $1 \mu m$ and an ice power-law spectral index of $\beta = 1$. This was chosen to approximate the spectra of cryogenic DT capsules produced at LLE, which have less power in the low modes because of the different layering process. While the ice roughness was higher for this simulation than for the integrated 2-D SSD simulation described above, the lower power-law index reduces the spectral power in the low modes relative to the high modes. The combined effect is to produce a hot spot at peak compression, shown in Fig. 10.35, which is similar to that of the $2 \times 1$ SSD integrated simulation shown in Fig. 10.33(c), although with a smaller and more distorted hot spot. The gain factor of this simulation was 27. This shows that, for a smaller power-law index, the target can tolerate a greater ice roughness with little reduction in gain.

Simulations suggest that this design will ignite and achieve gain only if 2-D SSD is used to smooth single-beam illumination nonuniformities. The need for 2-D SSD has been found in other target-design performance studies as well.\textsuperscript{17,36} Integrated simulations including imprint, surface and ice roughness, and beam-to-beam power imbalance were completed for two levels of SSD: $2 \times 1$ and $2 \times 0$, and $0.75-\mu m$ initial ice roughness with a power-law index of $\beta = 2$. The former achieved a gain of 32 compared to less than 1 for the latter. The difference in performance is due primarily to the difference in the asymptotic level of smoothing for 2-D and 1-D SSD. A third integrated simulation was completed using $1-\mu m$ initial ice roughness with a power-law index of $\beta = 1$, meant to approximate the ice spectra found in DT cryogenic targets at LLE. This simulation also ignited, achieving a gain factor of 27. This indicates that greater ice nonuniformity may be tolerated if combined with a smaller spectral index.
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High-Intensity Laser Interactions with Mass-Limited Solid Targets and Implications for Fast-Ignition Experiments on OMEGA EP

Introduction
Picosecond laser-solid interaction at relativistic intensities has generated a high level of experimental and theoretical interest in recent years. This is due to its relevance to the fast-ignitor (FI) scheme for achieving inertial confinement fusion (ICF) and to backlighter development for the x-ray radiography of dense materials.

The interaction of high-intensity, \( I \sim (10^{18} \text{ to } 10^{21}) \text{ W/cm}^2 \), picosecond laser pulses with solid targets produces copious energetic electrons. Remarkable conversion efficiencies of up to 40% of the incident laser energy have been reported with characteristic electron energies ranging from \(-100 \text{ keV} \) up to several MeV.

When these energetic electrons propagate into the bulk of a solid target, hard-x-ray bremsstrahlung and characteristic inner-shell line emission are produced [the first observations of K-shell radiation from picosecond laser-produced plasmas were presented as early as 1979]. The brightness of this radiation, either continuous or line emission, makes it valuable for x-ray radiography of ICF implosions, a primary motivation for the recent experiments of Theobald et al., reported in Ref. 18. This article investigates, using semi-analytic and implicit-hybrid particle-in-cell (PIC) modeling, the K-shell line emission from mass-limited targets and compares the predictions with these experiments.

The inner-shell line emission provides information on the energetic electrons produced in the interaction and its subsequent transport and heating of the target. The main conclusion is that mass-limited targets of mid-Z elements provide an excellent “test bed” for FI physics due to simplifications afforded by the near-perfect hot-electron refluxing and by the effects on the line emission caused by the target heating.

Electron “refluxing” within the target, due to reflection from the surface sheath fields, is well known and is connected to the generation of fast protons and ions. When considering the generation of secondary radiation, this effect has not always been taken into account, e.g., Refs. 32–34. Unlike the case of proton acceleration, the effect of hot electrons refluxing on the K-shell production efficiency has not been described, rather the emphasis has been placed on the energy dependence of the K-shell ionization cross section and the competition with penetration depth and reabsorption of the characteristic radiations.

It is shown here that the K-shell yields, per joule of hot electrons, of mass-limited targets are insensitive to the hot-electron spectrum and laser intensity. This is valid as long as the hot-electron stopping is classical and arises because of the energy dependence of the K-shell ionization cross section and electron range. It requires that relativistic corrections to the K-shell ionization cross section are accounted for.

The intensity dependence of K-shell production efficiency, expressed per joule of incident laser energy, is sensitive to the hot-electron conversion efficiency \( \eta \) assumed over the range \( 10^{18} < I < 10^{20} \text{ W/cm}^2 \).

Volumetric heating of reduced-mass targets is predicted to be sufficient that ionization of the copper M shell will strongly affect the ratio of K-shell to M-shell emission. Three-dimensional LSP calculations, including the relevant atomic processes, have been performed for parameters of the RAL (Rutherford Appleton Laboratory) experiments and spatially resolved images of both K-and M-shell emission have been produced. It is shown that these measurements can be used to infer the degree of bulk heating and provide a consistency check on the hot-electron conversion efficiency obtained by fitting the absolute K-shell-photon yields. A comparison between the predicted ratio of K-and M-shell production, for \( \eta = 10\% \), with the experimentally observed ratio is not conclusive. Rather, it suggests the usefulness of the technique, which will be pursued in future experiments on OMEGA EP currently under construction at LLE.

The following sections summarize the Theobald et al. experiments, describe a semi-analytic model for K-shell line emission in mass-limited targets, and compare the modeling pre-
dictions with the RAL experiments, (4) present the LSP calculations of volumetric heating, and (5) present the conclusions.

RAL PW and 100-TW Experiments

Pulses of 1.06-μm laser light from either the RAL Petawatt (PW) or the 100-TW Facility were focused with an f/3 off-axis parabola to ~10- to 100-μm spots onto Cu foil targets, achieving laser intensities between 3 × 10^{18} to 4 × 10^{20} W/cm². The foil thicknesses ranged between d = 1 to 75 μm, and the areas from A = 0.01 to 8.0 mm², resulting in target volumes of V = 10^{-5} to 10^{-1} mm³. The pulse durations ranged from 0.4 to 10 ps. Inner-shell emission and resonance-line emission occurred in these experiments. The Kα and Kβ lines are emitted by the inner-shell transitions when an L- or M-shell electron fills a vacancy in the K shell, respectively, and the corresponding excess energy is radiated away by a photon in competition with Auger decay. Both x rays and energetic electrons may produce K-shell vacancies, assuming that the radiation has sufficient energy to excite above the K edge (for Cu, hv > 9 keV). Indirect inner-shell emission due to absorption of continuous x-ray radiation that is produced while suprathermal electrons decelerate in the target is negligible for elements with an atomic number Z < 30 (Refs. 37 and 39). Energetic electrons are the main contribution to Kα and Kβ production in high-intensity, ultrashort, laser–solid interaction with low- and mid-Z materials. X-ray spectra were collected, and the total number of Kα and Kβ photons emitted, per unit laser energy, were obtained as described in Theobald et al.\textsuperscript{18} The resonance-line emission is not discussed here. In contrast with previous experiments using massive targets, absorption of the characteristic x rays is modest. As a result, the mechanism controlling the intensity dependence of the Kα yield is no longer the interplay between the electron penetration depth relative to the K-photon attenuation length as in earlier experiments.\textsuperscript{26,40} A different model is required to predict the K-shell yield and its dependence on interaction parameters.

Description of a Semi-Analytic Model

The absolute K-shell photon yield N_k is the sum of the yield from two hot-electron populations: (1) electrons that escape from the target after losing only part of their energy (I), and (2) electrons that reflux, losing all of their energy to the target (r), i.e., N_k = (N_kI) + (N_kr). The distinction is of significance only for targets thinner than the expected electron range in the material. For copper, this corresponds to targets thinner than a few millimeters for interaction intensities of ~10^{19} W/cm².

A simple estimate of the “refluxing efficiency,” which is the ratio of the number of electrons stopped in the target to the total, η_r = (N_e - N_l) / N_e, can be given roughly by estimating the capacitance of the target. Assuming the target is a perfectly conducting thin disk in vacuum, C = 8 ε_0 r \sim 70.8 \times 10^{-12} r f\text{arads}, where r is the radius of the disk in meters, then a loss of N_l = 4.42 \times 10^{11} (r/l mm) (V1 MV) electrons is required to produce a potential drop V in a target of radius r. This will be modified if the target is not isolated, for example, by a conducting target stalk. The required potential is determined self-consistently so that, for Boltzmann-distributed electrons at a temperature T, the potential satisfies N_l = N_e exp(-eV/T). This leads to the equation \exp(-r) = \kappa \Phi, where \Phi = eV/T and \kappa is given by \kappa = 7.08 \times 10^{-2} r T^2 / (\eta_{L\rightarrow E} E_L), where r is in mm, T is in MeV, and E_L is in joules. This can be solved for \Phi, giving the refluxing efficiency \eta_r = 1 - \exp(-\Phi), with the results for varying laser intensity and foil radius shown in Fig. 109.36. Note that the efficiency is extremely high for the parameters of the RAL experiments, η_r > 90%.

Figure 109.36

Refluxing efficiency obtained from the capacitance model. The hot-electron temperature is assumed to depend on laser intensity according to the ponderomotive scaling.\textsuperscript{5} The refluxing electrons are prevented from escaping by the self-consistent electromagnetic fields, so that the electron stopping can be treated as if the electrons were propagating in an infinite medium. The K-photon yield \langle N_k \rangle is computed by integrating along the path of electrons whose initial energies are described by an energy distribution f(E_0) as long as (1) energy loss is accurately described with a continuous slowing-down formula \langle dE/ds \rangle, and (2) cold cross sections \sigma_k(E) for K-shell ionization are appropriate (note that for copper Z = 29, only direct K-shell ionization is significant).\textsuperscript{37} The contribution to the total yield N_k due to refluxing electrons \langle N_k \rangle is then given by
\[
(\eta_e) = (\eta_e)_{\int_0^\infty dE_0 \int_0^{\infty} dE_0 \omega_k n_{Cu} \sigma_k \left( \frac{dE}{dE_0} \right)^{-1} (1)
\]

\[
= (\eta_e) u_{Cu} \omega_k \int_0^\infty dE_0 \int_0^{s(E_0)} dE_0 \omega_k n_{Cu} \sigma_k \left( \frac{dE}{dE_0} \right)^{-1} (2)
\]

where \( N_0 \) is the total number of hot electrons, \( \omega_k \) is the fluorescence yield \( (\omega_k = 0.44 \text{ for Cu}) \) \( (\text{the fraction of K-ionization events resulting in K-quantum emission}) \), and \( n_{Cu} \) is the number density of copper atoms in the target. The contribution from the “loss” electrons \( (n_{loss}) \) is similarly obtained to the above but by replacing \( \eta_e \) with 1–\( \eta_e \), and truncating the electron path length \( s \) in the integral Eq. (2) whenever it exceeds the target thickness \( s(E_0) = \min [s(E_0), d] \) (if the target is thick enough so that multiple scattering is important, an accurate calculation of this term would require a Monte Carlo calculation). To distinguish between the K-emission lines, e.g., \( K\beta \), \( K\alpha_1 \), \( K\alpha_2 \), etc., of corresponding energies \( \epsilon_k \), \( 8.906, 8.048, \) and 8.028 keV, respectively, the relative emission probabilities \( p_i \) are introduced, defined according to \( N_{K_i} = p_i N_{K_k} \), where “i” stands for either “\( \beta \),” “\( \alpha_1 \),” or “\( \alpha_2 \).” The probabilities are taken to be \( p_\alpha = \frac{\epsilon_i}{\epsilon_k} p_\beta \), \( p_\beta = 0.88, 0.12 \), respectively, whose values correspond to cold Cu at solid density. \( \epsilon_k \) from this model the electron-to-K-photon generation efficiency \( \eta_{e \rightarrow K} \) is determined. This is defined as \( E_k = \eta_{e \rightarrow K} E_0 \), where the energy in electrons is given by \( E_e = N_e \langle E_e \rangle \), and in K photons by \( E_k = \epsilon_k N_k \). Here \( \epsilon_k \) is the average fluorescence energy \( \epsilon_k = \sum_p p_i \epsilon_k \) (8.14 keV for copper) and \( \langle E_e \rangle = \int dEE_0(E) \) is the average electron energy, resulting in

\[
\eta_{e \rightarrow K} = n_{Cu} \omega_k \epsilon_k \langle E_e \rangle
\]

\[
x \left[ \eta_f \int_0^\infty dE_0 f(E_0) \int_0^{s(E_0)} dE_0 \omega_k n_{Cu} \sigma_k \left( \frac{dE}{dE_0} \right)^{-1} \right] + (1 - \eta_f) \int_0^\infty dE_0 \int_0^{s_{max}} dE_0 \omega_k n_{Cu} \sigma_k \left( \frac{dE}{dE_0} \right)^{-1} \right] \]  

\[
\eta_{e \rightarrow K} = \frac{\epsilon_k (N_{K, obs} / f_{abs})}{\eta_{L \rightarrow e} E_L} (4)
\]

may be computed only if the K-shell photon reabsorption fraction \( f_{abs} \), and the hot-electron production efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) are known. \( E_L \) is the energy in the laser pulse. The absorption fraction \( f_{abs} \) can be easily computed, \( E_e / E_L \) but the electron-production efficiency is subject to a great deal of uncertainty. In principle, this could depend on many factors, \( \eta_{L \rightarrow e} = \eta_{L \rightarrow e} (I_L, E_L, \nabla \log n, \ldots) \), where, for example, \( I_L \) is the laser intensity, \( E_L \) is the laser energy, and \( \nabla \log n_e \) is the electron-plasma density scale length. \( \eta_{L \rightarrow e} \) may be computed only if the K-shell photon absorption efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) and the hot-electron production efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) are known. \( E_L \) is the energy in the laser pulse. The absorption fraction \( f_{abs} \) can be easily computed, \( E_e / E_L \) but the electron-production efficiency is subject to a great deal of uncertainty. In principle, this could depend on many factors, \( \eta_{L \rightarrow e} = \eta_{L \rightarrow e} (I_L, E_L, \nabla \log n, \ldots) \), where, for example, \( I_L \) is the laser intensity, \( E_L \) is the laser energy, and \( \nabla \log n_e \) is the electron-plasma density scale length. \( \eta_{L \rightarrow e} \) may be computed only if the K-shell photon reabsorption fraction \( f_{abs} \), and the hot-electron production efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) are known. \( E_L \) is the energy in the laser pulse. The absorption fraction \( f_{abs} \) can be easily computed, \( E_e / E_L \) but the electron-production efficiency is subject to a great deal of uncertainty. In principle, this could depend on many factors, \( \eta_{L \rightarrow e} = \eta_{L \rightarrow e} (I_L, E_L, \nabla \log n, \ldots) \), where, for example, \( I_L \) is the laser intensity, \( E_L \) is the laser energy, and \( \nabla \log n_e \) is the electron-plasma density scale length. \( \eta_{L \rightarrow e} \) may be computed only if the K-shell photon reabsorption fraction \( f_{abs} \), and the hot-electron production efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) are known. \( E_L \) is the energy in the laser pulse. The absorption fraction \( f_{abs} \) can be easily computed, \( E_e / E_L \) but the electron-production efficiency is subject to a great deal of uncertainty. In principle, this could depend on many factors, \( \eta_{L \rightarrow e} = \eta_{L \rightarrow e} (I_L, E_L, \nabla \log n, \ldots) \), where, for example, \( I_L \) is the laser intensity, \( E_L \) is the laser energy, and \( \nabla \log n_e \) is the electron-plasma density scale length. \( \eta_{L \rightarrow e} \) may be computed only if the K-shell photon reabsorption fraction \( f_{abs} \), and the hot-electron production efficiency \( \eta_{L \rightarrow e} = E_e / E_L \) are known. \( E_L \) is the energy in the laser pulse. The absorption fraction \( f_{abs} \) can be easily computed, \( E_e / E_L \) but the electron-production efficiency is subject to a great deal of uncertainty. In principle, this could depend on many factors, \( \eta_{L \rightarrow e} = \eta_{L \rightarrow e} (I_L, E_L, \nabla \log n, \ldots) \), where, for example, \( I_L \) is the laser intensity, \( E_L \) is the laser energy, and \( \nabla \log n_e \) is the electron-plasma density scale length.
be understood if perfect refluxing is assumed: the number of K-shell photons per electron is essentially given by the product of the range \( s_0 \equiv s(E_0) = \int_{E_0}^{0} dE (dE/ds)^{-1} \) and the probability of K-shell emission per unit path \( \omega \rho \sigma_{\text{K}}(E) \) [Eq. (1)]. When normalized by \( E_0 \), this product is a very weak function of the electron energy, provided that the relativistic corrections to the cross section \( \sigma_{\text{K}}(E) \) are properly taken into account.\(^{51}\) If the refluxing is ignored, \( \eta_r \to 0 \), then the dashed curves result. The LSP predictions, shown as circles in Fig. 109.37, are very similar to the semi-analytic model. This is to be expected because LSP uses the same cross sections as the model and the stopping is found to be due to classical collisions and not anomalous mechanisms. The discrepancies are a result of the approximations in the LSP collision model.\(^{20}\)

Agreement can be obtained only for high refluxing efficiency, \( \eta_r \sim 100\% \), leading to the broad conclusion that reduced-mass targets produce the same number of K photons as targets of infinite thickness (but without the reabsorption). It follows that the K-shell yield is independent of the target geometry (volume). As Fig. 109.38 shows, this is actually observed.

Figure 109.38 shows both the \( K_{\alpha} \) (solid markers) and \( K_{\beta} \) (open markers) production efficiencies (open markers) from both the 100-TW system (crosses) and the RAL PW (squares and diamonds) as a function of laser intensity for a range of target geometries having volumes \( 10^{-4} < V < 10^{0} \text{ mm}^3 \). (The target thicknesses employed were 20 \( \mu \text{m} \) for the 100-TW shots, 5 to 75 \( \mu \text{m} \) for the PW shots with 5-ps pulses, and 5 to 25 \( \mu \text{m} \) for the PW shots with 0.4- to 0.75-ps pulses.) The yields are essentially constant and the ratio of \( K_{\beta} / K_{\alpha} \) is consistent with the expected cold matter value \( N_{K_{\beta}}/N_{K_{\alpha}} = 0.14 \). The predictions of the semi-analytic model with \( \eta_{L-e} = 10\% \) are shown as dashed lines.

A hot-electron conversion efficiency of 10\% is lower than the \( \eta_{L-e} \sim (20\%-40\%) \) quoted in the literature for these intensities, e.g., in Ref. 15. Reference 1 suggests that the conversion efficiency \( \eta_{L-e} \) rises significantly with laser intensity with efficiencies of \( \eta_{L-e} \sim 40\% \) for laser intensities of \( 10^{20} \text{ W/cm}^2 \). Figure 109.39 shows the predicted \( K_{\alpha} \) yield from the model as a function of laser intensity when the functional form of \( \eta_{L-e} \) is fit to the Nova PW data.\(^{1,27}\) The solid lines are lines of constant conversion efficiency \( \eta_{L-e} \) and the shaded area, bounded by the dashed curves, is the prediction of the model with a reasonable allowance made for scatter in the data of Ref. 1. With the conversion efficiency prescribed in this way, there are no free parameters in the model.

The discrepancy between the simple model and the experiment at high, \( I > 1 \times 10^{19} \text{ W/cm}^2 \), and low, \( I \sim 10^{18} \text{ W/cm}^2 \), intensities might have several causes. Additional energy-loss
channels for the hot electrons such as the acceleration of protons (or ions) from the back side of the target, “anomalous” stopping mechanisms such as resistive inhibition, or current filamentation instabilities, presumably becoming more important at higher intensities are potential candidates. Large magnetic fields could bottle energy up at the surface, where the plasma is too hot to produce K photons.

An experimentally verifiable consistency check on the inferred hot-electron conversion efficiencies, computed by fitting the absolute $K_{\alpha}$ yields, can be made by considering the volumetric heating created by the hot electrons. The collisional dissipation of the fast electrons, or the return current of the slower electrons, will volumetrically heat the foil on the picosecond time scale. The heating on this time scale, the same time scale as the K-shell emission, can be due only to the hot electrons and will be a measure of their energy content. The target heating can be quantified by measuring the ratio of $K_\beta$ to $K_{\alpha}$ emission $N_{K_\beta}/N_{K_{\alpha}}$ because for the expected temperature rise $T \gtrsim 100$ eV, significant ionization of the M shell is expected (Fig. 109.40). Smaller-mass targets are expected to achieve higher temperatures since an equal amount of energy is deposited in a smaller volume.

Figure 109.40 shows the ionization degree $Z^*$ for solid-density copper as a function of temperature according to the Thomas–Fermi model. The main part of the figure shows an estimate of the line ratio as a function of temperature based on this ionization (the cold ratio has been weighted by the relative population of the M shell). It is not straightforward to estimate the ratio of the absolute $K_{\alpha}$ and $K_\beta$ yields because the heating rate is a function of time and space, as is the hot-electron population. To take this properly into account we have performed LSP calculations.

![Figure 109.39](image-url)

**Figure 109.39** Experimental $K_{\alpha}$ production efficiency from the 100-TW system (crosses) and PW laser system with short pulses (squares) and long pulses (diamonds) as a function of laser intensity. The predictions of the semi-analytic model with hot-electron conversion efficiencies taken from a fit to Nova PW data are indicated by the shaded area bounded by dashed lines. The solid curves are lines of constant hot-electron conversion efficiency.

![Figure 109.40](image-url)

**Figure 109.40** Reduction in the ratio of $K_\beta$ to total K-emission probability as a function of plasma temperature, based on the Thomas–Fermi average ionization state $Z^*$ (inset).

**LSP Calculations of Volumetric Target Heating**

Three-dimensional numerical calculations of target heating and K-shell emission were performed using LSP. The targets were square copper foils of either $(80 \times 80)$ $\mu$m$^2$ or $(160 \times 160)$ $\mu$m$^2$ area, and either 10 $\mu$m or 20 $\mu$m in thickness. The hot-electron source was prescribed, as is usual in MC and implicit-hybrid calculations. Electrons from the cold bulk were promoted in energy inside a region defined laterally by the laser spot and extending to a depth of 0.5 $\mu$m into the target. The rate of promotion was defined so that the power translated into the electrons was a constant fraction $\eta_{L\rightarrow e}$ of the assumed incident laser power. The energy spectrum of the promoted electrons was an isotropic Maxwellian with an average energy defined according to the local laser intensity on the surface of
the foil (assuming the ponderomotive scaling). A realistic laser spot shape was assumed, taken from Ref. 55, where 50% of the energy is contained within a characteristic diameter, \(a_0 \sim 16 \mu m\). A radial temperature dependence of the hot electrons resulted from the assumed axial symmetry of the spot, similar to that of Ref. 26. The total injected hot-electron kinetic energy was taken to be either 10 or 30 J, with a pulse duration of 0.5 or 1.5 ps, respectively. This held the average laser intensity over the central spot constant at \(I = 1.2 \times 10^{19} \text{ W/cm}^2\). The total duration of the simulations was 15 ps and the targets were either 10 or 20 \(\mu m\) thick. Inter- and intra-species collisions are included in the calculation,\(^{19,20}\) the effect of which is to slow the hot particles and to heat the initially cold target. It was observed that \(\geq 90\%\) of the hot-electron energy was converted into thermal energy of the target primarily as a result of direct \(e-\)\(e\)-collisions, with only a few percent being either lost or converted into electromagnetic-field energy.

Figure 109.41 shows the peak temperatures attained by 20-\(\mu m\)-thick targets that have been taken on a slice transverse to the target normal at a depth of 5 \(\mu m\). In the (left)-right-hand column, 10 (30) J of energy was introduced into hot electrons. The target volume was \(1.28 \times 10^{-4} (5.12 \times 10^{-4}) \text{ mm}^3\) in the first (second) row. The smallest target reaches a peak temperature of \(\sim 500 \text{ eV}\), while the most massive \(\sim 100 \text{ eV}\). Only one quadrant of each foil was modeled, the remainder completed by assuming symmetry about the \(x\) and \(y\) axes. \(LSP\) assumes an ideal equation of state (EOS) for the various particle species. Here, the temperatures have been renormalized assuming a Thomas–Fermi EOS.

1. Reasons for the Absence of Enhanced Stopping in the \(LSP\) Calculations

The stopping power of hot electrons can be increased above that due to particle collisions by the presence of resistive electric fields.\(^{8,52}\) The current carried by the hot, laser-produced electrons far exceeds the Alfvén-limiting current for vacuum propagation, \(I_A = 17 \gamma_b \beta_b kA\),\(^{56}\) where \(\beta_b\) is the beam velocity normalized to the speed of light, \(\beta_b = v_B/c\), and \(\gamma_b\) is the relativistic gamma factor \(\gamma_b = (1 + \beta_b^2)^{-1/2}\). Estimating the current according to \(I = n_L e e L_A / \eta_{L\text{hot}} = 25 \text{ MA for } I_L = 10^{19} \text{ W/cm}^2\), \(A = \pi \times (20)^2 \mu \text{m}^2\), \(\eta_{L\text{se}} = 0.2\), and \(T_{\text{hot}} = 1 \text{ MeV}\). This is several hundred times larger than the Alfvén limit \(I_{\text{hot}} \sim 560 \left(2.7 / (\gamma_b \beta_b)\right) I_A\).

Such beams cannot propagate unless there is a compensating return current. In metals and plasmas, the return current is naturally provided by cold electrons. The cold current represents a drag on the hot component through the resistive electric field \(E = j / \sigma\), where \(\sigma\) is the electrical conductivity (assuming scalar conductivity and neglecting the Hall term). The resistive electric field \(E \approx j / \sigma\) may be estimated to be \(\sim 2 \times 10^5 \text{ kV/cm}\) for the above parameters. This would stop a 1-MeV electron in \(\sim 50 \mu m\). In making this estimate, a conductivity of \(\sigma = 1 \times 10^6 \Omega^{-1}\text{m}^{-1}\) has been assumed. This value is representative of the minimum conductivity of copper (other mid-Z metals are similar). Typically this minimum occurs at a few 100 eV, thereafter increasing with temperature \(\sigma \sim T_e^{3/2}\) according to the Spitzer value.

Resistive inhibition would be expected to be dominant, if the characteristic range due to the resistive electric field is small compared with the range due to binary collision events \(s_0\). The range estimated above is shorter than the range in copper of \(s_0 = 700 (3800) \mu m\) for 1.0 (5.0)-MeV electrons, respectively. In the current experiments, this is not the full story. In the thin-foil case, \(d < s_0\), the “resistive” range should instead be compared with the foil thickness \(d\). This is because refluxing hot electrons can contribute significantly to the return current for times greater than a hot-electron transit time. For this reason the \(LSP\) calculations indicate that resistive inhibition is not an important effect for the parameters of the experiments of Ref. 18. This is further borne out by the predictions of the semi-analytic model that are consistent with the usual stopping power.
Sources of plasma resistivity that are not currently modeled by LSP, such as ion-acoustic turbulence, possibly resulting from instability of the return current, have the potential to modify this picture. If the anomalous resistivity were to be a few times larger than the maximum resistivity quoted above, then the resistive range would become smaller than the typical target thickness. This could substantially reduce the contribution of hot electrons to the return current.

2. Effect of Target Heating on K-Shell Line Ratios

The effect of target heating on the relative emission probability of the $K_\beta$ line has been estimated by adjusting the emission probability $p_{K_\beta}$ in the LSP calculations, according to Fig. 109.40, using the local temperature at the time when the emission process took place. The LSP predictions for the line ratio $N_{K_\beta}/N_{K_\alpha}$, for three target volumes and 10 (30) J of hot-electron energy, are shown by the light upper (dark lower) open diamonds in Fig. 109.42. Figure 109.42 also shows the experimentally determined ratio of $K_\beta$ to $K_\alpha$ yield $N_{K_\beta}/N_{K_\alpha}$ from the RAL 100-TW (crosses) and RAL PW (squares, diamonds, and circles) as a function of target volume.

The scatter in the experimental data is too large for the consistency check to be conclusive, especially considering that the experimental $K_\beta$ signals, for target volumes $V \leq 10^{-4}$ mm$^3$, are very close to the noise level of the detector at ~3%. It can be said, however, that the PW data are not inconsistent with a hot-electron conversion efficiency of 10%. For example, the close agreement of the 30-J calculations with the experimental data point (shot 5021803) at $V = 5 \times 10^{-5}$ mm$^3$, where the energy in the central spot was ~150 J.

3. Spatially Resolved K-Shell Emission

The spatial distribution of the K-shell emission reflects the trajectories of the hot electrons and also the volumetric heating profile. Although the K-shell emission was not imaged in Ref. 18, images of the $K_\alpha$ emission from the LSP calculation can be produced (Fig. 109.43).

Conclusions

A semi-analytic model has been developed, and implicit-hybrid particle-in-cell code simulations (LSP) have been performed to study fast-electron propagation, inner-shell x-ray photon production, and heating of mid-Z, mass-limited targets.

For the conditions considered, motivated by RAL experiments, hot-electron flow within the target is dominated by refluxing at the electrostatic sheath at the target surface. This effect is responsible for the observed absolute x-ray yield. The semi-analytic model has been used to demonstrate the insensitivity of the yield to target geometry and hot-electron temperature under the conditions of hot-electron refluxing and classical stopping.

The experimental $K_\alpha$ yields are consistent between both models and experiment for an intensity-independent electron
conversion efficiency of ~10%. This result raises some concerns since 15% to 50% conversion efficiencies have been reported in the literature, e.g., Refs. 1, 6, 7, and 15. Surface fields or anomalous stopping mechanisms, e.g., Ref. 58, might prevent hot electrons from penetrating to the cold interior of the target where they can efficiently produce $K_{\alpha}$ photons. If this were the case, a higher hot-electron conversion efficiency would be required to produce the observed $K_{\alpha}$ yields. Target expansion is not a likely explanation for the discrepancy because it is responsible for only a few-percent decrease in the target density over the period of $K_{\alpha}$ emission. The ratio of $K_{\beta}$ to $K_{\alpha}$ line emission is related to the degree of target heating that may be used as a consistency check on the hot-electron conversion efficiency.

Three-dimensional LSP calculations of volumetric target heating have been performed giving predictions for line ratios as a function of hot-electron conversion efficiency. At present, the experimental data set is not sufficiently precise to conclusively choose between the predictions; however, it does suggest the usefulness of the technique, which will be pursued in future experiments on OMEGA EP.
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43. Assuming that the hot-electron density within the foil is uniform, we can estimate the absorption fraction by $f_{abs} = \left(\frac{\lambda_a}{d}\right) \left[1 - \exp\left(-\frac{d}{\lambda_a}\right)\right]$ with the linear attenuation length $\lambda_a = 22.3 \mu m$ for Kα photons.
50. The total K-shell ionization cross section is from Ref. 36, and, unlike the cross section in Refs. 37 and 39, it is good for relativistic electron energies.
Three-Dimensional Characterization of Spherical Cryogenic Targets Using Ray-Trace Analysis of Multiple Shadowgraph Views

Introduction
In the laser-driven direct-drive approach to inertial confinement fusion (ICF), energy from many individual high-power lasers is delivered to a spherical target, causing a spherically symmetric implosion. The 60-beam, 30-kJ OMEGA Laser System is used to study direct-drive ignition (DDI), where the laser energy is deposited directly onto the target. For indirect-drive ignition (IDI), the laser energy is directed onto a metal container (a hohlraum) surrounding the target, creating x rays that deposit the energy onto the target. IDI is inherently less efficient than DDI but has less-restrictive symmetry requirements on the laser illumination.

Current designs for both DDI and IDI high-gain ICF targets require a layer of condensed hydrogen fuel that adheres to the inner surface of a spherical shell ablator. Photon energy delivered to the target ablates its outer surface, and the ablation pressure drives the fuel layer inward, compressing both it and the gaseous fuel at the target’s center. The drive pressure is varied in time such that the fuel density is compressed by a factor of as much as 4000 while remaining relatively cold. Shock waves resulting from the drive-pressure history, along with compressive work, heat the gaseous-core “hot spot” to the high temperatures needed to initiate burning the fuel.

As the fuel layer is compressed and decelerates, perturbations on the inner ice surface act as amplitude seeds for the Rayleigh–Taylor instability on the inner surface. The nonlinear growth of this deceleration-phase instability mixes the cold compressed fuel layer with the hot-spot fuel vapor, reducing fusion yield or preventing ignition. Asymmetry-induced hydrodynamics can reduce the performance of ICF targets to well below that predicted by 1-D modeling. Ignition requirements impose strong constraints on the illumination uniformity and on the sphericity of the target.

The degrading effect of an inner-ice-surface perturbation on implosion performance depends on the perturbation’s mode number, which is the ratio of the capsule’s circumference to the wavelength of the perturbation. The surface roughness is characterized in terms of a mode spectrum analogous to Fourier analysis. Since the target geometry is spherical, spherical harmonics \( Y_{lm}^m(\theta,\varphi) \) form the basis functions used for the mode spectrum. Accurate surface characterization of ice layers requires reliable measurement of the layer’s surface with submicron resolution at many points distributed over the surface of a target. Hydrodynamic codes then calculate capsule implosion performance using the measured surface mode power spectrum. The benchmarking of calculated target performance with experimental results is essential for designing ignition-scale targets and specifying their allowable surface roughness with confidence.

The DDI specifications for the National Ignition Facility (NIF) require a total root-mean-square (rms) deviation of less than 1 \( \mu \text{m} \) for an ice layer with less than 0.25-\( \mu \text{m} \) rms from Fourier modes higher than \( n = 10 \). An ice-layer rms deviation of less than 1 \( \mu \text{m} \) is also required for successful IDI on the NIF. Measurement of the ice-layer radius over the entire surface with submicron resolution is required to verify success or failure at achieving the required specifications.

This article describes the optical backlit shadowgraphic 3-D characterization of cryogenic direct-drive-target ice layers at LLE using ray-trace analysis of the shadowgrams. The following sections (1) briefly describe the principles and equipment used to record a cryogenic-target shadowgram at LLE; (2) analyze the resolution of shadowgram measurements; (3) describe three-dimensional ice-layer reconstruction from multiple target views using the conventional assumption that the shadowgram bright ring can be directly related to the ice thickness based on spherically symmetric calculations; and (4) present a shadowgram analysis to which nonspherically symmetric ray tracing is added, thereby improving the 3-D ice-layer reconstruction by self-consistently calculating the effects of ice-layer asymmetries and roughness on the position of the bright ring in each view. The conclusions are presented in the final section.

Shadowgraphic Characterization of Ice Layers
Optical backlit shadowgraphy is the primary diagnostic used to measure ICF target ice-layer roughness. A shadow-
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A high-magnification, high-fidelity backlit optical shadowgraphy system (see Fig. 109.45) is used to diagnose the ice-layer quality. A 627-nm red-light–emitting diode (LED) provides the backlighting. A 50- to 100-μs pulse drives the LED to illuminate (~f/5) the target. Imaging optics (~f/6) magnify the target image on a DALSA charge-coupled-device (CCD) camera (12 bit, 1024 × 1024) (Ref. 27) such that the camera typically images about 1.2 μm per pixel. The camera is triggered by the same pulse that drives the LED.

A sample shadowgram of an LLE cryogenic D₂ target suspended from a beryllium “C-mount” by four threads of spider silk is shown in Fig. 109.46. The strong unbroken bright ring and mostly featureless central spot are indicative of the high quality of this ice layer. Two inner rings are also clearly visible.

Resolution of Shadowgram Rings

The analysis of the target image in an individual shadowgram consists of accurately determining the target center, unwrapping the image into polar coordinates, and measuring the radial positions of both the target edge and the bright ring’s peak intensity. Details of this procedure are published elsewhere. Here, the accuracy and resolution of these measurements are discussed.
Previously, by examining the bright-ring-measurement scatter for very smooth liquid hydrogen layers, the resolution of the measurements was estimated to be about 0.1 pixel (~0.12 μm). The high resolution of the bright-ring measurements has been verified using precision calibration targets as described here. The calibration targets are simulated target images of photolithographed chrome on glass. A simulated image consists of a “perfectly” circular edge along with a bright ring (plus two fainter inner rings) with a known variation in radial position. The radial variation of the rings was calculated, using the linearized formula discussed in the next section, for an ice surface with a surface-deviation, Fourier-mode power spectrum of

\[ P_n = C n^{-2} \]  

for Fourier modes \( n = 1 \) to 100, where \( C \) was chosen such that the spectrum meets the DDI specification. The phase of each Fourier mode was randomized. This power spectrum and the calculated bright-ring position are shown in Fig. 09.47. The precision calibration target was photolithographed with a manufacturing tolerance of 0.1 μm. A shadowgram of this target taken in one of OMEGA’s Cryogenic Target Characterization Stations is shown in Fig. 09.48. This image has been analyzed using LLE’s standard shadowgram analysis routines, and the results are shown in Fig. 09.47. The measured bright-ring positions have a mean error of less than 0.1 μm (within the manufacturing tolerances of the calibration target), and the total rms error of the ring measurement is about 0.01 μm.

It is clear that the bright-ring position can be very accurately measured in the characterization station shadowgrams. The relationship of that ring position with the radius of the actual ice surface producing the ring is discussed in the next section.
Three-Dimensional Ice-Layer Reconstruction Using Multiple Shadowgraph Views

An important feature of LLE’s Cryogenic Target Shadowgraphy System is the use of multiple views of the target to fully characterize the ice surface. Multiple views allow a far-more-complete surface characterization than is possible from a single view. Even with three mutually orthogonal views, it can be shown that there is only a small chance of detecting many local ice defects.

In the LLE Cryogenic Target Characterization Stations, the targets are rotated to provide a large number of different views for a single camera. The maximum number of views is limited only by the step size of the rotation stepper motor, which is a few tenths of a degree. Shadowgrams are typically recorded at 15° intervals, producing a total of 48 independent views between two cameras in each characterization station. The two cameras have approximately orthogonal views: one camera views the target center from an angle of 26.56° above the equator and the second camera, located 09.96° azimuthally from the first, views the target center from 12.72° above the equator. These view angles are determined by the location of the layering sphere windows that are aligned with the OMEGA target chamber’s viewing ports, which are used to center the target at shot time. These views are not optimum for target characterization. An off-the-equator viewing angle always results in unviewable regions surrounding the rotation poles; these unviewable “polar caps” are apparent in Fig. 109.49(a).

The standard method of shadowgram analysis assumes that the ice surface position along a great circle perpendicular to the shadowgraph view can be uniquely determined from the observed bright-ring position for that view by characterizing the ice-to-bright-ring relationship using a ray-trace study of spherically symmetric targets with varying ice thickness. At LLE, ray-trace modeling of a typical cryogenic target using the PEGASUS code has identified how the shadowgram ring positions vary with the target parameters such as the shell outer radius and thickness, the D2-ice thickness, the shell index of refraction, and the D2 index of refraction. The PEGASUS code is two dimensional and assumes spherical symmetry in the target. A linearized formula derived from this modeling is used to determine the inner-ice-surface radius from the position of the bright ring for given target parameters.

A 3-D representation of the ice layer can be constructed from the ice-surface positions determined from the multiple shadowgram views. Figure 109.49 shows a target’s inner ice surface reconstructed from a target rotation of 24 separate views. The surface is dominated by low-mode-number asymmetries, but very different Fourier modes are observed for any given great circle. For this data set, the ice-surface 1-D rms roughness of the individual great-circle observations varies from 2.6 μm to 5.3 μm with an average value of 3.5 μm. This particular data set was selected for the following reasons:

- The outer surface is very smooth and symmetric and should have little effect on the bright ring.
- The optical distortion from collection optics was well minimized for these images.
- The bright ring is smooth and has few breaks.

![Figure 109.49 Three-dimensional representation of a cryogenic inner ice surface (μm) displayed (a) on a spherical surface, (b) using the Aitoff projection with contour lines, and (c) using the Aitoff projection with surface elevation. These displays are constructed by interpolating all the individual data from the many great-circle observations to an evenly spaced (θ,φ) surface grid. The dotted lines in (a) show the location of the actual great circles observed in the individual shadowgraphs. The "polar caps" crossed by none of the great-circle observations are clearly visible.](image)
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As mentioned earlier, computer modeling of a spherical implosion, including instability growth, requires an ice-roughness spectrum described in terms of spherical-harmonics-basis functions $Y_{\ell m}(\theta, \phi)$ on the ice surface:

$$R(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} A_{\ell m} Y_{\ell m}(\theta, \phi) \quad (\mu m).$$  
(2)

This description gives a Legendre-mode power spectrum and total surface variance of

$$P_{\ell} = \frac{1}{4\pi} \sum_{m=-\ell}^{\ell} |A_{\ell m}|^2 \quad (\mu m^2).$$

$$\sigma_{rms}^2 = \sum_{\ell=1}^{\infty} P_{\ell} \quad (\mu m^2).$$

respectively. The $P_{\ell}$ spectrum represents an average over all azimuthal modes.

The $P_{\ell}$ spectrum for high mode numbers can be inferred from the Fourier power spectra of the many great circles observed. If one assumes that the surface perturbations are randomly distributed, the great-circle 1-D Fourier-mode power spectrum, averaged over many great circles, can be mapped to an equivalent Legendre-mode power spectrum. The assumption of randomly distributed perturbations limits the applicability of the mapping to higher mode numbers. At LLE the ice-surface positions are directly fit to spherical harmonics to determine the lower mode numbers (up to some $\ell_{max}$).21

The results of a direct $Y_{\ell m}(\theta, \phi)$ fit are shown in Figs. 109.50 and 109.51 for a fit up to $\ell_{max} = 10$. The surface reconstruction in Fig. 109.51 based on the low-mode-number fit is a good match to the data shown in Fig. 109.49. The Legendre power spectrum $P_{\ell}$ corresponding to this fit along with the higher mode numbers determined by the mapping method is displayed in Fig. 109.50. Target reconstructions using the standard analysis have successfully detected low-mode asymmetries in the ice layer, allowing the identification and correction of the sources of the layering sphere temperature isotherm asymmetries that cause them.31

The maximum mode number fit, $\ell_{max}$, is limited by the largest space between sampled points on the surface. For typical LLE targets, the largest gap in the surface data occurs at the unviewable polar cap of the target. The maximum mode number that can be reliably fit is also reduced by the many smaller surface gaps between great-circle measurements, noise in the data, uneven surface weighting (sections crossed by several great circles are more heavily weighted), and the fact that the data do not agree at “cross-over” points (see the next section). The sum of these effects typically limits the direct surface fit to mode numbers up to about $\ell_{max} = 10$. The exact limit varies with each data set. The results of fitting too high an $\ell_{max}$ are shown in Figs. 109.52 and 109.53, where the fit has been extended to $\ell_{max} = 16$. The power spectrum in Fig. 109.52 is rising as mode numbers approach

Figure 109.50
Legendre-mode power spectrum $P_{\ell}$ of the ice surface. The dots correspond to the low-mode-number (up to $\ell_{max} = 10$) direct fit. The circles result from mapping the average Fourier-mode spectrum of the many great circles.

Figure 109.51
Three-dimensional reconstruction of a cryogenic inner ice surface (\(\mu m\)) based on a direct $Y_{\ell m}(\theta, \phi)$ fit to the measured data (up to $\ell_{max} = 10$) (a) using the Aitoff projection with contour lines and (b) using the Aitoff projection with surface elevation. A comparison with Fig. 109.49 shows that the low-mode features are well matched by the fit. Although the actual great-circle data are used in the fitting, the results are mapped to an evenly spaced ($\theta, \phi$) surface grid using the $Y_{\ell m}$ coefficients for better display.
three-dimensional characterization of spherical cryogenic targets using ray-trace analysis

$\ell_{\text{max}}$, a trend not observed in the Fourier analysis of the bright rings. The combination of a too high $\ell_{\text{max}}$ along with the spaces between data circles and data mismatch at the great-circle cross-over points produces a fit with more structure than seen in the individual bright rings. This increased structure and “crinkling” are evident in Fig. 109.53.

Ray-Trace Analysis

Despite the success of the standard analysis, it is well known\textsuperscript{18–20,24} that the assumption that the ice-surface position along a great circle perpendicular to the shadowgraph view can be directly correlated to the observed bright-ring position for that view is valid only for perfectly spherical symmetry. Kozioziemski \textit{et al.}\textsuperscript{18} showed that a shift in the ice layer along the viewing axis will alter the bright-ring position and “significantly shift the apparent ice-layer thickness.” This effect can be easily seen in Fig. 109.54, which shows the ray path of the bright ring for a target layer shifted along the viewing axis. For imperfect ice layers, Koch \textit{et al.}\textsuperscript{19,20} note that “correlation depends on the height and curvature of the imperfection.” To illustrate this, the bright-ring radii predicted by 3-D ray tracing of a simulated ice surface constructed from spherical harmonics for opposing views are shown in Fig. 109.55. The predicted bright rings show general similarities in the low-mode structures but differ greatly in the higher-mode detail. This explains why the ice surfaces determined by the standard method do not agree at the cross-over points of the views.

If the shadowgrams were viewed along the equator and exactly opposing views could be measured, the average position of two bright rings would show a good correlation to the ice-surface position along the great circle perpendicular to the views.\textsuperscript{32} In this case the standard method can accurately be applied to the averaged bright ring. If one has nonequatorial views, exactly opposing views cannot be recorded. A study of two above-the-equator views in the Cryogenic Target Characterization Stations for OMEGA rotated 80° about the polar
To self-consistently and accurately determine the 3-D ice surface from shadowgram bright-ring measurements requires the modeling of the effect that the ice-surface asymmetries and defects have on the bright-ring position and including this modeling into the shadowgram analysis. Kozioziemski et al. accomplished this in a limited fashion by using interferometry to measure the P1 ice-layer mode along the viewing axis, then correcting the bright-ring position for the effect of the P1 based on a ray-trace study. The ray-trace shadowgram analysis at LLE uses 3-D ray tracing to simultaneously fit the bright-ring measurements for all views (typically 48 different views) to a multimode (up to $\ell = 8$) spherical-harmonic representation of the ice layer.

Producing a simulated full shadowgram for a nonspherically symmetric ice layer can take days of CPU time due to the large number of ray-trace calculations required. For this fitting analysis, where many iterations of varying a large number of spherical-harmonic components is required, an alternative was found based on the observation that for spherically symmetric targets, the peak intensity of the bright ring is centered on rays whose paths on both sides of the target are along the viewing axis. This is a poor approximation for asymmetric layers such as a melted layer that is very offset from the view angle, but it is a good approximation for the quasi-symmetrical case of a typical well-layered OMEGA cryogenic target.

With the above assumption, one need only follow one ray for each measured bright-ring position used in the fitting. The rays are launched backward from the measured bright-ring positions along their viewing angles and followed through the target and out the other side where the divergences of the rays’ final paths from the view angles are recorded. Nonlinear fitting iterations are employed to adjust the spherical-harmonic description of the ice surface, minimizing the divergence of all the rays from the viewing angles. Typical total fitting times are of the order of several hours to a day, depending on the number of measurements (typically 180 points from each of 48 views) and the number of spherical-harmonic components fit, which varies as $(\ell_{\text{max}} + 1)^2$. The nonlinear fitting routine constrains the maximum peak-to-valley variation of the ice surface to be similar to the maximum variation in the bright-ring position, preventing large peak-to-valley structures from occurring on the surface between the data rings or in the polar cap.

An example of the results from the ray-trace analysis with $\ell_{\text{max}} = 16$ is shown in Figs. 09.56–09.58. The ice-surface Legendre-mode power spectrum is well behaved up to this $\ell_{\text{max}}$ (Fig. 09.56), and the surface reconstructs show less anomalous structure (Fig. 09.57) than the standard method.
Better match to the observed bright ring. The standard deviation between the measured bright rings for the 48 different views and their ray-trace analysis predictions is 0.8 μm, a reduction of 45% from the standard method.

Summary and Discussion

It has been shown that the bright-ring position can be measured very precisely, but accurately correlating the bright-ring position to an ice-surface position is difficult. The standard method of applying spherically symmetric bright-ring calculations is inaccurate for asymmetric ice layers. Incorporating asymmetric ray tracing directly into the bright-ring analysis allows a self-consistent fitting of the bright rings from multiple views to an ice surface. Ray-tracing analysis reduced the error between the measured bright rings (for 48 different views) and those predicted for the fitted ice surface by 45% in comparison with the ice surface determined by the standard analysis.

It may be possible to further improve the performance of the ray-trace shadowgram analysis by

- modeling the bright-ring position, directly taking into account the uncollimated illumination of the actual shadowgraphy instead of assuming that the ring is centered on rays parallel to the viewing angles,
- fitting the optical differences between the views (magnification, focal position, etc.),
- adding some localized (e.g., spherical wavelet) defects to the ice-surface fitting to account for bright-ring features too localized to be fit by spherical harmonics and a reasonable \( \ell_{\text{max}} \), and
- including the effects of outer-surface perturbations on the bright ring that are believed to be responsible for some sharp features in the bright ring.

It is important to note that as the ice-layer quality improves and becomes more symmetric, the accuracy of the standard method improves. Initial studies of DT cryogenic targets for OMEGA indicate that beta-layered DT targets are very smooth and symmetric and good candidates for accurate standard analyses. These very symmetric layers may still benefit from ray-trace analysis by isolating the effects of outer-surface perturbations on the bright ring that can be even larger than the actual ice-surface effects.

LLE is building a cryogenic fill-tube target station that will allow validation of this ray-trace modeling and shadowgram
Three-Dimensional Characterization of Spherical Cryogenic Targets Using Ray-Trace Analysis

analysis. The station will possess target rotation capabilities and equatorial views for both shadowgraphy and x-ray phase-contrast layer diagnostics, allowing a direct comparison of ray-trace shadowgraphic analysis with (1) the standard analysis; (2) the standard analysis using averaged bright rings from opposing views; and (3) x-ray-phase-contrast direct measurements of the ice surface.
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Filamentation Analysis in Large-Mode-Area Fiber Lasers

Introduction
Fiber lasers have developed rapidly in recent years,1,2 with output powers above the kilowatt level.3,4 Along with the increasing output power, nonlinear effects become important and can ultimately limit the power scalability in the fiber. Two well-known nonlinear effects that have limited the output power of fiber lasers are stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS). Several methods can be used to increase the SBS threshold, including increasing the signal bandwidth to decrease the Brillouin gain,5 using new fiber designs to decrease the overlap between acoustic and optics modes,6 varying the temperature along the cavity,7,8 and using low-numerical-aperture, large-mode-area (LMA) fibers.9 Spectral filtering and LMA fibers are also used to mitigate SRS. In LMA fibers, the large mode area serves to decrease the optical intensity, therefore increasing the nonlinear threshold.

While many methods are being investigated to suppress SBS and SRS, other nonlinear effects, such as self-focusing, also have an impact. In 1987 Baldeck et al.10 observed the self-focusing effect in the optical fiber with picosecond laser pulses. Self-focusing can lead to beam-quality degradation through a process called filamentation. The physical nature of filamentation arises from self-focusing through the nonlinear refractive index. When the light intensity is strong enough for self-focusing to occur, the beam in the laser cavity is focused narrower and narrower. As a result, the laser beam is limited in a small region in the center of the core. Thus the corresponding population inversion is depleted in the center of the core, but undepleted in other areas of the core, i.e., spatial hole burning. With spontaneous emission occurring throughout the core, it is easy to generate other lasing beams, finally resulting in filamentation. Filamentation has been studied extensively in semiconductor lasers in the past two decades;11–13 however, little work has been done in fiber lasers.

In this article, a theoretical model for the filamentation effect in LMA fiber lasers is presented. Solving the paraxial wave equation and population rate equation in three dimensions, an expression for the filament gain is derived using a perturbation method. This expression includes both spatial and temporal characteristics, the filament spacing, and oscillation frequency. The filament gain also depends on the physical parameters of the optical fiber, the nonlinear refractive index, and the pump and signal power. This model can predict the output-power thresholds at which the filamentation will occur for a given set of optical-fiber parameters, in particular the core diameter. A simplified threshold expression is also provided. The results are shown to be consistent with previous experiments.

Theoretical Model and Steady-State Solution
Starting with Maxwell’s equation in a dielectric medium, a wave equation is obtained, assuming an optical field of the form \( \mathbf{A} = A_i(r, \phi, z, t)e^{i(k_0 z - \omega t)} \) and using the slowly varying envelope approximation to neglect the second derivatives of the time \( t \) and axial coordinate \( z \). After considering the gain, loss, nonlinear refractive index, and the coupling of the pump and the signal light in the optical fiber, the optical field of the signal light can be found to satisfy the paraxial wave equation

\[
\frac{\partial A_s}{\partial z} + \frac{1}{v_g} \frac{\partial A_s}{\partial t} = \frac{i}{2k_0} \nabla^2 A_s + \left[ \frac{1}{2} g_s' + i(2\gamma P_p + \gamma_s P_s) \right] A_s, \tag{1}
\]

where \( A_s \) is the slowly varying amplitude of the signal light along \( z \) and \( t \), \( v_g \) is the group velocity, \( k_0 = n_{eff} k_0 \) is the mode propagation constant of the signal light, \( n_{eff} \) is the effective index of the refraction, and \( k_0 \) is the free-space propagation constant. \( \nabla^2 = (1/r) \partial/\partial r (r \partial/\partial r) + \partial^2/\partial z^2 + (1/r^2) (\partial^2/\partial \phi^2) \) is the transverse Laplacian operator, representing diffraction. \( g_s' = g_s - \alpha_{cav} \) is the net gain of the signal light, where \( g_s = N_2 \sigma_s^e - N_1 \sigma_s^f \) is the local gain of the signal light. The energy-level system of the excitation ion is assumed to be a two-level system,16 where \( N_2 \), \( N_1 \) are the upper- and lower-state population densities, respectively. \( \sigma_s^e, \sigma_s^f \) are the absorption and emission cross sections at frequency \( \omega_j \) with \( j = p, s \) representing pump and signal light. To analyze the optical fiber laser, the mirror losses are distributed throughout the cavity, \( \alpha_{cav} = \alpha_{int} - \ln(R_1 R_2)/2L \), where \( \alpha_{int} \) is the internal loss, \( L \) is the cavity length, and \( R_1 \) and \( R_2 \) are the reflectivities of the mirrors. For the case of a fiber ampli-
fier, the cavity loss is the same as the internal loss, $\alpha_{\text{cav}} = \alpha_{\text{int}}$. $\gamma_j = \frac{\pi \beta_0}{A_{\text{eff}}}$ is the nonlinear parameter at frequency $\omega_j$, $\beta_0$ is the Kerr coefficient, and $A_{\text{eff}}$ is the effective cross-section area at frequency $\omega_j$. The nonlinear parameter $\gamma_j$ represents self-focusing in optical fibers, for $\gamma_j > 0$; $P_j = |A_j|^2$ is the optical power in the core at frequency $\omega_j$.

With the assumption of a two-level system, the rate equation of the excited state is given by

$$\frac{\partial N_2}{\partial t} = -\frac{N_2}{\tau} - \left(N_2 \sigma_s^e - N_1 \sigma_s^a\right) \phi_s - \left(N_2 \sigma_p^e - N_1 \sigma_p^a\right) \phi_p$$  (2)

where $\phi_j = P_j / (A_{\text{eff}} \hbar \nu_j)$ is the photon flux at the frequency $\nu_j$, $\tau$ is the spontaneous lifetime of the excited state, and $N_j = N_1 + N_2$ is the total population density.

Equation (1) is a nonlinear equation without an exact solution. The waveguide mode is first solved in the absence of gain and loss for low-intensity levels (i.e., no nonlinear effects). The solution in the core can be found:

$$\tilde{A} = A_s \exp\left[i(k_s z - \omega_s t)\right] = A_{s0} J_m(p_s r) \exp(i m \phi) \exp\left[i(k_s z - \omega_s t)\right]$$

where $A_{s0}$ is a constant, $p_s^2 = n_1^2 k_s^2 - k_s^2$, and $n_1$ is the refractive index in the core. The index $m$ can take only integer values, with $m = 0$ for the fundamental mode. Therefore, the optical field in Eq. (1) should have the form $A_s = A_{s0}(z) J_m(p_s r) \exp(i m \phi)$. Substituting the Laplacian term with $\nabla^2 A_s = -p_s^2 A_s$, Eq. (1) can be rewritten in the steady state as

$$\frac{\partial A_s}{\partial z} = \left[ 1 - \frac{i p_s^2}{2k_s} - i(2\gamma_p P_p + \gamma_s P_s) \right] A_s.$$  (4)

For simplicity, bi-directional pumping is assumed, so the pump power $P_p$ can be regarded as nearly constant along the cavity, which leads to a constant gain along the cavity. When a laser is above threshold, the gain is clamped to the value of cavity loss at threshold. Since the loss is distributed along the cavity in this unfolded cavity model, net gain $g_s'$ is zero and the signal power $P_s = |A_s|^2$ must therefore be independent of $z$. Thus, the solution of Eq. (4) has the form $A_s = A_{s0} J_m(p_s r) \exp(i m \phi) \exp(i \Delta k s z)$, is given by

$$\Delta k_s = \frac{1}{2} \delta_s' - \frac{i p_s^2}{2k_s} + i(2\gamma_p P_p + \gamma_s P_s).$$

Equation (5) shows the change for the complex propagation constant due to the gain, loss, nonlinearity, and the waveguide mode.

The modal gain $g_s = \Gamma_s g$ includes the transverse confinement factor $\Gamma_s = A_{\text{eff}} / A_{\text{core}}$ to account for the fact that excited ions are doped only in the core. Substituting the relation $N_1 = N_2 - N_2$ into Eq. (2), the upper-state population can be found in the steady state as

$$N_2 = \frac{N_1 \left( \sigma_s^a - \sigma_p^a \right) P_s + \sigma_p^e P_p}{1 + \frac{P_s}{P_s^\text{sat}} + \frac{P_p}{P_p^\text{sat}}}.$$  (6)

where $P_j = |A_j|^2$, $P_j^\text{sat} = (A_{\text{eff}} \hbar \nu_j) / (\sigma_j^e + \sigma_j^a)$ is defined as saturation power with $j = p, s$. For the case of the fiber laser, with the threshold condition of $g_s = \alpha_{\text{cav}}$ and the assumption of constant pump power, the signal power is constant along the $z$ direction in the cavity solved from Eq. (6):

$$P_s = \left[ -\left( N_1 \sigma_s^a + \frac{\alpha_{\text{cav}}}{\Gamma_s} \right) \right] \left[ \frac{N_1 \left( \sigma_s^e - \sigma_p^e \right) + \sigma_p^a}{\sigma_p^e + \sigma_p^a} + \frac{\alpha_{\text{cav}}}{\Gamma_s} \right]^{P_s^\text{sat}} \Gamma_s.$$  (7)

Linear Stability Analysis and Filament Gain

The stability of the single-mode solution against nonlinear spatial perturbations must be asserted to determine under what condition beam filamentation will occur. If small perturbations grow with propagation, then the steady-state solution is unstable. If small perturbations spatial perturbations must be asserted to determine under what condition beam filamentation will occur. If small perturbations spatial perturbations must be asserted to determine under what condition beam filamentation will occur. If small perturbations spatial perturbations must be asserted to determine under what condition beam filamentation will occur.
Due to the cylindrical geometry, the perturbation is assumed to have the form of a Bessel function,
\[
\begin{align*}
a &= a_1 J_k(p) \exp\left[i(k_\phi + k_c - \Omega t)\right] \\
&\quad + a_2 J_k(p) \exp\left[-i(k_\phi + k_c - \Omega t)\right], \\
n &= n_0 J_k(p) \exp\left[i(k_\phi + k_c - \Omega t)\right] \\
&\quad + n^0 J_k(p) \exp\left[-i(k_\phi + k_c - \Omega t)\right],
\end{align*}
\]
(10)

where \( p \) is a Bessel parameter, \( k_\phi \) has integer value, \( k_c \) is the propagation constant of the perturbation, \( \Omega \) is its oscillation frequency, and \( n_0, a_1, \) and \( a_2 \) are constants. The two field-perturbation parameters originate from the fact that \( a \) represents a complex field, which is determined by two independent variables.\(^{17}\) The perturbation in population density \( n \) is a real number, which can be determined by one variable. Substituting Eqs. (10) and (15) into the coupled equations leads to linear equations about \( a_1 \) and \( a_2^* \). In the condition that they have nontrivial solutions, \( k_c \) needs to satisfy
\[
k_c = \frac{\Omega}{\sqrt{2} G (1 + i \xi)}
\]
(12)

\[
\pm \left[ \frac{p^2}{2k_s} \left( \frac{p^2}{2k_s} - 2\gamma_P P_s \right) - \frac{1}{4} G^2 (1 + i \xi)^2 + g' \right],
\]
where \( p^2 = p^2 - p^2_0 \). The factor \( \xi \) and the saturated power gain \( G \) are defined respectively as
\[
\xi = \frac{\Omega \pi}{1 + \frac{P_s}{P_{sat}} + \frac{P_p}{P_{sat}}},
\]
(13)
\[
G = \Gamma s_g s \left( 1 + \frac{P_s}{P_{sat}} + \frac{P_p}{P_{sat}} \right) \left( 1 + \frac{P_s}{P_{sat}} + \frac{P_p}{P_{sat}} \right) + (\Omega \pi)^2.
\]
(14)

The steady-state solution is stable provided the perturbation gain (which is the imaginary part of the \( k_c \)) is less than the cavity loss, a reflection of the growth of the laser field in the cavity. With the relation \( g = -2 \ln(k_c) \), the perturbation gain can be extracted from Eq. (14), where the factor 2 is added to define the power gain:
\[
g = \text{Re} \left\{ \frac{2p^2}{k_s} \left( 2\gamma_P P_s - \frac{p^2}{2k_s} \right) + \left[ G^2 (1 + i \xi)^2 + g' \right] \right\}
\]
\[- (G - g'').
\]
(15)

The negative root from Eq. (12) is selected because the gain needs to be positive for the filamentation to occur. Equation (15) gives a general expression for the filament gain. In a fiber laser, when the population inversion is clamped to the threshold, the net gain \( g'' \) is zero. The filament spacing is defined as \( w = \pi/l_p \) and oscillation frequency \( f = |\Omega|/2\pi \).

It is already known that the solution of perturbation must have the form of a Bessel function due to the cylindrical geometry of the fiber. Because the perturbation is also an electromagnetic field, it also needs to satisfy the boundary condition on the interface between the core and cladding, which means for every \( k_\phi \) the Bessel parameter \( p \) or filament spacing \( w \) has only discrete values. In other words, the perturbation also has mode structure, which is similar to the well-known mode properties of the electromagnetic field in fibers. Equation (15) shows no dependence of \( k_\phi \) to the filament gain, but that does not imply that all the modes can resonate. Mathematically, lower-order modes, especially the fundamental mode of the perturbation, do not have dense enough mode structure for filamentation to occur. Physically, the largest amplitude of the fundamental mode is in the center of the core, where the population is depleted. The amplitudes of higher-order modes are zero at the center and large at the margin where the population is undepleted. Therefore higher-order modes of perturbation are more likely to occur than lower-order modes. The peak-to-peak period of squared higher-order Bessel solutions is approximately equal to \( \pi \), which accounts for the factor \( \pi \) in the definition of filament spacing.

**Spatiotemporal Analysis of Filament Gain in Optical Fiber Lasers**

Most high-power fiber lasers are Yb doped, due to high quantum efficiency, high doping density, the absence of excited-state absorption, and a long upper-state lifetime. Therefore the parameters used in this section are for typical Yb-doped fiber lasers and are shown in Table 109.V.

Figure 109.59 shows a 3-D plot of normalized filament gain versus normalized filament spacing and oscillation frequency for the signal peak power \( P_s = 10 \) kW and core diameter \( d_{core} = 100 \) \( \mu \)m. The figure is symmetric in frequency space; therefore only positive frequency is plotted. To facilitate understanding of Fig. 109.59, normalized gain \( g_{norm} = g/a_{cav} \) and normalized filament spacing \( w_{norm} = w/a_{core} \) are used, where \( a_{core} \) is the radius of
the fiber core. If perturbation gain is larger than cavity loss ($g_{\text{norm}} > 1$), the filament can grow in the cavity; if filament spacing is less than core radius ($w_{\text{norm}} < 1$), filament can appear in the core. Both of these conditions need to be satisfied for the filament to occur since the gain exists only within the fiber core. In Fig. 09.59 there is a peak in the spatial dimension, which defines the filament spacing at which the perturbation will grow most rapidly, where $g > \alpha_{\text{cav}}$. However, the normalized filament spacing corresponding to the peak region is larger than unity, which means the filament is outside the core, and filamentation cannot occur. In the temporal dimension, the curve is constant with a dip at low frequencies. Since the noise perturbation is dynamic, there is less possibility for the filament to grow statically or in low frequency.

In Fig. 09.60, the signal peak power $P_s$ is increased to 10 MW. The gain peak becomes much larger, and the corresponding filament spacing falls into the core. Because both of the thresholds are reached ($g_{\text{norm}} > 1$ and $w_{\text{norm}} < 1$), filamentation can occur. There is no observable feature in the temporal dimension. Thus for signal peak power high above the gain threshold, the temporal modulation of the filamentation can occur at any frequency.

### Table 09.V: Parameters for ytterbium-doped optical fiber laser calculations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_p$</td>
<td>0.976 $\mu$m</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>1.053 $\mu$m</td>
</tr>
<tr>
<td>$\sigma_p^a$</td>
<td>$2.476 \times 10^{-27}$ m$^2$</td>
</tr>
<tr>
<td>$\sigma_p^b$</td>
<td>$2.483 \times 10^{-27}$ m$^2$</td>
</tr>
<tr>
<td>$\sigma_s^a$</td>
<td>$2.065 \times 10^{-27}$ m$^2$</td>
</tr>
<tr>
<td>$\sigma_s^b$</td>
<td>$3.430 \times 10^{-27}$ m$^2$</td>
</tr>
<tr>
<td>$N_f$</td>
<td>$9.4 \times 10^{24}$ m$^{-3}$</td>
</tr>
<tr>
<td>$\Gamma_p$</td>
<td>0.01</td>
</tr>
<tr>
<td>$n_{\text{core}}$</td>
<td>1.46</td>
</tr>
<tr>
<td>$n_{\text{clad}}$</td>
<td>1.4562</td>
</tr>
<tr>
<td>$\bar{\sigma}_p$</td>
<td>$2.6 \times 10^{-20}$ m$^2$/W</td>
</tr>
<tr>
<td>$R_1$</td>
<td>1</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>$L$</td>
<td>0.5 m</td>
</tr>
<tr>
<td>$\alpha_{\text{int}}$</td>
<td>0.003 m$^{-1}$</td>
</tr>
</tbody>
</table>

Figure 09.60
Normalized filament gain versus normalized filament spacing and frequency for $d_{\text{core}} = 100$ $\mu$m, $P_s = 10$ MW.

Figure 09.61 shows normalized filament spacing and normalized filament gain corresponding to the gain peak as functions of signal peak power for the core diameters ranging from 20 $\mu$m to 200 $\mu$m, when $f = 10$ GHz. With the increase of the signal peak power, the filament gain peak will move toward the small filament spacing and the filament gain will also increase. This agrees with conventional understanding: the higher the power, the denser the filaments and the larger the possibility for filamentation to occur. From Fig. 09.61 the gain threshold for the filamentation to occur ($g = \alpha_{\text{cav}}$) can also be observed; it is from a magnitude of 100 W to 10 kW for core diameters ranging from 20 $\mu$m to 200 $\mu$m. The filament spacing threshold, however, is around a few MW, which then determines the filamentation threshold. Self-focusing, and thus filamentation, is determined only by the peak power (highest power) in fiber lasers, regardless of different average powers. Correspondingly, cw (continuous wave) operation is represented by the same curves in Fig. 09.61.
The gain peak with respect to the normalized filament spacing can be obtained by solving $\frac{\partial g}{\partial w} = 0$. Correspondingly, the filament spacing and signal peak power have the relation

$$w_k = P_p^2 s s s s^2 r c = + .$$

At spatial threshold $w = a_{core}$, the spatial threshold power is

$$P_{th}^{spatial} = \left(\frac{\pi^2}{a_{core}^2} - p_s^2\right). \quad (16)$$

At high frequency, saturation gain $G$ and factor $\xi$ can be neglected from Eq. (15), and the filament gain can be simplified at the gain peak as $g = 2\gamma_s P_s$. At gain threshold $g = \alpha_{cav}$, the gain threshold power is

$$P_{th}^{gain} = \frac{\alpha_{cav}}{2\gamma_s}. \quad (17)$$

Figure 109.62 shows the spatial and gain threshold powers as functions of core diameter. As would be expected from an intensity-dependent process, the gain threshold power increases as the core diameter (and thus mode diameter) increases. Conversely, the spatial threshold power decreases with increasing core diameter. For larger modes, the effects of diffraction and waveguiding are weaker; thus the mode becomes more susceptible to filamentation. For all core diameters below 1000 $\mu$m, the spatial threshold dominates.

Figure 109.63 shows the normalized and non-normalized filament gains as functions of the signal peak power for three cavity lengths, from 0.5 m to 4 m when $d_{core} = 100 \mu m$ and $f = 10$ GHz. It is instructive to see that the normalized gain changes with cavity length since the cavity length relates to the cavity loss in the unfolded cavity model. The non-normalized gain is not affected by the fiber length since it is dependent only on signal peak power. In the laser cavity, light propagates back and forth, and the optical path is effectively infinitely long.
Thus filamentation can occur as long as the filament gain is larger than cavity loss, and it does not depend on cavity length. Figure 109.63(c) shows a plot of the corresponding normalized filament spacing versus signal peak power. The filament spatial properties do not change with cavity length since they have the same transverse spatial structure. Because spatial threshold determines total threshold here, total threshold is independent of cavity length.

Discussion and Conclusion

Only a single experiment reported self-focusing in multimode optical fibers.\textsuperscript{10} In this work, 25-ps pulses were coupled into multimode fiber, and a mode scrambler was used to distribute pulse energy into every mode. The output beam profile was unchanged for pulse energies less than 1 nJ. When the pulse energy was increased beyond 10 nJ, self-focusing occurred. That is to say, the peak power threshold is between 40 W to 400 W. Considering the use of the mode scrambler, the threshold should be much smaller compared to our model, which assumes an unperturbed starting condition of the fundamental mode. Our model gives a gain threshold of around 1 W and a filament spacing threshold of around 0.5 MW. Starting with a set of modes instead of a single mode will lead to a reduction in the filamentation threshold due to the added spatial variations in the initial condition. More recently, an ultrashort Yb-doped fiber laser system was demonstrated with peak power in the fiber of 5 kW (Ref. 4). Since their peak power is still under the filament spacing threshold (~7 MW from our model), no filamentation occurs.

The thresholds of SBS and SRS are around ~20 W and ~1 kW for short-length cw fiber lasers.\textsuperscript{7} For short-pulsed fiber lasers, SBS can be neglected for the broadband spectra; the threshold of SRS can be increased to MW using the LMA fibers. Recently, Cheng\textsuperscript{18} has reported a 1.56-MW-peak-power laser system using 80-μm-core, Yb-doped LMA fibers. Given the rapid rate of progress in high-peak-power fiber lasers, self-focusing and filamentation will soon become a problem that will need to be addressed in order to retain high-beam-quality output. It is important to note that since these phenomena effectively increase the spatial frequency of the light in the fiber, bend loss will have a beneficial impact on the filamentation threshold.

In summary, an expression for filament power threshold was derived, using a perturbation method, starting from the paraxial wave equation. The spatial and temporal characteristics of the filament gain were analyzed. Two conditions must be satisfied simultaneously for filamentation to occur: filament gain larger than cavity loss and filament spacing less than the core radius. The filamentation also has the mode characteristics of optical fibers, and its threshold is of the order of a few MW.
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Averaging of Replicated Pulses for Enhanced-Dynamic-Range, Single-Shot Measurement of Nanosecond Optical Pulses

Introduction
Nanosecond-length laser pulses are commonly used in applications such as light detection and ranging (LIDAR) and remote sensing. Accurate measurement of the pulse shape can be critical for specific applications. In particular, laser systems used for inertial confinement fusion (ICF) are required to produce stable, high-contrast pulse shapes to achieve the highest-possible compression of the target. While nonlinear techniques can measure pulse shapes with a contrast of the order of $10^7$ (Refs. 3 and 4), reliable measurement of nanosecond-length pulses can only be achieved with either streak cameras or photodiodes in conjunction with oscilloscopes. Streak cameras offer high-dynamic-range (700:1), multichannel (>8) measurements with 30-ps temporal resolution. However, the relatively slow update rate of single-shot, high-dynamic-range streak cameras (0.1 Hz) precludes their use in applications that require real-time monitoring. Such applications include real-time pulse-shape adjustment or the diagnosis of intermittent problems.

Although oscilloscope sampling rates are continually increasing, the vertical resolution has remained stagnant at 8 bits. Additionally, the effective number of bits (ENOB) is limited to 5 or 6 due to inherent noise floor and digitization effects. Therefore, when using photodiodes with oscilloscopes to measure an optical pulse shape, the oscilloscope becomes the limiting factor of measuring contrast, reducing the measurable dynamic range (DR = 2^{ENOB}) to ~45. Such a contrast is insufficient for the accurate measurement of high-contrast ICF pulse shapes that require measurement of pulses with up to 100:1 shape contrast at a reasonable level of accuracy.

The conventional method for reducing noise on periodic signals is to average temporally sequential events, which has the benefit of reducing the signal-to-noise ratio (SNR) by a factor of $\sqrt{N}$, where $N$ is the number of traces. However, non-repetitive, single-shot events get washed out in the averaging process; this is particularly important when trying to diagnose intermittent failures. Furthermore, the acquisition speed in sequential averaging is reduced by a factor of $N$.

To capture single-shot events, the pulse can be replicated and averaged with itself to reap the benefits of averaging. In previous work, the pulse of interest was sent through an active fiber loop to produce a replicated pulse train. With gain in the loop, the signal was kept near maximum throughout the pulse train at the expense of amplifier noise added to the signal at every pass. Additionally, the amplitudes of the resultant pulse train followed an exponential decay curve, making it difficult to operate at high repetition rates. In this work, a passive pulse-replication structure is implemented to achieve the series of pulses. The signal is power divided, then recombined with a fixed time delay. Multiple split/recombine stages with digitally increasing delay can yield an arbitrary number of pulses, provided there is sufficient energy in the initial pulse. The replicated pulses are read from a single oscilloscope trace and subsequently averaged in order to achieve increased dynamic range. Similar pulse replication schemes have previously been implemented for increased temporal resolution in measuring picosecond pulses.

Experimental Configuration and Measurements
The configuration for passive pulse replication is shown schematically in Fig. 109.64. A series of $2 \times 2$ fused-fiber splitters are spliced with $m \times 12.5$-ns-delay fibers between the individual stages. Since successive combinations use splits from previous combinations, the last split is the only place where light is forfeited. It should also be mentioned that since the first splitter has two input ports, two separate pulses can be run simultaneously through this architecture, provided their timing is such that the resultant pulse trains do not overlap in time.

Figure 109.65 shows the resultant 64 pulses from the raw photodiode output as measured on a Tektronix TDS 6154C digital storage oscilloscope, which has a 12-GHz analog bandwidth. The pulses are nominally spaced at 12.5 ns, although precise spacing is not critical to the method.

The trace is acquired from the scope at 25-ps resolution, and the individual pulses are separated by temporal binning. The fine temporal alignment between two pulses $P_i(t)$ and $P_j(t)$...
in the pulse train is measured once with a cross-correlation method using the formula

\[ X_{ij}(t) = F^{-1}\{F[P_i(t)] \times F^*[P_j(t)]\}, \quad (1) \]

where \( F \) and \( F^{-1} \) denote the discrete fast Fourier transform and its inverse and the asterisk denotes the complex conjugate. The temporal offset \( t_{ij} \) is the value of \( t \) that maximizes the function \( X_{ij}(t) \). \( P_j(t) \) is offset by this amount before averaging with the other pulses from the pulse train.

Figure 109.66 shows the single-shot, self-averaged pulse together with a multi-shot–averaged pulse (64 averages) and a single pulse (no averaging) for comparison. Similar to the multi-shot average, the single-shot average shows clear performance enhancement compared to the single-shot case. Additionally, due to the jitter inherent in temporal acquisitions, the multi-shot–averaged case has a reduced effective bandwidth compared to the single-shot–averaged trace, as can be seen in the relative sharpness of the leading edges of the corresponding pulses in Fig. 109.66.

The dynamic range of the measurement is defined as the ratio of the peak of the signal to the signal level where the SNR is equal to unity. Figure 109.67 shows the calculated dynamic range for the single-shot and multi-shot averages as a function of the peak signal on the photodiode. In the multi-trace averages, there are 64 temporally displaced copies at different signal amplitudes (as can be seen in Fig. 109.65), each of which is plotted independently. Given that the noise level is identical
for all cases, increased signal amplitude corresponds directly to increased dynamic range. For the single-shot–averaging case, the data point is plotted versus the average amplitude of all of the peaks in the 64-pulse train. This plot clearly demonstrates that single-shot averaging works just as well as multi-shot averaging without the disadvantages of reduced acquisition time and the loss of single-shot events. For further comparison, the manufacturer’s specifications rate the oscilloscope at 5.5 ENOB, corresponding to a maximum dynamic range of 45. The single-shot–averaging technique demonstrates a dynamic range of 312, or an ENOB of 8.3, an improvement of nearly 3 bits over the nominal performance of the oscilloscope. This level of improvement is expected from the averaging function; since the SNR is reduced by \( \sqrt{N} \) and the maximum signal remains nearly the same, the dynamic range is improved by the same factor, for which \( \sqrt{64} = 2^3 \).

![Figure 109.67](image)

**Dynamic range of single-shot–averaged and multi-shot–averaged pulses**

### Discussion and Conclusions

In principle, this method can be extended to a larger number of pulses in the pulse stacker, thereby achieving even better dynamic range and SNR. The ultimate limitation is peak-detected signal power, which is reduced by a factor of 2 every time the number of pulses is doubled. Provided the laser system has sufficient energy to spare for the measurement, the upper limitation on power launched is driven by damage and nonlinear effects in the fiber.

For spectrally narrowband pulses, stimulated Brillouin scattering (SBS) becomes the limiting factor in power launched into the fiber. The conventional threshold equation for the SBS threshold is \( g_B P_0 L_{eff} / A_{eff} = 21 \), where \( g_B \) is the Brillouin gain, \( P_0 \) is the threshold peak power, \( L_{eff} \) is the effective interaction length, and \( A_{eff} \) is the effective mode area. Since the light scattered by SBS is in the reverse propagation direction, the effective length of the interaction is determined by the time of flight of the pulse in the fiber. Using typical numbers for 1053 nm, the SBS energy threshold for a 1-ns pulse is of the order of several microjoules.

Conventional damage thresholds for fibers are near 5 J/cm² for a 1-ns pulse, although higher values have been reported. Using the more-conservative value leads to an upper energy limit of the order of a few microjoules for a single-mode fiber at 1053 nm (~6-μm core). Together, damage and SBS considerations limit the maximum launched power to a few microjoules.

The receiver of the system also has its limitations. Generally, detection of low light levels may lead to signal-to-noise issues; therefore, higher light levels are desired. However, the photodiode itself has an upper limit of peak signal power before the pulse becomes distorted by space-charge effects that arise when the extracted charge exceeds more than a few percent of the charge stored in the photodiode. For the Discovery DSC-30 photodiodes that were used, the power was limited to approximately 10 pJ per pulse in the pulse train; reasonably beyond that value, pulse-shape distortion became noticeable.

Together, the fiber launch energy and the photodiode linearity determine the maximum dynamic range of the detected signals. The single-pulse energy after passing through the system is given by \( (\eta/2)^N \), where \( \eta \) is the transmission of the coupler and \( N \) is the number of stages. Using the energy limitations described above with a conservative 0.6-dB insertion loss for the couplers, a total of 14 stages can be utilized. Thus, this technique can be extended to achieve an increase of 7 bits over the nominal oscilloscope performance.

In conclusion, measuring pulse shapes beyond the dynamic range of oscilloscopes is achieved by passive temporal-pulse stacking. Pulses are averaged with their time-delayed replicas without introducing additional noise or jitter, allowing for high-contrast pulse-shape measurements of single-shot events. A dynamic-range enhancement of 3 bits is demonstrated experimentally, and the technique can be extended to yield an increase of up to 7 bits of additional dynamic range over nominal oscilloscope performance. Moreover, single-shot averaging does not suffer from temporal jitter; therefore it can produce higher bandwidth measurements than conventional multi-shot averaging.
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