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In Brief

This volume of the LLE Review, covering April–June 2006, features “High-Contrast Plasma-Electrode 
Pockels Cell (PEPC)” by B. E. Kruschwitz, J. H. Kelly, M. J. Shoup III, L. J. Waxer, E. C. Cost, E. T. Green, 
Z. M. Hoyt, J. Taniguchi, and T. W. Walker. In this article (p. 129), the authors report on the development 
of the OMEGA EP PEPC prototype and the demonstration of high-switching contrasts exceeding 500:1 
throughout the clear aperture. The key to producing this level of performance has been the reduction of 
stress birefringence using circular windows. In addition to the more typical role of holding the pulse in 
the cavity for four passes, the PEPC will be used to provide isolation from target retroreflections. Most 
existing multipass high-energy laser systems use frequency conversion to direct second- or third‑harmonic 
light onto the target. This is not the case for the short-pulse part of OMEGA EP; therefore, any light 
reflected by the target can experience gain in the unsaturated amplifiers as it propagates back up the 
system, posing a significant damage threat to the system.

Additional highlights of recent research presented in this issue include the following:

•	 F. J. Marshall, J. P. Knauer, D. Anderson, and B. L. Schmitt present results of the absolute calibration 
of Kodak Biomax-MS film response to x rays in the 1.5- to 8-keV energy range. Film calibration was 
accomplished with an e-beam–generated x-ray source, a crystal/multilayer monochromator, a film 
pack, and an absolutely calibrated x-ray photon detector. The results agree with predictions from a 
theoretical model presented in a companion article in this issue.

•	 J. P. Knauer, F. J. Marshall, B. Yaakobi, D. Anderson, and B. A. Schmitt along with K. M. Chandler, 
S. A. Pikuz, T. A. Shelkovenko, M. D. Mitchell, and D. A. Hammer (Plasma Studies Lab, Cornell 
University) present a response model for Kodak Biomax-MS film to x rays. This detail film characteriza-
tion starts with simple mathematical models and extends them to T-grain film. This is the companion 
article for the experimental results reported by F. J. Marshall et al. reported in this issue.

•	 V. Yu. Glebov, C. Stoeckl, T. C. Sangster, C. Mileham, and S. Roberts along with R. A. Lerche (LLNL) 
present results for a new high-yield bang time detector for the OMEGA laser. The time interval from 
the beginning of the laser pulse to the peak of neutron emission (bang time) is an important parameter 
in inertial confinement fusion experiments. The NTD streak camera currently deployed on OMEGA is 
saturated by neutron yields above 3 # 1013, whereas the latest OMEGA experiments and those planned 
for OMEGA EP are expected to produce neutron yields above 1014. This new detector will support 
these experiments and also high-yield experiments at the National Ignition Facility (NIF).

•	 C. Stoeckl, V. Yu. Glebov, P. A. Jaanimagi, J. P. Knauer, D. D. Meyerhofer, T. C. Sangster, M. Storm, 
S. Sublett, and W. Theobald along with M. H. Key, A. J. MacKinnon, and P. Patel (LLNL) and D. Neely 
and P. A. Norreys (Rutherford Appleton Laboratory) present the issues associated with operating target 
diagnostics in a petawatt environment. Sensitive electronic devices are difficult to operate in petawatt 
laser–target interaction experiments because there are copious amounts of relativistic electrons, hard 
x rays, and other charged particles created by the experiments. This has serious consequences for the 
design and integration of diagnostics inside or close to the target chamber.
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•	 W. Guan and J. R. Marciante present simulation results for gain apodization in highly doped distrib-
uted-feedback (DFB) fiber lasers. DFB lasers can be designed with an internal grating structure to 
provide highly output power (up to 60 mW), single frequency, single polarization, and high optical 
signal-to-noise ratio. The authors investigate the effects of gain apodization on threshold behavior 
along with the impact on output power and mode discrimination. Apodization of the longitudinal gain 
profile is found to lower the laser threshold by 21% without degrading mode discrimination.

Jake Bromage
Editor
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Introduction
Many high-energy laser systems under development for inertial 
confinement fusion (ICF) use a multipass amplifier architec-
ture.1,2 A large-aperture optical switch, which is capable of 
withstanding high fluence, is often utilized in these systems to 
control the number of passes that a laser pulse makes through 
the amplifier cavity. Conventional Pockels cells that use ring 
electrodes cannot be scaled to the large apertures required 
for ICF lasers. Therefore, the plasma-electrode Pockels cell 
(PEPC) technology, which uses high-conductivity plasmas as 
electrodes, was developed at Lawrence Livermore National 
Laboratory (LLNL) for use in ICF laser systems.3–6

Most existing multipass high-energy laser systems use fre-
quency conversion to direct second- or third-harmonic light 
onto the target. This is not the case, however, for the high-
energy petawatt-class laser system that is being constructed on 
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OMEGA EP at the Laboratory for Laser Energetics.1 In this 
short-pulse system, the light is not frequency converted before 
being sent to the target. Any light reflected by the target can 
therefore experience gain as it propagates back up the system. 
Because the amplifiers are unsaturated, a retroreflected pulse 
can experience high gain, posing a significant threat of system 
damage. Isolation of the amplifier cavity from back-reflected 
light is, therefore, required on this system.

In addition to the more typical role of holding the pulse in 
the cavity for four passes, the OMEGA EP PEPC will be used 
to provide isolation from target retroreflections. This concept is 
illustrated in Fig. 107.1. Figure 107.1(a) shows a block diagram 
of a portion of the OMEGA EP Laser System; Fig. 107.1(b) is 
a timing diagram showing the state of the PEPC switch. The 
pulse from the laser sources area is injected into the beamline 
at the transport spatial filter (TSF) at time T and enters the 

Figure 107.1
(a) Diagram of the OMEGA EP Laser System showing the PEPC in relation to key beamline components. (b) Timing diagram showing the state of the PEPC 
as a function of time. Times during which the laser pulse passes through the PEPC are highlighted.
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Figure 107.2
Photograph of the prototype PEPC during plasma ignition. The outline of the 
windows is indicated by the white dashed circle, and the region analyzed by 
the stress birefringence model is indicated by the black dashed square.
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amplifier cavity by reflecting from the cavity polarizer. The 
pulse makes Pass 1 through the PEPC while the PEPC is in its 
unenergized state. The pulse is amplified by two passes through 
the main amplifier chain before returning for Pass 2 through 
the PEPC, which will then be switched to its active state. This 
allows the laser pulse to remain in the amplifier cavity for 
two more passes. At Pass 4, the PEPC is again unenergized to 
couple the pulse out of the amplifier cavity, from which it is 
transported to the target chamber. Approximately 700 ns later, 
the retroreflected pulse couples back into the amplifier cavity 
for Pass 5 through the PEPC. The PEPC must be energized 
at this time to switch the retroreflected pulse out of the cavity 
to a beam dump via a polarizer labeled Pol 2 in Fig. 107.1(a). 
Any residual light that is not switched out of the cavity will be 
reamplified; therefore, the PEPC must be in the unenergized 
state upon its return at Pass 6 to ensure that the light is not 
trapped in the cavity and further amplified.

This new role of providing isolation places greater demands 
on the switching contrast ratio (the ratio of maximum trans-
mission to minimum transmission of the PEPC between two 
ideal polarizers). To control the amplified passes through the 
cavity (Passes 1 through 4), the PEPC is required to provide 
a contrast of >100:1 averaged over the clear aperture, or >50:1 
locally. To provide sufficient isolation on the OMEGA EP 
system for Passes 5 and 6, however, the PEPC is required to 
switch with a contrast ratio exceeding 500:1 locally, i.e., at all 
points in the clear aperture. 

This requirement exceeds the performance reported on exist-
ing PEPC cells, which are typically limited to approximately 
100:1 locally, primarily due to stress-induced birefringence in 
the vacuum-loaded windows.5,7 This article describes a rede-
signed PEPC that achieves a significantly higher contrast. It 
addresses the development of a window geometry that exhibits 
low stress-induced birefringence required to increase contrast 
and presents observations of a PEPC switching contrast ratio 
that reliably exceeds the 500:1 requirement.

High-Contrast PEPC Design
The prototype PEPC cell, seen in operation in Fig. 107.2, 

was built to evaluate design concepts for increasing the switch-
ing contrast. A cross-sectional sketch of the system (Fig. 107.3) 
highlights the main features of the PEPC cell. The design was 
based on the LLNL PEPC in use by the National Ignition Facil-
ity (NIF) and was repackaged for use in a single-beam configu-
ration.7 The main structural components, the two halves of the 
cell body, are made of aluminum and are anodized to provide a 
dielectric barrier from the plasma. Sandwiched between the cell 

body halves is a glass midplane, with the electro-optic crystal 
potted in the center using an aerospace silicone epoxy. The 
electro-optic crystal is a 40 # 40 # 1-cm plate of Z-cut KDP 
grown via the rapid-growth method at LLNL.8 Fused-silica 
windows, which will be discussed in more detail in Reduc-
tion of Window Stress Birefringence (p. 131), are mounted 
on the cell body. These windows are circular, as indicated by 
the white dashed line in Fig. 107.2.

The plasma electrodes are formed in two chambers between 
the glass midplane and the windows. The cell is evacuated 
using a turbomolecular pump and back-filled with helium to  
80 mT. Graphite electrodes are mounted on either end of the 
plasma cavity. The anodes are segmented into six button-type 
electrodes and the cathodes are planar magnetrons. A simmer 
discharge is initiated by breaking down the gas between the 
cathode and a nearby starter anode rod. A low-density dis-
charge is maintained across the plasma channel for 450 ms. 
Near the end of the simmer discharge, a 10-ns, 4-kV pulse is 
applied, which increases the plasma density to >1012 cm–3 to 
create high-conductivity electrodes.9 When the plasma is in this 
high-conductivity state, a 250-ns, 18-kV switch pulse applied 
between the plasmas produces the electric field necessary to 
impart a half-wave retardance on the 1053-nm incident beam. 
The electrode size produces a plasma channel that is 8 cm wider 
than the vertical extent of the clear aperture, thereby mitigating 
the effects of plasma pinching.10,11
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Figure 107.3
Cross-sectional view of the PEPC cell showing the key ele-
ments of the PEPC system. SPG denotes the switch pulse 
generator, and PPG indicates two plasma pulse generators.
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	 Reduction of Window Stress Birefringence
The primary contrast limitation in the NIF PEPC cell design 

is the stress-induced birefringence in the square windows that 
form the air-vacuum barrier for the plasma. To achieve the 
contrast level required for OMEGA EP, it was necessary to 
understand the root cause of this birefringence. A finite-element 
analysis (FEA) code (ANSYS) was used to model the stress 
fields induced in both square windows, such as those used in 
the LLNL PEPC cells, and the proposed circular windows.

FEA models of the windows were generated using 20-node 
quadrilateral elements with a resolution in X and Y (the plane 
parallel with the faces of the window) equal to 10 mm and a 
resolution in Z equal to 1 mm. Only one quadrant of the window 
was modeled because of symmetry. To better simulate edge 
effects, a finer mesh was used near the edges of the window. 
Each window was assumed to be simply supported on the 
perimeter of the vacuum face with a uniform pressure applied 
to the opposite surface. The von Mises stresses were obtained 
from the model at every point on the sampling mesh. Because 
it was found that the resulting birefringence asymptotically 
approached a solution with decreasing step size in Z, these 
stresses were linearly interpolated in Z to improve the resolu-
tion through the thickness of the window. 

The Wertheim stress optic law was applied to the FEA 
results to predict the net birefringence.12 By modeling the 
birefringent window between two ideally crossed polarizers, 
the passive contrast could be predicted at every point. The 
numerical limit for the passive contrast ratio, limited by the 
numerical accuracy of the FEA code, was found to be approxi-
mately 5000:1. Figure 107.4 shows model predictions for both 

a square 430 # 430 # 35-mm fused-silica window used in the 
LLNL PEPC cells and a 600-mm-diam, 40-mm-thick circu-
lar fused-silica window that was used for the LLE PEPC. In 
Figs. 107.4(a) and 107.4(c), 3-D maps of the magnitudes of the 
von Mises stresses in one quadrant of the clear aperture are 
shown, i.e., the region plotted in Fig. 107.4 corresponds to the 
black dashed square indicated in Fig. 107.2. The corresponding 
2-D map of the passive contrast ratio in that same region of the 
square window is depicted in Fig. 107.4(b). In the case of the 
circular window, the calculated contrast ratio was beyond the 
numerical limit, and therefore no corresponding contrast ratio 
map is shown for this case.

The results show clearly the difference in performance 
between the square-window geometry and the new circular-
window geometry. The model of the square window predicted 
a concentration of stress near the corner of the clear aperture 
and a resultant degradation of the contrast ratio in the corners 
of the clear aperture that has been reported elsewhere.5,7 In 
contrast, the calculation for the circular window reveals that 
the model predicted no measurable degradation of the contrast 
ratio for this window. 

This result cannot be attributed to lower stress in the cir-
cular window because the stress in the circular window was 
nearly 40% higher than in the square window. However, the 
stress in the circular window possesses a high degree of odd 
symmetry, with compressive stress on the air side effectively 
canceling the birefringence arising from the tensile stress on 
the vacuum side of the window. Therefore, the net birefringence 
experienced by the laser pulse after propagation through the 
entire circular window is negligible. The stresses in the square 
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window lack this degree of symmetry near the corners, where 
a significant retardation results. By the same logic, the result 
would not be expected to be significantly affected by the 
slightly higher thickness of the circular window, as was veri-
fied numerically.

Experimental Apparatus and Results
In this section, the characterization of the PEPC perfor-

mance, the experimental testing apparatus, and a time-resolved 
polarimeter using a full-aperture beam is described, and the 
performance measured on the system is presented.

1.	 Full-Aperture Time-Resolved Polarimeter
The switching contrast of the PEPC was measured using 

the polarimeter system sketched in Fig. 107.5. A Q-switched 
Nd:YLF laser provided laser pulses that were sufficiently short 

(<30 ns) to adequately sample the 200-ns switch pulses. The 
Gaussian beam was made uniform by a refractive top-hat gen-
erator, then expanded to approximately a diameter of 20 mm. 
A photodiode monitored the laser pulse energy and a prepolar-
izer fine-tuned the incident polarization to be aligned to the 
KDP crystal. A reflective beam expander featuring a pair of 
parabolic mirrors expanded the beam to a diameter of 60 cm 
and directed it toward the PEPC aperture.

The PEPC was mounted on a structure that allowed adjust-
ment to the tip and tilt angles. This allowed a conoscopic align-
ment technique to be used to align the PEPC crystal axis to 
the illuminating beam.13 The structure also allowed horizontal 
translation of the entire PEPC cell and enabled measurement 
of the obscured region.

Figure 107.4
Results of stress birefringence modeling of square windows. (a) von Mises stresses 
predicted by the FEA model for the square window under vacuum loading. One 
quadrant of the clear aperture is shown. (b) Resulting predicted contrast ratio as 
limited by stress birefringence. (c) von Mises stresses predicted for a circular win-
dow under vacuum loading. The resulting birefringence was within the numerical 
accuracy limit of the FEA model.
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The transmitted beam was down-collimated using an 
identical reflective beam expander and then passed through 
an analyzing polarizer. A beam sampler reflected a portion 
of the beam to a second photodiode. An image of the PEPC 
aperture was formed from the remaining beam onto a cooled 
16-bit scientific CCD camera.

The laser was synchronously pulsed with the PEPC switch 
pulse using timing signals generated by a pulse generator. 
The timing system was also used to trigger an oscilloscope to 
capture waveform data from the photodiodes. The photodiode 
signals were used to measure the spatially averaged contrast 
over the full aperture, and the image data from the CCD camera 
were used to measure the contrast locally. 

The contrast-ratio measurement proceeded by measuring the 
transmitted pulse energy with the system in a high-transmis-
sion state (or bright state) and repeating this measurement with 
the system in a low-transmission (dark) state. The ratio of the 
measurements (with background subtracted from the camera 
data) formed the switching contrast. To increase the dynamic 
range of the measurement, calibrated neutral-density filters 
were inserted for the bright measurements to avoid saturating 
the sensors while using an illumination level that would provide 
a measurable signal for the dark measurements. Locally, the 
contrast-ratio measurement is limited by the Polarcor polar-
izers to >10,000:1, with the minima occurring in two opposing 
corners of the clear aperture. Averaged over the full aperture, 

contrast ratios exceeding 30,000:1 can be reliably measured. 
Figure 107.6 shows a local contrast map produced with no 
PEPC cell in the system and illustrates the measurement limit 
of the system. The obscuration in the center of the contrast map 
is due to the mounts for the two secondary mirrors.

2.	 Passive Contrast Results
Passive contrast measurements were conducted to assess 

performance limits imposed by birefringence in the PEPC 
windows and imperfections in the KDP crystal. They were 
first performed with the cell at atmospheric pressure to assess 
any inherent birefringence caused by dislocations in the KDP 
crystal or by mounting-induced stress in the fused-silica win-
dows. The resulting contrast map is shown in Fig. 107.7(a). 
The minimum contrast ratio in this unloaded condition was 
approximately 2500:1, corresponding to a region of the window 
that was slightly stressed due to the window mounting. The full-
aperture contrast ratio, measured using the photodiodes, was 
19,800:1±1800:1, the error range being one standard deviation. 
Thus, the combined effects of window-mounting stress and 
KDP crystal imperfections were sufficiently low to achieve a 
local minimum contrast ratio well in excess of 1000:1.

The vacuum-loaded condition was then tested by evacuating 
the cell to below 100 mT and measuring the passive contrast in 
the same manner. The result of this measurement is shown in 
the contrast map in Fig. 107.7(b). In the vacuum-loaded condi-
tion, the minimum contrast ratio dropped only to ~2000:1 and 

Figure 107.5
Diagram of the full-aperture polarimeter system used to test the PEPC performance.
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the full-aperture contrast was 20,400:1±1800:1. Some stress 
birefringence is evident, leading to a somewhat suppressed 
contrast ratio near the corners. The birefringence is low enough, 
however, to allow switching contrast well in excess of our 
contrast ratio requirement of >500:1. 

It should be noted that in addition to using circular windows, 
certain other conditions are necessary to achieve this result. 
One requirement is that the window must be fully supported on 
compliant O rings. O rings are used to provide a vacuum seal 
around the windows and rest inside dovetail O-ring glands in the 
aluminum cell body. If the cross-section diameter of the O‑ring 
material is too small, such that the O ring fully compresses into 
the gland under the vacuum load, the window comes into direct 
contact with the aluminum cell body and local stresses are 
formed that severely degrade the contrast ratio. This problem 
was alleviated by using an O ring with a sufficient diameter to 

overfill the O-ring gland under vacuum loading, resulting in 
the window floating on top of the O ring.

3.	 Active Contrast Results
To assess the active-switching performance for isolating the 

target retroreflection at Pass 5, the prepolarizer and analyzer 
were aligned to each other and the laser pulse synchronized to 
arrive during the middle of the PEPC switch pulse [i.e., Pass 5 
in Fig. 107.1(b)]. Bright-state images were obtained by setting 
the switch voltage to 0 V, and dark-state images were obtained 
with the switch voltage set to the half-wave voltage.

Figure 107.8 shows contrast results measured using this 
method. The surface map was generated by averaging 20 meas-
urements acquired with the cell in three different horizontal 
positions. A mosaic of the three local contrast-ratio measure-
ments was formed to minimize the obscuration from the sec-

Figure 107.7
Passive contrast-ratio measurements performed with the PEPC cell in the 
polarimeter: (a) PEPC cell at atmosphere and (b) PEPC cell pumped down 
to <100 mT.
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Figure 107.6
Baseline passive contrast-ratio measurements performed without the PEPC 
cell introduced into the polarimeter, indicating the maximum measurable 
contrast ratio. (a) Local contrast map obtained from image data. (b) Histogram 
of full-aperture contrast measurements obtained from photodiode data.
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Figure 107.8
Map of the Pass-5 active contrast ratio measured over the clear aperture of 
the PEPC cell. The map was generated by overlapping three sequences of 
measurements with the PEPC cell in different positions laterally, thus mini-
mizing the obscuration due to the secondary mirror mount.
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ondary mirror mounts. The minimum contrast was 1390:1 in 
the averaged measurement, with the minimum occurring at the 
upper left-hand corner of the plot (corresponding to the top of 
the cathode side of the cell). Measuring the minimum contrast 
in each individual shot, the result was GCminH = 1130:1±170:1. 
Both means of evaluating the results indicate that the 500:1 
minimum contrast specification was comfortably exceeded. 
Over the full aperture, the contrast was 2280:1±150:1 as mea-
sured with the photodiodes.

The switching contrast corresponding to Pass 6 was also 
measured by setting the analyzer to the crossed position with 
respect to the prepolarizer for the dark-state measurements. 
The laser pulse timing was delayed relative to the Pass-5 
measurements by 300 ns, which is the propagation time of the 
laser pulse from the PEPC to the deformable mirror and back 
into the OMEGA EP beamline. This delay places the laser 
pulse after the falling edge of the switch pulse, as required 
[see Pass 6 in Fig. 107.1(b)]. Bright-state measurements were 
acquired by aligning the analyzer to the prepolarizer and turn-
ing the PEPC off. The local minimum for the Pass-6 switching 
contrast ratio was 1010:1 based on an average of 20 measure-
ments. The single-shot minimum contrast ratio was GCminH = 
1210:1±720:1. The shot-to-shot variability was higher in this 
experiment due to variations in the overshoot at the end of the 
switch pulse shape. All measured shots, however, did meet the 
required 500:1 specification.

4.	 Reliability
Having demonstrated high-contrast switching performance 

from the PEPC, the reliability of the system was investigated. 
Poor contrast during a high-energy shot presents a significant 
risk to system safety, and thus the PEPC must meet its contrast 
specification reliably.

The primary cause of intermittent failures was observed 
to be plasma pinching, which causes a narrow region of 
poor switching contrast at the top or bottom of the aperture. 
The frequency of this occurrence was found to be strongly 
dependent on the operating pressure of the cell. Figure 107.9 
shows the probability of a low-contrast fringe, derived from 
measurements of a series of 100 PEPC shots taken at various 
operating pressures. The probability of a low-contrast fringe 
decreases exponentially with pressure, becoming negligible 
beyond ~70 mT. Using a gated-image intensifier, the plasma 
discharge during the switch pulse was observed over the range 
of operating pressures shown in Fig. 107.9. At low pressures 
(below ~40 mT), the discharge was observed to occur only 
along a narrow strip in the clear aperture. With increasing cell 
pressure, the plasma spread, eventually filling the clear aper-
ture; on the basis of this, 80 mT was selected as the standard 
operating pressure.

The reliability of the cell was tested by operating the PEPC 
for a full day and measuring the contrast throughout the day. 
Figure 107.10(a) shows the results of an all-day test simulat-
ing the use conditions in OMEGA EP in which the PEPC cell 

Figure 107.9
Measured probability of a low-contrast fringe occurring due to locally poor 
plasma conductivity, as a function of operating pressure.
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may be operated at a 1/10-Hz pulse rate for 1-h-long intervals 
every 2 h. In this test, the contrast was measured once per 
minute, although the PEPC was fired every 10 s. Of the 240 
measurements that were taken during that time, one shot had a 
low-contrast region along the bottom edge of the clear aperture 
because of plasma nonuniformity. The test was repeated for 
continuous operation over a full day, with the results shown in 
Fig. 107.10(b). Images were acquired every 10 s for the first and 
last hours, and at 1-min intervals in between. After a 20-min 
warm-up period, poor shots were not observed in this test—out 
of over 900 measurements.

Discussion
The OMEGA EP PEPC system prototype has demonstrated 

that high-switching contrasts exceeding 500:1 throughout the 
clear aperture are obtainable using PEPC technology. The key 
has been the reduction of stress birefringence using circular 
windows. When high packing densities are required, i.e., for 
laser systems with a large number of closely spaced beamlines, 
circular windows are not feasible. This is an effective solution 
for systems like OMEGA EP, however, with a small number 
of beamlines separated by a few meters.

Work is now under way on high-contrast PEPC’s for the 
OMEGA EP beamlines, which are currently in the integration 
stage. This high-contrast PEPC technology will be deployed 
shortly into the OMEGA EP beamlines and will provide 

switching and retroreflection protection for future experimental 
campaigns using the laser system. 
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Introduction
X-ray film is in common use for recording the absolute x-ray 
fluence in high-temperature plasma experiments. The typical 
energy range is 1 to 10 keV, where imaging of plasma x-ray 
emission and spectroscopy of ionic species are often per-
formed. Film finds use in laser-generated plasma x-ray diagnos-
tics and in a number of related plasma-fusion-energy research 
fields such as in x-pinch, z-pinch, and magnetic-fusion-energy 
research. While directly exposed x-ray film cannot be used to 
time resolve the intensity of x rays, it can often be used where 
other means of image recording cannot.

An example of such a calibrated x-ray film is Kodak direct-
exposure film (DEF).1 DEF film was absolutely calibrated2 
in the 1- to 10-keV energy range. The results were fitted to a 
semi-empirical mathematical model of the film as described by 
Henke et al.3 and extended to DEF film,2 which has two emul-
sion layers (one on each side). Kodak has ceased production of 
DEF film, and absolute calibration of a suitable replacement 
is needed for the eventual time when the supplies of exist-
ing DEF are exhausted. The absolute calibration of a Kodak 
replacement film, Biomax-MS (BMS), now in production, is 
the subject of this work. The measurements were taken in the 
x-ray laboratory at the Laboratory for Laser Energetics. Also, 
comparative measurements of BMS to DEF film sensitivity 
were taken on the OMEGA laser facility4 and are compared 
to the results of Chandler et al.5

Experimental Technique
Film calibration was accomplished with an e-beam–gener-

ated x-ray source, a crystal/multilayer monochromator, a film 
pack, and an absolutely calibrated x-ray photon detector. The 
apparatus is shown schematically in Fig. 107.11. X rays are 
produced in a vacuum system with the e-beam striking the 
desired target. The beam passes outside the vacuum system 
through a thin Be window (8.5 nm thick) after which the 
remaining path of the beam is through He gas at just over 1 atm. 
This minimizes beam absorption. A monochromatic beam of 
x rays is produced by placing a crystal or multilayer diffractor 
in the path of the beam with the angle of incidence equal to 

the Bragg angle iB for the wavelength desired and the detector 
(film or photon counter) set to the angle 2iB. The line energies 
produced by this method and the corresponding monochro-
mators and angles used to produce the monochromatic beam 
are given in Table 107.I.

The x-ray source intensity is measured with a liquid-nitro-
gen–cooled, lithium-drifted silicon Si(Li) detector6 read out 
with a pulse-height analyzer. An aperture of precisely measured 
dimensions (4.99±0.01 by 0.47±0.01 mm, 2.35±0.06 mm2) is 
placed over the entrance window of the photon detector, allow-
ing the photon flux density to be calculated from the count rate. 
Since the beam is truly monochromatic, all counts above the 

Absolute Calibration of Kodak Biomax-MS Film Response  
to X Rays in the 1.5- to 8-keV Energy Range

Table 107.I:	 Atomic line, line energy, monochromators, Bragg plane 
spacing (2d), and Bragg angles used for these measure-
ments.

Line Energy
(keV)

Monochromator 2d
(Å)

iBragg
(°)

Al Ka 1.49 WB4C 26.300 18.44

Ag La 2.98 WB4C 26.300 9.10

Ti Ka 4.51 LiF(200) 4.027 43.06

Fe Ka 6.40 LiF(200) 4.027 28.76

Cu Ka 8.04 LiF(200) 4.027 22.49

Figure 107.11
Schematic of the experimental arrangement used to calibrate Biomax-MS 
(BMS) film.
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noise threshold are included. Background is negligible. During 
film exposures, the beam intensity is measured before and at 
the end of the exposure. The fluence on film is determined from 
the average count rate and the fluence error determined from 
the pre- and post-exposure beam-intensity variation. Exposure 
times varied from as little as 2 min to as long as 3.7 h for the 
highest energy and density.

Film was developed by the standard method recommended 
by Kodak,7 common to both DEF and BMS. The test exposures 
were digitized with a calibrated PerkinElmer microdensitom-
eter (PDS) using a 0.25-numerical-aperture (NA) lens and a 
50 # 50-nm digitizing aperture.

Absolute Measurements
A typical exposure on film is shown in Fig. 107.12(a). The 

exposed region of the film was limited to an image of the x-ray 
beam’s exit aperture (nominally 1 # 7 mm). Figure 107.12(b) 
shows a lineout across the PDS digitized region. The photon 
detector measurements were taken in the central 0.5 # 5-mm 
region, and the average density was inferred from a similar-
sized region of the digitized density values. The horizontal 
gradient of the film density is due solely to the aperture, while 
no vertical gradient was seen in the exposures. The results of 
the exposures are shown in Figs. 107.13(a)–107.13(e). The DEF 
and BMS densities are plotted as a function of the incident 
fluence for the five x-ray energies used in this work [no DEF 
exposure was taken using Al Ka (1.49 keV)]. The expected DEF 
density values determined from the Henke model2 are shown 
with dashed lines. In general, the measured DEF density values 
agree well with those calculated from the model, although the 

measurements are systematically lower. This is likely due to 
the age of the film, which has an average fog level of ~0.5, 
considerably higher than that of fresh film (~0.25). This can 
lower the film’s sensitivity. 

The Henke model values are used as a basis to determine 
the relative sensitivity of BMS film to DEF film. At Al Ka 
(1.49 keV) and Ag La (2.98 keV) the sensitivities are compa-
rable. The sensitivity of BMS drops farther compared to DEF 
at higher energies and is considerably lower (~2# less sensitive) 
at the highest energy measured [Cu Ka (8.04 keV)]. This is a 
consequence of the choice of emulsion (two thin emulsion lay-
ers, one on each side of the film8) and is expected. The BMS 
measured densities versus photon fluence and energy are used 
to determine the best-fit parameters of a mathematical model 
of the film response, given in a companion article in this issue 
(Response Model for Kodak Biomax-MS Film to X Rays, 
p. 142).8 The results of this model fitting are shown with solid 
lines in Figs. 107.13(a)–107.13(e).

Comparative Measurements
Simultaneous measurements over the energy range from 

~2 keV to 8 keV were obtained by placing DEF and BMS film 
at the image planes of two images of a four-image Kirkpatrick– 
Baez (KB) microscope system,9 which uses a transmission 
grating for wavelength (equivalently energy) dispersion.10 The 
image magnification was 20 and the wavelength dispersion 
was 0.586 Å/mm. Figures 107.14(a) and 107.14(b) show images 
obtained with DEF and BMS film on an experiment performed 
with the 60-beam OMEGA Laser System.4 The laser target was 
a 15-atm-D2-filled, 27-nm-thick-plastic-shell target imploded 
with 23 kJ of 351-nm laser light using a 1‑ns square pulse 
shape. The grating-dispersed emission from the intense core 
region is indicated with arrows on the DEF-recorded image 
[Fig. 107.14(a)]. The exposure levels obtained with BMS film 
on the same target experiment [Fig. 107.14(b)] are significantly 
lower. The sensitivity of the two films is compared by using 
the known grating dispersion of this system to determine the 
film density as a function of energy, and by the assumption that 
the two imaging systems are identical. Figure 107.14(c) shows 
the DEF and BMS film-density energy spectra obtained from 
the images shown in Figs. 107.14(a) and 107.14(b). The density 
obtained with BMS film is seen to be significantly less than 
that obtained with DEF film above ~3 keV.

Comparison of these results with the absolute measurements 
presented earlier is accomplished with the two mathematical 
models. The Henke et al.2 model of DEF response [dashed 
lines in Figs. 107.13(a)–107.13(e)] is used to determine the 

Figure 107.12
Typical exposure on (a) BMS film and (b) lineout through digitized density 
values. The exposure is determined by subtracting the fog level from the 
observed density.
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Figure 107.13
(a)–(e) Calibration results from the five x-ray energies used for 
these tests for BMS and DEF film. Values expected from models 
of the film response are shown with solid lines for BMS film and 
dashed lines for DEF.
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corresponding fluence, and the Knauer et al.8 model is used 
to calculate the values expected for BMS film. The values 
determined for 2.98, 4.51, and 6.40 keV are shown as data 
points in Fig. 107.14(c). The error bars represent uncertainty 
in the film-density values of ±0.05. The inferred density values 
are in close agreement with the BMS-measured film-density 
spectrum at all three energies. The BMS density is less than 
the DEF density by approximately a factor of 2 above 3 keV. 
Chandler et al.5 have made similar comparative measurements 
of DEF and BMS film using a spectrometer and x rays from an 
x-pinch source. They find an asymptotic BMS to DEF density 
ratio of ~0.55 at the high-energy limit of their measurements 
(3 to 6 keV). This is in good agreement with both the absolute 
measurements and comparative measurements presented in 
this work.
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Response Model for Kodak Biomax-MS Film to X Rays

Figure 107.16
An SEM image of the edge of a cleaved edge of Biomax-MS film. The 
thin, layered structure of the emulsion is clearly visible within the gelatin 
medium.
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Figure 107.15
Schematic of the Biomax-MS film structure. An emulsion of grains of silver 
halide suspended in a gelatin is coated onto the top and bottom of a polyester 
base of thickness tb.
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Introduction
X-ray–sensitive film is used for a variety of imaging and spec-
troscopic diagnostics for high-temperature plasmas. New film 
becomes available as older films are phased out of production. 
Biomax-MS is a “T-grain” class of film that is proposed as a 
replacement for Kodak direct-exposure film (DEF). A model 
of its response to x rays is presented. Data from dimensional 
measurements of the film, x-ray transmission measurements, 
scanning electron microscope (SEM) micrograph images, and 
x-ray calibration are used to develop this sensitivity model of 
Biomax-MS film as a function of x-ray energy and angle of 
incidence. Relative response data provide a check of the appli-
cability of this model to determine the x-ray flux from spectrum 
data. This detailed film characterization starts with simple 
mathematical models and extends them to T-grain–type film. 

Kodak Biomax-MS film is manufactured as a double-
emulsion film made with a T-grain silver halide. A schematic 
showing the physical layout of this film is shown in Fig. 107.15. 
An emulsion is coated onto both the top and bottom of a thick 
polyester base; the layers are assumed to be symmetric, i.e., 
the top emulsion layer is identical to the bottom emulsion layer. 
T-grain–type silver-halide grains have a large surface area but 
are very thin. They are best described as plates, not spheres. 
These plates are modeled as layers of grains suspended in a 
gelatin matrix. There is a protective coating of gelatin over the 
silver-halide gelatin structure. The bulk film parameters are the 
thickness of the polyester base, tb; thickness of the emulsion 
layer, T; thickness of the overcoat, t0; and volume fraction of 
silver-halide grains within the gelatin grain emulsion layer, 
Vf. Figure 107.16 shows an SEM picture of the structure of the 
Biomax-MS film. This is an image of a cleaved edge of the 
film showing the layers of thin silver-halide grains surrounded 
by gelatin.

Description of Model
X rays are incident on the film from the top at an angle of 

i relative to the film surface, transmitted through the gelatin 
and base, and absorbed in the silver-halide grains in the top and 
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bottom emulsion layers. The absorption of one x-ray photon 
is assumed to be sufficient to render that grain, and only that 
grain, developable. Once developed, the silver-halide grain 
becomes a silver structure that is opaque to light, allowing a 
measurement of the film’s optical density. It is assumed here 
that the individual grain layers are independent and the total 
film transmission is equal to the product of each individual 
layer’s transmission—the Nutting1 model for optical density 
measurement. It has been shown to work to values of optical 
density near the film saturation. The silver-halide grains are 
modeled as being all silver bromide (AgBr) and the gelatin is 
modeled as C8H16N2O5. These are the same assumptions used 
to model the response of DEF film.2

The reader is referred to Henke et al.2–4 and Brown et al.5 
for a detailed description of how film x-ray response is mod-
eled. Only a brief discussion of the model and the differences 
required to model a T-grain film is presented in this article. 
Film response is defined as the relation of the recorded optical 
density (OD) to the incident x-ray flux (I). Reference 2 modeled 
the film response as a(E)OD = f [b(E)I] with the dependence 
of the response to the x-ray energy contained in the a(E) and 
b(E) terms. The x-ray response model of a Biomax-MS double 
emulsion film is
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Variables in Eqs. (1) and (2) with their units are defined in 
Table 107.II.

Table 107.II:	 List of variables used in modeling x-ray response 
of Biomax-MS film.

Parameter Units

i Angle of incidence

n1 X-ray mass absorption of grain (AgBr) nm–1

nb X-ray mass absorption of base (Mylar) nm–1

n0 X-ray mass absorption of gelatin matrix nm–1

d Silver-halide grain thickness nm

tb Base thickness nm

T Emulsion thickness nm

Vf Volume of fraction of grains

t0 Protective layer thickness nm

a Optical density constant nm–1

b Flux constant nm2

Equations (1) and (2a)–(2e) form a heuristic model for the 
physical response of Biomax-MS film to x rays. Transmission 
of x rays through the emulsion layer (xe) and film base (xb) is 
given by Eqs. (2c) and (2d). Equation (2e) is the linear x-ray 
absorption coefficient (nl) for the emulsion layer. The emul-
sion layer is modeled as a heterogeneous mixture of AgBr and 
gelatin. The transmission of x rays through the protective top 
coat and subsequent absorption in a ArBr grain (b) are given 
by Eq. (2b). Reference 3 describes a methodology to determine 
the OD from the number of exposed grains (M) that uses the 
reciprocal of the exposed grain scale length, (1/M) # (dM/dx). 
This reciprocal scale length is given by Eq. (2a). The film 
response in OD calculated by using Eq. (1) has two terms in 
the argument of the logarithm. These terms come from the 
“thin-emulsion model”2,3 applied to the top and bottom emul-
sion layers, respectively.

The primary difference in this model compared to the 
Henke model for DEF film is the added sin(i) term in Eq. (2b) 
for the absorption of a photon in a silver-halide grain and 
sin(i) terms multiplying the x-ray flux in both the numerator 
and denominator of Eq. (1). These terms reflect the fact that 
the grains are thin plates rather than spherical: a is related to 
the maximum optical depth ODs of the film and has the same 
dimensions as a(cm–1), and b is related to the developed silver 
structure area with dimensions of nm2. Tabulated x-ray, mass 
absorptions,6 and bulk mass densities are used to compute the 
linear x-ray absorption coefficients [nlinear (cm–1) = ntabulated 
(cm2/g) # tbulk (g/cm3)]. In this model, tpolyester = 1.4 g/cm3, 
tgelatin = 1.4 g/cm3, and tAgBr = 6.47 g/cm3.
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Table 107.III:	 List of values, errors, and method of determination for Biomax-MS film 
parameters. DEF values for comparison are taken from Ref. 2.

Biomax-MS DEF

Micrometer data

Base thickness (tb) 179±1 nm 185 nm

Emulsion thickness (T) 4±1 nm 13 nm

SEM data

Grain thickness (d) 0.12±0.03 nm 1.6 nm

X-ray transmission data

Volume fraction of grains (Vf) 0.34±0.08 0.4

Calibration data

Protective layer thickness (t0) 0.4±0.1 nm 1 nm

Optical density constant (a) 0.58±0.01 nm–1 0.68 nm–1

Flux constant (b) 12.4±0.3 nm2 1.69 nm2

Determination of Model Parameters
A digital micrometer was used to measure the total thickness 

of the polyester base, undeveloped film, and the developed film. 
The micrometer faces were flat and not spherical to minimize 
the compression of a soft layer by the force of measurement. 
The polyester base was measured to be 179±1 nm, the thick-
ness of the undeveloped film was 188±1 nm, and the thickness 
of the developed fully exposed film was 187±1 nm. There is 
little difference between the thickness of the undeveloped film 
and the exposed developed film, indicating that there is only 
a small change in grain volume when silver halide is changed 
to silver. The thicknesses of the two emulsion layers and their 
overcoats are 9±2 nm. The emulsion layer thickness T is cal-
culated from the total emulsion thickness once the overcoat 
thickness t0 is determined.

The SEM image shown in Fig. 107.16 was used to determine 
the silver-halide grain thickness. This image was rotated so that 
the grains were horizontal, and lineouts of the spatial profile 
across the grain images were used. Silver-halide grain thickness 
is defined to be the full width at half maximum of the spatial 
profile for each grain.

X-ray transmission data for Mn Ka, Mn Kb, Cu Ka, and Cu 
Kb were acquired to determine the volume fraction of silver-
halide grains in the emulsion layer. First, the digital micrometer 
data were checked by calculating the polyester base thickness 
needed to match the measured x-ray transmission. The base 
thickness calculated from these data is 180±5 nm. This is in 

good agreement with the micrometer measurement. X-ray 
transmission through the emulsion layer can be shown to be 
proportional to the product of the volume fraction times the 
emulsion thickness Vf # T, 1.3±0.4 nm. Vf is then calculated 
once T is known.

The remaining parameters a, b, and t0 are determined by 
fitting the model for optical density to the x-ray exposure data 
and minimizing |2. The absorption of higher-energy x rays 
(Ti Ka, Fe Ka, and Cu Ka) is low in the overcoat and, thus, 
insensitive to t0. The model formula was used to determine 
the constants a and b from the measured sensitivity by doing a 
nonlinear minimization of the calculated |2 of the high-energy 
x-ray data. A nonlinear minimum |2 fit for the low energy (Al 
Ka and Ag La) was then used to determine t0 since the low-
energy x rays are more affected by the overcoat. The developing 
process used and the densitometer measurement of the film are 
described in a companion paper by Marshall et al.7 Biomax-
MS film parameters determined by the above methodology 
are listed in Table 107.III along with the corresponding values 
for DEF from Ref. 2.

This model was used to calculate the x-ray flux in photons/
nm2 to give an exposure in optical density of 0.5, 1.0, and 
2.0 for Biomax-MS film as a function of x-ray energy from 
1.0 to 10.0 keV. The Henke model was used to calculate the 
same information for DEF film. In general, the Biomax-MS 
film is less sensitive, i.e., requires more photons/nm2 for the 
same optical density than DEF film. Biomax-MS sensitivity is 
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equal to or somewhat greater than that of DEF only for x-ray 
energies <2 keV and for optical densities <2.0. This confirms 
measurements previously reported by Chandler et al.8 on the 
comparison of Biomax-MS to DEF sensitivity.

Marshall et al.7 reported in a companion paper on the 
comparison of the response of Biomax-MS to that of DEF 
for spectrally dispersed data recorded with a transmission 
grating in a KB microscope. These data were converted to 
x-ray intensity versus energy with the model described in this 
article and the Henke model for DEF. The results are plotted 
in Fig. 107.17, where the maximum optical density recorded 
on DEF was ~1.8 and the maximum for Biomax-MS ~1.0. The 
calculated x-ray flux from the DEF exposure agrees very well 
with the x-ray flux calculated from the Biomax-MS exposure. 
The incident angle of the x rays onto the film for these data 
was ~90°.

Relative sensitivity data were also recorded for x rays in a 
Rowland circle crystal spectrometer. A flat crystal was used 
to record the x-ray spectrum from an OMEGA shot from 2 to 
6 keV. The x rays were recorded with an incident angle of 
~50°. Again, the models for DEF and Biomax-MS were used 
to convert the film optical density to x-ray flux. The results 
shown in Fig. 107.18 indicate that calculated x-ray fluxes agree 
to 20% for the DEF and Biomax-MS data.

Conclusions
The x-ray flux calculated from DEF using the model of Henke 

et al.2 and from Biomax-MS using this model are generally in 
agreement. The emulsion layer is thinner for Biomax-MS than 
it is for DEF; therefore, the absorption of higher-energy x rays 
is less in the Biomax-MS film than in the DEF film. This is 
reflected in the significantly reduced sensitivity for Biomax-MS 
when compared to DEF at x-ray energies >4 keV. The grain 
geometries are also very different: the DEF grains are typically 
spherical, while the Biomax-MS grains are flat plates with a 
large surface area and small thickness.
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Figure 107.17
Comparison of the x-ray fluence calculated from KB microscope–dispersed 
spectra. The calculated DEF x-ray fluence is plotted as a solid line, and the 
calculated Biomax-MS x-ray fluence is plotted as a dashed line.
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X-ray fluence calculated for a Rowland circle spectrometer for both DEF 
and Biomax-MS films. The solid curve is the x-ray fluence versus energy 
calculated from DEF film, and the dashed curve is calculated from the 
Biomax-MS film.
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Introduction
The time interval from the beginning of the laser pulse to 
the peak of neutron emission (bang time) is an important 
parameter in inertial confinement fusion (ICF)1 experiments. 
The neutron bang time is very sensitive to energy absorption 
and the subsequent hydrodynamic response of the target and 
can be directly compared with numerical simulation. Several 
detectors2–4 that have been developed to measure the neutron 
bang time in ICF experiments include a fast (<25-ps) streak-
camera–based neutron temporal diagnostic (NTD).5 An NTD 
is currently installed on the OMEGA laser6 at LLE. The NTD 
streak camera, located at about 3 m from the target, is satu-
rated by neutron yields above 3 # 1013. OMEGA has produced 
yields of 1014 (Ref. 7), and fast-ignition experiments currently 
planned8 at the OMEGA Laser Facility are expected to produce 
neutron yields above 1014. A new high-yield neutron bang time 
(HYNBT) detector has been developed at LLE to measure the 
bang time in these very high yield experiments. The HYNBT 
has also been developed as a prototype neutron bang time 
detector for high neutron yields at the National Ignition Facility 
(NIF). The present work is a continuation of the NIF prototype 
development published earlier.9

HYNBT Design and Setup
The HYNBT detector design, shown in Fig. 107.19, consists 

of three chemical-vapor-deposition (CVD) diamond detectors 
of different sizes and sensitivities placed in a lead-shielded 
housing. The HYNBT uses commercially purchased10 “optical-
quality” polycrystalline DIAFILM CVD wafers. The HYNBT 
wafers are disks with the following dimensions: 10‑mm diam-
eter, 0.5 mm thick (Ch1); 5-mm diameter, 0.25 mm thick (Ch2); 
and 2-mm diameter, 0.5 mm thick (Ch3). On each side of the 
CVD wafer 10 nm of Cr and 50 nm of Au were deposited to 
provide electrical contact. Each CVD wafer was assembled 
in an individual aluminum housing with an SMA connector. 
Figure 107.20 shows the Ch3 housing before and after assem-
bly. Each detector was pre-tested, and the three channels were 
assembled in a stainless steel cylinder. Figure 107.21 shows 
the HYNBT before and after assembly. The thin-walled 

High-Yield Bang Time Detector for the OMEGA Laser

Figure 107.19
Design of the HYNBT detector.
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Figure 107.20
The HYNBT Ch3 housing before and after assembly.
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stainless steel cylinder acts as a Faraday cage decreasing the 
electromagnetic pulse (EMP) noise. Lead shielding inside 
the steel cylinder protects the CVD diamond detectors from 
hard x rays. This shielding is not necessary for current experi-
ments on OMEGA and was installed in anticipation of hard 
x rays produced by the interaction of the short laser pulse with 
the gold cone or shell in fast-ignition experiments.8 RG-142 
coaxial cables are used because of their double-braid shield-
ing design and low sensitivity to neutrons.11 The 3-m-long, 
RG-142 cables are connected to 22-m-long, LMR-400 cables. 
Inside the OMEGA Target Bay, the cables are routed radially 
with respect to the target chamber center to minimize the 
interaction of neutrons with the cables. The bandwidth of the 
LMR-400 cables is higher than that of the RG-142 cables, but 
they are much more sensitive to neutrons.11 This two-cable 
solution is a compromise between bandwidth and neutron-
induced background signals. The HYNBT is deployed in the 
same re-entrant tube as LLE’s NBT,4 50 cm from the target 
chamber center. All of the HYNBT channels were biased at 
750 V using a bias-tee (Picosecond Pulse Labs, model 5531). 
The signals from the HYNBT CVD diamond detectors were 
recorded on three channels of a 3-GHz, 10-GS/s, Tektronix 
TDS-694 oscilloscope. The OMEGA optical fiducial pulse 

train is recorded on the fourth channel, using a fast photodiode 
to provide a time reference to the laser. The fiducial analysis 
and fitting procedure are described in Ref. 4.

HYNBT Performance 
The HYNBT was tested on OMEGA with both DT and D2 

implosions. Figure 107.22 shows typical oscilloscope traces of 
the three HYNBT channels for a shot yielding 4.4 # 1012 DT 
neutrons. The measured signals were fit by a convolution of a 
Gaussian and an exponential decay, as described in Ref. 4. The 
parameter of the exponential decay represents the collection 
time of the carriers in the CVD diamond wafer. At a constant 
bias voltage, the decay parameter depends on the thickness and 
diameter of the CVD wafer. The optimum decay parameter for 

Figure 107.21
The HYNBT before and after final assembly.
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Figure 107.22
The HYNBT signal for shot 42120 with a DT neutron yield of 4.4 # 1012.
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each HYNBT channel was determined from the fit of a large 
number of the shots for each channel (low noise, not saturated) 
and was fixed for the timing analysis of all shots. The Gaussian 
fit parameters are free parameters for every shot to account 
for different yields, bang times, ion temperatures, and trigger 
shifts. The neutron pulse’s arrival time is defined to be the 
center of the Gaussian portion of the fit. Figure 107.23 shows 
the signal amplitude of three HYNBT channels as a function 
of DT neutron yield. The straight lines are linear fits to the data 
for each channel. The first HYNBT channel saturates above 
a 100-V signal, and the second channel saturates above 80 V. 
At a yield of 1 # 1015, the third channel will have a signal of 
~20 V and will not be saturated. The three HYNBT channels 
can measure the neutron bang time in DT implosions over the 
yield range from 1 # 1010 to 1 # 1015.

The timing accuracy of the HYNBT was studied by meas-
uring the time differences among channels. Figure 107.24(a) 
shows the time difference between two HYNBT channels 
recorded on multiple shots over two shot days in May 2005. 
The DT yields varied from 8.4 # 1012 to 3.5 # 1013. The rms of 
the time difference between these two channels is 13 ps. The 
HYNBT was tested five times during 2005. Figure 107.24(b) 
shows the time difference between the HYNBT channels 
appropriate for the neutron yield range during the tests. In 
November 2005, Ch2 of the HYNBT was used to test a gamma 
bang time (GBT) detector based on an optical light pipe con-
cept;12 the time difference between the HYNBT and the GBT 
had an rms of 15 ps. In all cases the internal time resolution 
of the HYNBT was better than 20 ps.

The timing calibration of the HYNBT bang time relative to 
the OMEGA laser pulse was established by cross-calibration 
against the NTD.5 Figure 107.25 shows the cross-calibration 
of the HYNBT channels and the NTD performed in December 
2005, with DT yields varying from 3.0 # 1012 to 1.4 # 1013. 
A good correlation between the NTD and the HYNBT is 
observed with an rms difference of 40 ps. This is larger than 
the 28-ps rms expected for the difference between two inde-
pendent measurements, each with a time precision of 20 ps. 
The discrepancy is explained by direct neutron hits on the 
NTD, charged-coupled-device (CCD) camera that reduces its 
temporal resolution.

Although the HYNBT was designed to measure DT neutron 
bang time, it can also measure bang time in high-yield D2 shots 
on OMEGA. Since CVD diamond detectors are less sensitive 
to D2 than to DT neutrons, only the first HYNBT channel 

Figure 107.23
Signal amplitudes of the HYNBT channels. 
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time differences between the HYNBT channels in 2005.

E14432JRC

0

C
h1

–C
h2

 (
ps

)

–100

–50

0

50

100

4
Shot number

rms = 13 ps

HYNBT: Ch1–Ch2

8 12 16

1

rm
s

(p
s)

0

5

10

15

20

3
Month (2005) 

(a)

(b)

5 7 9 11

Ch2–Ch3
Ch2–GBT

Ch1–Ch2
Ch1–Ch3



High-Yield Bang Time Detector for the OMEGA Laser

LLE Review, Volume 107150

is sufficiently sensitive for D2 implosions on OMEGA. Fig-
ure 107.26 shows oscilloscope traces of the first HYNBT chan-
nel for shots yielding 1.1 # 1010 and 9.3 # 1010. At a D2 yield 
of 1 # 1010 the signal amplitude is only 10 mV and is affected 
by EMP and digital noise since the minimum scale setting of 
the TDS-694 oscilloscope is 10 mV/div. Figure 107.27 shows 
the first-channel signal amplitude as a function of D2 yield, 
and Fig. 107.28 shows the cross-calibration against the NTD. 
To minimize the influence of noise on the cross-calibration 
timing, only shots with yields above 3 # 1010 were included. 
With ~50-ps rms, the D2 cross-calibration is not as accurate  
as the DT cross-calibration because most of the signal ampli-
tudes in Fig. 107.28 were below 100 mV.

EMP mitigation techniques used with the HYNBT design 
reduced the EMP noise to a level about 10# smaller than that 
measured with LLE’s NBT.4 Figure 107.29 shows the EMP 
noise levels in the least-sensitive Ch3 for different shot condi-
tions. Figure 107.29(a) shows less-than-2-mV noise levels for 
the standard direct-drive shot. Figure 107.29(b) shows the EMP 
noise level for a direct-drive shot with backlighting. Backlight-
ing produced additional EMP noise, and for these shot types, 
the noise level is below 4 mV. The indirect-drive shot with a 
scale-5/8 hohlraum is shown in Fig. 107.29(c) with the EMP 
noise below 4 mV. For all shots on OMEGA the EMP noise 
level in the HYNBT is below 4 mV.

Due to the lead shielding, the HYNBT is insensitive to 
hard-x-ray signals in direct-drive and most typical indirect-

Figure 107.25
Timing cross-calibration between the HYNBT and the NTD for DT implo-
sions. A line of equal bang times for both instruments is shown for com-
parison.
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The oscilloscope traces of the first HYNBT channel for D2 shots: (a) shot 
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The HYNBT first-channel signal amplitude as a function of D2 yield.
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drive shots. Only the most sensitive HYNBT channel was able 
to record a 30-mV x-ray signal from a scale-5/8 hohlraum, 
indirect-drive shot that produces ~100# more hard x rays than 
direct-drive shots (shown in Fig. 107.30). This relatively low 
signal is temporally separated from the neutron signal and will 
not compromise the HYNBT bang time.

HYNBT on the NIF
The HYNBT was also developed as a prototype neutron 

bang time detector for the NIF. This is a continuation of earlier 
work9 on a NIF bang time prototype. Since publication of this 
earlier work, the design requirements have changed: Instead of 

a low-to-moderate-yield, general-purpose diagnostic, the NIF 
NBT detector is now required for moderate-to-high yields in 
the pre-ignition and early-ignition campaigns. At these yields, 
the original scintillator and photomultiplier channel described 
in Ref. 9 cannot be used. The NIF NBT is virtually identical 
to the OMEGA HYNBT with three or four CVD diamond 
channels. This design will make the NIF NBT more compact, 
simpler, and less expensive than an NBT employing a photo-
multiplier. It will be located about 40 to 60 cm from the target 
in a diagnostic insertion manipulator, together with other NIF 
diagnostics. In contrast to the OMEGA HYNBT, the shielding 
on the front of the NIF NBT (facing the target) will be remov-

Figure 107.28
Timing cross-calibration between the HYNBT first channel and the NTD 
for D2 implosions. A line of equal bang time for both instruments is shown 
for comparison.
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X-ray signal from the scale-5/8-hohlraum, indirect-drive shot 40433 on the 
HYNBT first channel.
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able so that x rays can be used for temporal calibration.9 The 
calibration will use x-ray emission from a gold target irradi-
ated by a short laser pulse. The distance from the target, x-ray 
shielding, and cable length of the HYNBT on OMEGA are 
comparable to those required on the NIF. The sensitivity of the 
NIF NBT channels will be comparable to the corresponding 
HYNBT channels. The dynamic range of the NIF NBT can 
be increased by increasing the sensitivity of the first channel, 
decreasing the sensitivity of the third channel, and adding an 
even less sensitive fourth channel. The first-channel CVD wafer 
can be changed from a 10-mm-diam, 0.5-mm-thick CVD wafer 
to a 10-mm-diam, 1-mm-thick CVD wafer. This will increase 
the sensitivity by a factor of 2, which corresponds to yields of 
2.5 # 1010 in D2 and 5 # 109 in DT implosions. If NIF NBT 
operation will be required at lower yields, the detector can be 
moved closer to the target. The fourth, least-sensitive channel 
can be made from a smaller and thinner CVD wafer, from a 
neutron-hardened CVD wafer, or from a CVD wafer with im-
purities. All of these factors decrease the sensitivity of the CVD 
diamonds and shorten the temporal response. The maximum 
operational yield of the NIF NBT will not be determined by 
CVD diamond saturation but by neutron-induced signals in 
the coaxial cables.11 The study of neutron-induced signals in 
the coaxial cables will continue on OMEGA. With an optimal 
cable, the upper-yield range of the NIF NBT is expected to be 
about 1017.

Summary
A simple, low-cost, high-yield neutron bang time (HYNBT) 

detector has been developed and implemented on OMEGA. 
The HYNBT consists of three chemical-vapor-deposition 
(CVD) diamond detectors of different sizes and sensitivities 
placed in a lead-shielded housing. The HYNBT is located in 
a re-entrant tube 50 cm from the center of the target chamber. 
The HYNBT has been temporally cross-calibrated against 
the streak-camera–based neutron temporal diagnostic (NTD) 
for both D2 and DT implosions. The HYNBT has an internal 
time resolution better than 20 ps. The three HYNBT channels 
can measure the neutron bang time in DT implosions over a 
yield range of 1 # 1010 to 1 # 1015 and above 5 # 1010 for D2 
implosions. The HYNBT can be implemented on the National 
Ignition Facility.
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Introduction
Sensitive electronic detectors are difficult to operate in peta-
watt laser–target interaction experiments. The laser–plasma 
interaction at relativistic intensities (>1018 W/cm2) in the focus 
of a high-energy, short-pulse laser system creates copious 
amounts of relativistic electrons (E > 1 MeV), hard x rays, and 
charged particles. Conversion efficiencies of up to 50% into 
MeV electrons1 and 5% into MeV protons2 have been reported. 
The energetic particles hit detectors inside the target chamber, 
creating a background signal and potentially damaging sensi-
tive electronic structures. The MeV x rays easily escape the 
target chamber and impact diagnostic instrumentation inside 
the target area. Since the Compton-scattering cross section is 
significant at these energies, sidescattered and backscattered 
photons contribute to the background signal. X-ray fluorescence 
from high-Z material in the target area adds to this background. 
An electromagnetic pulse (EMP) is created when charged 
particles and x rays interact with structures inside the target 
chamber. This pulse will strongly affect and potentially damage 
any electronic device in or near the target chamber. EMP can 
also add background to electrical signals from detectors close 
to the target. It is conducted outside the target chamber through 
any cable or nonconducting window.3 Due to those problems, 
many diagnostics used in petawatt laser experiments rely on 
passive detectors such as x-ray film, nuclear activation,4 imag-
ing plate,5 radio-chromic film,6 and CR39 track detectors.7 In 
many cases, electronic detectors provide higher sensitivity, 
higher dynamic range, better temporal resolution, and faster 
feedback after each laser shot. Strategies are being developed 
to mitigate the impact of EMP on electronic detectors inside 
and outside the target chamber and to shield them against 
background radiation. In this article, detector-development 
efforts for experimental campaigns at the petawatt facility8,9 
of the Rutherford Appleton Laboratory (RAL) are presented 
showing successful approaches to improve the signal-to-back-
ground ratio on electronic detectors and to harden them against 
EMP. A variety of detectors, such as single-photon-counting, 
x-ray, charge-coupled-device (CCD) cameras, diamond x-ray 
detectors, and scintillator–photomultiplier neutron detectors, 
will be discussed. A new high-energy (1 kJ at 1 ps, 2.6 kJ at 

10 ps) petawatt laser (OMEGA EP)10,11 is currently under con- 
struction at the Laboratory for Laser Energetics. Strategies to 
minimize the impact of EMP on diagnostics inside the target 
chamber of OMEGA EP will be presented.

Experimental Setup
The Rutherford Appleton Laboratory’s Vulcan petawatt 

laser delivers a 0.5-ps pulse of up to ~500 J in a 60-cm-diam 
beam, which is focused by an f /3 off-axis parabola into a 
<10-nm-diam focal spot. Due to losses in the compressor and 
wavefront aberrations, less than 50% of the laser energy is 
contained within the central portion of the focal spot, lead-
ing to an estimated maximum intensity on target of about 4 # 
1020 W/cm2. As seen in Fig. 107.31, the petawatt target chamber 
is well shielded by 10 cm of lead on top and on three sides. The 
access corridor to the target chamber entry doors, which are 
unshielded, is backed by a 10-cm lead, 60-cm-concrete curtain 
shield. The diagnostics under discussion were set up at different 
locations in the target area, on the target chamber, and in the 
target chamber (see Fig. 107.31). The single-photon-counting, 
x‑ray, CCD camera was mounted 3.8 m from target chamber 
center (TCC) on a 1-m-long vacuum tube outside the target 
chamber wall. A chemical-vapor-deposition (CVD) diamond 
hard-x-ray (>50-keV) detector was mounted either inside or 
outside the target chamber at ~1 m from the TCC. Diamond 
photoconductive devices (PCD’s) for soft x rays (<2 keV) were 
used either inside the target chamber at ~50 cm from TCC or 
at the target chamber wall at 2.8 m. A scintillator–photomul-
tiplier neutron detector was placed at 6.5 m from TCC behind 
a second 20-cm-lead curtain shield. This curtain shield is set 
up to protect a large-area neutron scintillator array.12

Single-Photon-Counting CCD
In a single-photon-counting x-ray CCD spectrometer, the 

photon flux is attenuated so that every CCD pixel is hit by, 
at most, one photon. At moderate x-ray energies (<50 keV) a 
significant fraction of photons deposit all of their energy in one 
pixel; therefore, the histogram of the pixel values is proportional 
to the incident photon spectrum. This type of spectrometer has 
the benefit of requiring no alignment but can be affected by a 
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poor signal-to-background ratio. Detailed shielding strategies 
for single-photon-counting x-ray CCD spectrometers can be 
found in the literature.13 The most important finding reported 
was the importance of shielding not only the direct line of sight, 
but against Compton-scattered and fluorescence x rays from 
the side and back of the camera (see Fig. 107.31).

Diamond Hard-X-Ray Detector
CVD diamond detectors14 are an attractive choice as hard-

x‑ray or neutron detectors in high-energy, ultrafast laser–plasma 
experiments. CVD diamonds are radiation hard, thus able 
to cope with the large fluxes of x rays and particles. They 
are fast and have a large dynamic range, which makes them 
able to discriminate fast particles (x rays and electrons) from 
slower particles, such as protons and neutrons. The detector 
used in these experiments was made by DeBeer’s Industrial 
Diamond Division by microwave-assisted plasma deposition 
as described in Ref. 11. The diamond wafer was cylindrical, 
10 mm in diameter, and 1 mm thick, with 8-mm-diam Cr-Au 
(10/500 nm, respectively) contacts on both sides. The CVD 
detector was run at a 1000-V bias through a high-voltage, high-
speed bias-tee,15 and the signals were recorded on a 1-GHz 
digital sampling scope.16 Figure 107.32 shows signals recorded 
from a CVD detector placed either inside the target chamber or 
outside the target chamber. The distance to TCC was ~1 m in 
both cases (see Fig. 107.31). To bring the signal to the outside 
of the chamber, an extra ~1-m RG58 cable was connected to 
a BNC vacuum feedthrough. The cable run outside the target 
chamber into the oscilloscope was identical. The laser was set 

to ~1-ps pulse length at best focus. For the experiment with the 
detector inside the target chamber, a 360-nm CH/CD/CH foil 
was irradiated using 390 J of laser energy and a 140-nm CD 
foil was irradiated with 330 J laser energy with the detector 
outside the target chamber. The signal inside the target chamber 
is severely compromised by EMP noise pickup almost as high 
as the x-ray peak. The only noise seen in the signal outside the 
target chamber is the digitizing noise of the scope. Because of 
a lower scope sensitivity setting, the digitizing noise is higher 

Figure 107.31
Overview of the target area at the RAL petawatt facility showing the shielding setup and layout of the x-ray CCD, CVD diamond, diamond PCD, and scintil-
lator–photomultiplier detectors.
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on the outside. The timing difference in the x-ray peak is due to 
the different cable lengths to the oscilloscope. The fact that the 
x-ray signal experiences little change by moving the detector 
outside the target chamber, where the x rays are attenuated by 
an additional 1 cm of steel, shows that the x rays recorded by 
the CVD detectors are significantly above 100 keV. 

Diamond Soft-X-Ray Detector
Diamond photoconductive devices (PCD’s)17  are frequently 

used as soft-x-ray detectors (<2 keV) because they are sensitive 
(~6 # 10–4 A/W) and very fast (<200 ps) and have a flat x-ray 
response and a high dynamic range. Because of the high band 
gap of 5.5 eV, they are not sensitive to laser light. A six-channel 
PCD array was used in these experiments, each detector con-
sisting of a 0.5-mm- or 1-mm-thick, 1 # 3-mm-area diamond 
mounted in a modified SMA connector18 [see Figs. 107.33(a) 
and 107.33(b)]. The detectors were biased through a custom-
made six-channel bias-tee to 1000 V. Different-thickness CH 
and Al filters were used to modify the spectral response of 
the individual detectors. The detectors were fitted with a lead 
shield that limited the solid angle to an area close to the target 
[see Fig. 107.33(c)]. The PCD array was used either inside the 
target chamber at ~50 cm from TCC or on the target chamber 
wall at ~2.8 m (see Fig. 107.31). Figure 107.34 shows data from 
one channel on two shots recorded with the PCD array inside 
the target chamber, illustrating the benefit of the high dynamic 

range of the diamond PCD. Both targets were CH/CD/CH foils 
of 360-nm thickness irradiated with a 1-ps pulse at nominally 
best focus. The only apparent difference was the laser energy 
of 340 J in Fig. 107.34(a) and 500 J in Fig. 107.34(b). The first 
signal at 65 ns can be attributed to x rays from the target and 
changes by only a factor of 6 between the two shots. A second 
signal is seen around 100 ns attributed to protons coming from 
the target. This proton signal is not visible at all in Fig. 107.34(a) 
but completely saturated the detector in Fig. 107.34(b). The 
number of shots in this experimental campaign was very 
limited; therefore it was not possible to reproduce the second 
shot in Fig. 107.34(b) and use additional attenuation to prevent 
clipping on both signals. These large variations in the signals 
pose a significant danger to the recording system as shown in 
Fig. 107.35. In this case, the PCD array was mounted on the 
target chamber wall, which limited the x-ray signal to ~2 V in 
this shot, but the influx of protons was so intense that the PCD 
shorted completely and dumped all the charge present in the 
cable through the bias-tee into the input amplifier of the scope. 
In this case, the cable between the bias-tee and the detector was 
very short; consequently the energy flowing into the amplifier 
was limited so the scope recovered from this event. A longer 
cable or a less-resilient amplifier would have caused perma-
nent damage to the oscilloscope. Because of the lower signal 
amplitudes, the PCD array is more susceptible to EMP pickup 
at the target chamber wall. Figure 107.36 shows signals from 

Figure 107.33
(a) Setup of the six-channel diamond PCD 
detector. (b) A 1 # 1 # 3-mm3 diamond is 
mounted in a modified SMA connector. (c) A 
lead collimator limits the solid angle to an area 
close to the target. (d) An additional aluminum 
collimator is inserted into the lead collimator 
for EMP shielding.
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one channel of the PCD array where the noise from the EMP 
is significant, (a) without and (b) with additional EMP shield-
ing. The additional EMP shielding consisted of an Al cylinder 
with six holes for the x rays to reach the PCD array that fits 
inside the lead collimator [see Fig. 107.33(d)]. This shielding 
reduced the EMP signals, as seen in the traces between 50 to 
100 ns, by roughly a factor of 2 from ~200 to ~100 mV. Since 
the primary x-ray peak at 50 ns is only ~200 mV, the shielding 
is not sufficient in this case, but this concept can be further 
optimized by lengthening the collimator and reducing the hole 
diameter, thus minimizing further the EMP energy that can 
couple into the detector.

Scintillator–Photomultiplier Detector
Scintillator–photomultiplier (PMT) detectors have been used 

extensively for neutron detection in inertial confinement fusion 
experiments.19 Since the cross section for a neutron interacting 
with matter is quite small and the number of neutrons produced 
in ultrafast laser–plasma interaction experiments is not very 

Figure 107.34
Data from one channel of the diamond PCD array mounted inside the target 
chamber from two shots on 360-nm-thick CH/CD/CH targets irradiated with 
a 1-ps pulse at best focus with (a) 340 J and (b) 500 J of laser energy.
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large (~108 neutrons have been reported20), a large detector 
volume is required to obtain a measurable neutron signal. The 
detector used in these experiments has an 18-cm-diam, 10-cm-
thick PILOT U21 scintillator coupled to an XP2020 PMT.22 
A very thick, 5-cm lead shield placed around the scintillator 
and 25 cm toward the target is required to avoid saturation of 
the PMT from hard x rays because of its very high gain (of 
the order of 107), even though the interaction cross section 
of MeV x rays with the scintillator is quite low. Figure 107.37 
shows a scintillator signal recorded from a neutron-producing 
200‑nm-thick CD target irradiated with 558 J of laser energy 
at 1 ps and best focus compared to a 25-nm Au foil irradiated 
by 500 J. Even with the very thick shielding, a significant signal 
from high-energy x rays is detected in both cases, whereas only 
the CD target data show a second structure ~100 ns later that 
can be attributed to neutrons of <20-MeV energy. A peak from 
2.45-MeV D2 neutrons was not detected in these experiments; 
it would appear at ~340 ns in Fig. 107.37. Adding more lead 
does not significantly increase the signal-to-background ratio 
because the x-ray attenuation at the minimum of the lead x-ray 
attenuation cross section (2 to 5 MeV) is comparable to the 
neutron attenuation length at several-MeV neutron energy.

EMP Mitigation on OMEGA EP
OMEGA EP, a new high-energy petawatt laser system cur-

rently under construction at LLE,10,11 will provide two short-
pulse (~1- to 100-ps), 1053-nm beams with a maximum energy 

of 2.6 kJ at 10 ps, limited only by the current damage threshold 
of the compression gratings. These short-pulse beams can be 
combined collinearly and coaxially for fast-ignitor channeling 
experiments in the OMEGA target chamber or sent to a new 
OMEGA EP target chamber. Both target chambers are 1.6-m-
radius Al spheres of ~7.5-cm thickness. Two additional long-
pulse beams can provide up to ~6.5 kJ of 351-nm UV light with 
up to a 10-ns pulse length into the OMEGA EP target chamber. 
The two short-pulse beams can also be used as long-pulse UV 
beams in the OMEGA EP target chamber. The short-pulse 
beams are focused with an f /2 parabola to a <10-nm-radius spot 
containing 80% of the energy. The intensity in the focal spot is 
predicted to be in excess of 3 # 1020 W/cm2. A single OMEGA 
EP beam will have up to 5# higher energy available compared 
to the Vulcan petawatt laser. Since both target chambers are 
of comparable volume, extensive efforts will be required to 
minimize background and mitigate EMP effects. EMP effects 
will be most severe for diagnostics, which are inserted into the 
target chamber using the OMEGA 10-in. manipulators (TIM’s). 
For prompt electronic detectors inside the target chamber (e.g., 
the diamond PCD’s discussed earlier), a grounding scheme is 
proposed that minimizes the potential for EMP pickup23 (see 
Fig. 107.38). The sensor is housed inside a Faraday enclosure, 
which will be inserted through the TIM into the target cham-
ber. The Faraday enclosure is grounded to the target chamber. 
The sensor package is electrically isolated inside the Faraday 
enclosure, and the coaxial signal cable is routed through an 
electrically conducting conduit into the recording device sitting 
inside a shielded and grounded diagnostic rack. Special care 
will be taken to minimize any apertures where electromagnetic 
energy could couple into the Faraday enclosure and the sen-
sor package. Any currents induced by EMP inside the target 
chamber will flow through the Faraday enclosure into the target 
chamber and back to the target. Currents outside the target 
chamber will flow through the conduit, so the influence on the 
measurement through the coaxial cable will be minimized. 
Sensors that do not produce a prompt electrical signal at shot 
time (like CCD’s or streak cameras) will use a different EMP 
shielding approach. The Faraday enclosure in these detectors 
will also serve as a pressure vessel to maintain atmospheric 
pressure around the readout and control electronics. Fiber 
optics will be used to transmit command information and data. 
A single dc voltage fed into the enclosure and converted into 
the required voltages inside the pressure vessels using shielded 
and filtered dc–dc converters will power these systems. Using 
a relatively high voltage of 28 V will limit any effects of EMP 
noise pickup on the feed lines even if it exceeds several volts 
for many milliseconds.

Figure 107.37
Neutrons were seen from CD targets using the scintillator–photomulti‑ 
plier detector. Results from a non-neutron-producing Au target are shown 
for comparison.
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Discussion
To minimize x-ray background in high-energy petawatt 

laser-interaction experiments, it is necessary to shield not only 
the direct line of sight, but also the full solid angle around the 
detector, because Compton-scattered and fluorescence photons 
can enter the detector from all sides. The high variability of the 
x rays or particles emitted from the target poses a significant 
risk to sensitive recording equipment, especially if a detector 
is run with a high bias voltage, like diamond PCD’s, CVD 
diamond detectors, and certain photodiodes. EMP pickup is 
of special concern inside the target chamber, where EMP can 
easily overwhelm weak signals from detectors as seen with 
the PCD detectors on Vulcan. If possible it is much better to 
mount the detector outside the target chamber in a much lower 
EMP environment. These lessons learned from the RAL peta-
watt experiments will be applied in the experiments on the 
upcoming OMEGA EP high-energy petawatt facility, where 
optimized grounding strategies and detector configurations 
are being implemented.
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Introduction
Fiber lasers have been the subject of much research over the past 
ten years. They can provide high reliability, fiber compatibility, 
high output power, good beam quality, narrow bandwidth, low 
phase noise, and low relative intensity noise (RIN).1–4 These 
characteristics make them promising alternatives to solid-state 
and semiconductor lasers. Distributed-feedback (DFB) fiber 
lasers can be designed with a grating structure to provide high 
output power (up to 60 mW), single frequency,5 single polar-
ization,6 and high optical signal-to-noise ratio (OSNR).6 DFB 
fiber lasers have been widely used in sensing,7 communication 
systems,8–11 and high-precision spectroscopy,12 all of which 
require single-mode, single-frequency lasers.

To obtain higher-power DFB fiber lasers, doping levels have 
been increased to allow more pump light to be absorbed with 
the doping densities of commercial Yb-doped fibers approach-
ing 1 # 1025/cm3 (e.g., INO, Nufern). With the commercial 
availability of 500-mW pump lasers, the absorption transition 
easily becomes saturated. As the majority of the pump light is 
absorbed or converted into lasing photons, however, the remain-
der of the fiber is essentially unpumped. The transition length 
between the pumped and unpumped regions is given by the 
small-signal absorption, which is of the order of a millimeter or 
less. This gain apodization effect with pumped and unpumped 
sections of the DFB laser has so far been neglected.

In this article, the effects of gain apodization in DFB fiber 
lasers are investigated. In particular, the impact on threshold 
behavior is explored along with its effect on output power and 
mode discrimination. In the following sections (1) the con-
ventional model based on coupled-wave equations is reviewed 
and applied to our case of fiber lasers; (2) the physics of gain 
apodization in DFB lasers is explored and compared to con-
ventional configurations; (3) the impact of gain apodization 
on phase-shifted DFB fiber lasers is investigated; (4) lasing 
thresholds and the output power ratio from both ends of the 
fiber lasers are analyzed; and, finally, (5) techniques for using 
gain apodization as an optimization tool are discussed.

Coupled-Wave Matrix Model
Although DFB lasers are widely used for single-mode oper-

ation, in general their mode spectrum is more complicated. 
In a uniform index-coupled DFB fiber laser without phase 
shift or end mirrors, DFB lasers can operate in one of two 
degenerate longitudinal modes symmetrically located along 
the Bragg frequency of the grating. Nominally, only a single 
mode runs because of fabrication imperfections that cause 
slight asymmetry.

Coupled-mode theory13,14 can be used to analyze the 
threshold behavior in simple DFB lasers. Figure 107.39 is a 
schematic of the coupling between forward and backward 
waves in waveguides induced by periodic modulation of the 
refractive index n. For a uniform fiber grating with uniform 
gain, the coupled-wave equations can be written as15
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where EA and EB are the complex amplitudes of the forward 
and backward propagating waves, m= -Tb b r K is the 
propagation constant difference between the wave in the z 
direction and the mth Bragg frequency of the grating (m = 1 
for first-order gratings), z is the wave phase at the position 
z = 0, l is the coupling coefficient between the forward and 
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Figure 107.39
Schematic of coupled waves in periodic active waveguides.
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Figure 107.40
Schematic of the (a) gain-apodized DFB fiber laser, (b) uniform DFB fiber 
laser, and (c) uniform DFB fiber laser with end reflector R2 = tanh2 (lL2). 
The shaded regions indicate sections with no gain.
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backward waves in the grating, and g is the gain coefficient of 
the active medium collocated with the grating. In the absence 
of reflections from either side of the structures, Eq. (1) can be 
solved analytically.

To model a more complicated structure, e.g., where the gain 
is not constant along z, a matrix method15,16 can be used to 
concatenate the solutions to Eq. (1). In this formalism, a non-
uniform periodic structure is broken into segments of uniform 
period structures each with the solution
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where the matrix elements are the solutions to Eq. (1) given by
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a n d  w h e r e  j jj ,ig= +T Tb bl  2,j j j
2 2= - Tc l bli_  a n d 

.B j=b r Kj  With this formalism the active gratings can 
be split into N sections where the total matrix will be Ft = 
FNFN–1…F2F1. For a nonuniform DFB fiber laser, the coupling 
coefficient l and gain coefficient g can change with the position 
z. For DFB fiber lasers without a phase shift, the phase terms 
in Eq. (3) can be written as ,L2k k

B
k1 1= +z z b- -k  where k = 

1,2,…N. For phase-shifted DFB fiber lasers, the phase terms 
in Eq. (3) can be written as ,TzL2k k

B
k k1 1= + +z z b- -k  k = 

1,2,…N. Adding the boundary conditions EA(0) = EB(L) = 0, the 
gain threshold condition can be obtained from the relation Ft11  
= 0 (Ref. 15). Nominally, this relation will produce a mode 
spectrum with different modes appearing at different frequen-
cies Db.

For high-power operation, it is desirable not only to have a 
low threshold but also to have most of the light coming out of 

only one side of the cavity. By using the total matrix Ft, the out-
put power ratio from both ends of the fiber can be written as 
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where P P1 2 presents the ratio of the power coupling out at 
z = 0, as compared to z = L.

Gain-Apodization Physics
To understand the physics introduced by gain apodization, 

the formalism in the previous section is applied to three cases. 
In all cases, the grating strength l and period K are kept con-
stant and no phase shift will be included. The peak reflectivity 
of the grating is determined by R = tanh2 (lL), and, so that the 
desired generality is not lost, typical values for l and L are 
chosen. In the following sections, the coupling coefficient of 
the fiber grating is l = 1 cm–1 and the grating lengths are 3 cm 
in most cases. Since the length under which the gain will drop 
from its maximum value to zero is less than 1 mm, the gain 
apodization along the z axis will be approximated by a step 
function. The gain-apodized DFB fiber laser is schematically 
shown in Fig. 107.40(a), where the L1 section is highly doped 
with the uniform gain coefficient g and L2 has no gain. This 
case will be compared to two other cases: The first, a DFB 
fiber laser of length L1 and uniform gain but no unpumped 
section, is shown in Fig. 107.40(b). The second case, shown in 
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Fig. 107.40(c), is the same laser as shown in Fig. 107.40(b) but 
with a reflector at the end of the cavity where the grating would 
be in the apodized case. The reflectivity value is chosen to be 
the peak reflectivity of the unpumped fiber grating of the case 
shown in Fig. 107.40(a), namely, R2 = tanh2 (lL2). This value 
was chosen to directly compare to the apodized case shown 
in Fig. 107.40(a).

The gain thresholds for these cases where L1 = 2.5 cm and 
L2 = 0.5 cm are shown in Fig. 107.41. The horizontal axis is 
the normalized frequency DbL (where L = L1 + L 2), while the 
vertical axis is the normalized gain threshold gthL1. The gain 
is normalized with L1 since the value of gL1 relates to the pump 
power. The mode spectra of the three different lasers are nearly 
identical since the lasing cavities are of nearly equal length. 
When compared to the short DFB laser, the gain-apodized 
DFB lasers show a nearly 30% reduction in lasing threshold 
due to its passive grating section. The DFB with the reflector 
similarly shows a reduction in the lasing threshold for its first-
order mode. However, the threshold reduction applies signifi-
cantly to all modes since the reflector is spectrally uniform. 
For the gain-apodized DFB laser, whose passive section has 
spectral dependence, the additional reflector also aids in modal 
discrimination with higher-order modes.

It is also important to note that although the passive grat-
ing system introduces system asymmetry, the zeroth-order 
mode cannot reach the lasing threshold since the phase of the 
transition between the two sections is maintained. Neverthe-
less, Fig. 107.41 demonstrates the advantage of using gain 
apodization for reduced lasing threshold without the penalty 
of decreased spectral purity.

Figure 107.42 shows the gain threshold for DFB lasers plot-
ted with the Bragg grating reflection spectrum to understand 
the interplay of active versus grating length. The grating reflec-
tion spectrum can be formulated as17

	 ,
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Figure 107.41
Gain thresholds of the DFB fiber laser configurations shown in Fig. 107.40.
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where ,n c B B-= -/d ~ ~ ~ b ~ b] _ ^ ]g i h g  l is the coupling 
coefficient of the grating, L is the grating length, and 

.q = -! d l2 2

To exaggerate the physics, the active portion of the gain-
apodized DFB fiber laser is chosen to be L1 = 0.5 cm with the 
passive portion longer, L2 = 2.5 cm. The mode spectrum of this 
laser and the corresponding reflectivity of a 3-cm fiber Bragg 
grating (FBG) are shown in Fig. 107.42(a). For comparison, 
Fig. 107.42(b) shows the mode spectrum of a conventional 
0.5‑cm-long DFB laser with the reflectivity spectrum of a 
0.5‑cm FBG. It is clear from these figures that the mode spec-
trum of the gain-apodized laser is determined by the entire 
grating rather than only by the active portion.

Figure 107.43 shows the lowest modal gain threshold versus 
gain length L1 for the gain-apodized DFB laser. From this fig-
ure, it is clear that the minimum threshold for L L1  is close to 
0.7; the gain threshold is 17.9% less compared to the uniform 
DFB fiber laser (L L1  = 1). For gain lengths L L1  less than 
unity, the longitudinal distribution of light extends into the 
unpumped region, creating an effectively higher reflectivity. 
Since no gain is extracted from this region, the effective grating 
strength is increased, thus creating a lower gain threshold. For 
values of L L1  that are too small (less than 0.7 in this case), the 
grating-length product becomes too small to produce sufficient 
reflection, effectively increasing the laser threshold via reduced 
feedback. Figure 107.43 demonstrates that gain apodization can 
decrease the laser threshold if properly tailored.

Impact on Phase-Shifted DFB Lasers
It is convenient to avoid mode degeneracy by introducing 

a phase shift in the middle of the grating. As is well known, 
the r-phase shift will enable a narrowband filter in the grat-
ing-forbidden band, thereby allowing the zeroth-order mode 
to have a low lasing threshold.18 Considering the influence of 
this geometry, it is instructive to understand the role of gain 
apodization on phase-shifted DFB fiber lasers.

Figures 107.44(a) and 107.44(b) show the lowest-mode gain 
threshold and the mode discrimination of the uniform-gain, 
phase-shifted DFB fiber lasers. As before, the total cavity 
length L is 3 cm and the coupling coefficient is 1 cm–1. The 
results show that the apodization with the lowest gain threshold 
also has nearly the largest mode discrimination. Slightly dif-
ferent to the optimum L L1  of 0.7 for a normal DFB laser in 
Fig. 107.43, the optimum gain-apodization profile will be where 

Figure 107.43
The gain thresholds of the lowest-order mode as a function of gain-apodiza-
tion profile.
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L L1  is close to 0.6. From Fig. 107.44(a), the gain threshold 
can be reduced 21.2%, compared to the normal phase-shifted 
DFB fiber laser with nearly the same modal discrimination, as 
shown in Fig. 107.44(b).

Since the gain apodization has introduced system asym-
metry, the output power ratio from both ends of the laser will 
also be modified. To investigate these characteristics, the output 
power ratio of Eq. (4) is plotted against the apodized gain length 
L L1  in Fig. 107.45. The power ratio from both ends of the 
fiber changes monotonically with the apodization gain length 

.L L1  Higher output power from the pumped end of the cavity 
can be obtained at the optimum pumped length L L1  for the 
minimum threshold shown in Fig. 107.44(a); the power ratio 
can be increased by 12.4%. This asymmetry, combined with the 
21.2% threshold reduction, can lead to a substantial increase in 
output power solely because of gain apodization.

Discussion and Conclusions
It was shown in the previous section that gain apodization 

can have a beneficial impact on phase-shifted DFB lasers. It 
has been previously shown that DFB laser performance can 
be improved by changing the location of the phase shift and 
varying l along the laser axis.19,20 To obtain the highest single-
frequency output from DFB fiber  lasers, the gain-apodization 
length, phase-shift location, and coupling coefficient profile 
must all be optimized. While this presents a challenging 
numerical problem, genetic algorithms have proven useful in 
optimizing laser and amplifier designs.21–23

While the lasing threshold itself will determine the gain-
apodization profile for a given DFB laser, this effect can be 
intentionally introduced. Two separate sections of photosensi-
tive fiber, only one of which is doped with active ions to pro-
vide gain, can be spliced together before a grating is written 
into the fiber. In this way, the independent control of the gain 
profile, grating strength, and phase-shift location can be used 
to optimize of DFB laser performance.

In conclusion, the effects of gain apodization in highly 
doped DFB fiber lasers were investigated. In particular, ap-
odization of the longitudinal gain profile resulted in a lower 
lasing threshold than a laser with uniform gain without the 
penalty of modal discrimination. For the case studied, the las-
ing threshold was reduced by almost 18% for a conventional 
DFB laser and over 21% for a DFB laser with a r-phase shift. 
Furthermore, the longitudinal asymmetry introduced by gain 
apodization yielded a significantly higher ratio of output 
power from opposite ends of the laser. Methods of engineering  
and optimizing such a gain-apodized DFB fiber laser were 
also discussed. 
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