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ABSTRACT

A novel neutron spectrometer, called the Magnetic Recoil Spectrometer (MRS), was designed, built, and implemented on the OMEGA laser facility and the National Ignition Facility (NIF) to measure the neutron spectra from inertial confinement fusion (ICF) implosions. Using the MRS, the down-scattered neutron (DSn) spectrum has been used to infer the areal density ($\rho R$) of ICF implosions for the first time. The DSn technique is essential for diagnosing high $\rho R$ (>180mg/cm$^2$) cryogenic deuterium-tritium (DT) implosions, where most other methods fail. The MRS has helped to guide the cryogenic campaign toward the highest $\rho Rs$ ever achieved at OMEGA. In addition, the MRS is currently being used to diagnose the DSn spectrum from cryogenic implosions at the NIF during the beginning phases of the National Ignition Campaign (NIC). MRS data have already been essential for tuning these implosions to the highest $\rho Rs$ ever achieved in an ICF implosion (>1 g/cm$^2$), and thus for guiding the NIC toward the realization of thermonuclear ignition. The first measurements of the $T(t,2n)^{4}$He (TT) neutron spectrum in DT implosions at OMEGA have also been conducted using the MRS. The TT-neutron (TTn) spectrum was measured at low reactant central-mass energies of ~23 keV. The results from these measurements indicate that the TT reaction proceeds primarily through the direct three-body reaction channel, which is in contrast to the results obtained in higher energy accelerator experiments. Measurements of the TTn and DD proton yields were also conducted and compared to the DT neutron yield in DT implosions. From these measurements, it is concluded that the DD yield is anomalously low and the TTn yield is anomalously high, relative to the DT yield. These results have been explained by a stratification of the fuel in the core of an ICF implosion.
Acknowledgments

First, I thank my advisor Richard Petrasso whose enthusiasm and scientific rigor are both motivating and, at times, even awe-inspiring. I also thank Johan Frenje, whose leadership of the OMEGA and NIF MRS projects directly led to their successful realization and whose supervision of my thesis research, was both supportive and educational. I also thank Johan for carefully reviewing this thesis manuscript. I am most appreciative for the many contributions of the entire high-energy-density physics division at MIT. This includes Fredrick Seguin, whose masterful experience and attention to detail was essential for many aspects of this project, including the development of the novel processing techniques of the MRS systems. I also thank Fredrick for his efforts in developing and maintaining the microscope and data analysis systems for all of the MIT diagnostics, including the MRS. I thank Chikang Li for always being available for questions and being supportive of this work. I thank Maria Gatu Johnson for developing powerful new analysis techniques and taking over most of the OMEGA and NIF MRS related responsibilities, while I was writing this thesis. I also thank my good friends Nathan Howard, Mario Manuel, Nareg Sinenian, (and so many others they cannot all be named here) for illuminating conversations both on physics and all facets of life. I also thank Jocelyn Schaeffer, Irina Cashen, Robert Frankel, and Ernie Doeg, who skillfully managed many aspects of the MIT etch/lab and are responsible for much of the data processing that was required to both commission the MRS diagnostics and perform the experiments described in this thesis.

This thesis work could not have been possible without the enormous support it received from LLE. The OMEGA operations, engineering, and scientific staff, along with their management, all supported this project. I thank David Meyerhofer and Craig Sangster for supporting the MRS projects, Vladimir Glebov for countless ride-along shot opportunities, Radha Bahukutumbi for enormous simulation support, and Michelle Burke and Joe Katz for managing the OMEGA MRS and the LLE etch/scan lab. I thank Jeff Ulreich and Bill Owens for providing the engineering support of the OMEGA MRS system. In particular, I also thank Sam Roberts, without whom, the OMEGA MRS would not have been successful. His experience and knowledge of OMEGA and its diagnostics are responsible for much of the success of this project. In addition, Sam’s resilience and strength, after his terrible accident, will forever continue to inspire me.

At LLNL, I am very appreciative to Richard Bionta and Mark Mckernan for their support and for establishing and flawlessly running the LLNL MRS etch/scan lab. I also thank Mark for designing much of the NIF MRS detector hardware. I also thank Rick Ashabranner and Jason Magoon for their engineering support of the NIF MRS. I also thank Rick for his continued support of the NIF MRS. I also thank Dennis McNabb, whose involvement in the tt project contributed enormously to its success and fostered new collaborations in plasma nuclear science. I thank Ray Leeper at Sandia, for many insightful and entertaining conversations and for his continued interest in this work.
I thank my thesis reader, Professor Ron Parker, for reviewing this thesis, along with Professors Ian Hutchinson, Jeffrey Freidberg, and Miklos Porkolab for excellent courses in plasma physics and fusion energy.

I also thank my parents, Cheryl and Mike Horne, my brother Adam Horne, my Grandparents Don and Judi Horne and the many other members of my family, for their love, support, and pride, which inspired me to work hard. Lastly, and most importantly, I thank my beautiful and wonderful wife Maxine Casey. Her love and support during these long and arduous years of graduate school managed to make them the most rewarding and enjoyable years of my life.
# TABLE OF CONTENTS

Acknowledgments ................................................................................................................................................................................... 3

List of figures ......................................................................................................................................................................................... 1-10

1 - Introduction .................................................................................................................................................................................... 1-16

1.1 Nuclear Energy ........................................................................................................................................................................... 1-16
1.2 Stellar nucleosynthesis ................................................................................................................................................................. 1-17
1.3 Realization of thermonuclear energy on earth ............................................................................................................................. 1-18
1.4 Historical remarks on Inertial Confinement Fusion (ICF) ........................................................................................................ 1-22
1.5 Thesis Overview ........................................................................................................................................................................... 1-23

2 - Inertial Confinement Fusion (ICF) .............................................................................................................................................. 2-25

2.1 Ideal ignition condition in ICF ...................................................................................................................................................... 2-25
2.2 ICF drive configurations ................................................................................................................................................................. 2-27
2.3 Challenges in ICF ........................................................................................................................................................................... 2-29
2.4 The OMEGA laser facility ............................................................................................................................................................. 2-30
2.5 The National Ignition Facility (NIF) ........................................................................................................................................... 2-31
2.6 ICF Diagnostics ........................................................................................................................................................................... 2-33

3 - Probing ICF implosions using neutrons and charged-particles ........................................................................................................... 3-34

3.1 Primary DT neutron spectrum and yield ......................................................................................................................................... 3-34
3.2 Down-scattered neutrons ................................................................................................................................................................. 3-35
3.3 Path-integrated areal density (ρL) and its relation to ρR ................................................................................................................. 3-37
3.4 Charged-particle measurements for determination of ρL ............................................................................................................... 3-38
3.4.1 Charged-particle diagnostics on OMEGA ................................................................................................................................. 3-39

4 - The Magnetic Recoil Spectrometer (MRS) .................................................................................................................................... 4-43
4.1 Principle........................................................................................................................................... 4-43
  4.1.1 Efficiency ..................................................................................................................................... 4-45
  4.1.2 Energy resolution ....................................................................................................................... 4-45
4.2 Final design of the MRS on OMEGA and the NIF........................................................................ 4-46
  4.2.1 MRS configurations on OMEGA and the NIF........................................................................... 4-48
  4.2.2 Foil holder and blast-shield .................................................................................................... 4-49
  4.2.3 Magnet and its properties ....................................................................................................... 4-51
  4.2.4 CR-39 detector array ............................................................................................................... 4-53
  4.2.5 Polyethylene neutron shielding ............................................................................................... 4-57
  4.2.6 Alignment procedure .............................................................................................................. 4-58
4.3 Ab initio modeling and in situ calibration of the MRS ................................................................. 4-59
  4.3.1 Ab initio modeling of the MRS on OMEGA and NIF using Geant4 ................................ 4-59
  4.3.2 In situ energy calibration of the MRS on OMEGA and the NIF ......................................... 4-62
4.4 Characterization of the MRS parameters ...................................................................................... 4-67
  4.4.1 Manufacturing CD$_2$ foil......................................................................................................... 4-67
  4.4.2 Characterization of the CD$_2$-foil density, area and thickness..................................................... 4-68
  4.4.3 The differential cross section for elastic n-d scattering in the laboratory system ............. 4-71
  4.4.4 The magnet aperture................................................................................................................ 4-72
4.5 Geant4 simulations of the complete MRS-response function ....................................................... 4-76
4.6 Modeling of the neutron-background and optimal shielding design for the MRS...................... 4-79
  4.6.1 Neutron interactions in CR-39 .................................................................................................. 4-80
  4.6.2 Neutron background characterization and shielding design for the OMEGA MRS............ 4-80
  4.6.3 Neutron background characterization and shielding design for the NIF MRS................... 4-83
4.7 S/B for the MRS down-scattered neutron measurements at OMEGA and the NIF .............. 4-85

4.8 Summary ......................................................................................................................................... 4-87

5 - Absolute primary yield measurements at OMEGA and the NIF using the MRS 5-88

5.1 Techniques for measuring neutron yield ....................................................................................... 5-88
5.2 MRS measurements of the primary yield on OMEGA and the NIF ............................................ 5-89
5.3 Future work .................................................................................................................................... 5-91
5.4 Summary ......................................................................................................................................... 5-92

6 - The Coincidence Counting Technique for background reduction in MRS data 6-93

6.1 The Coincidence counting technique (CCT) .................................................................................. 6-93

6.1.1 CR-39 as a charged-particle detector .................................................................................... 6-93
6.1.2 The principle of the CCT ...................................................................................................... 6-94
6.1.3 First processing step – The sodium-hydroxide track-etch and scan .................................... 6-94
6.1.4 Second processing step – The ethanol-sodium-hydroxide bulk etch ................................... 6-95
6.1.5 Third processing step – The second track etch and scan...................................................... 6-99
6.1.6 Random-Background Coincidences (BCCT) ..................................................................... 6-100
6.1.7 Neutron induced background coincidences ........................................................................ 6-101
6.1.8 Intrinsic background coincidences...................................................................................... 6-104

6.2 Application of the CCT to D³He-proton data obtained at the MIT linear accelerator .......... 6-105
6.3 The application of the CCT to MRS data obtained at OMEGA and the NIF ....................... 6-107
6.4 Conclusion ..................................................................................................................................... 6-109

7 - Down-scattered neutron measurements using the MRS on OMEGA and the NIF 7-110

7.1 Diagnosing $\rho R$ in OMEGA implosions .................................................................................. 7-110
7.2 Authentication of the MRS measurement of the DSn spectrum ................................................. 7-112
7.3 Achieving high $\rho R_{\text{tot}}$ in OMEGA cryogenic implosions ........................................................ 7-113
7.4 Diagnosing performance of cryogenic DT implosions at OMEGA using the MRS .......... 7-115
7.4.1 Diagnosing average $\rho R_{\text{tot}}$................................................................. 7-115

7.4.2 Diagnosing $\rho R_{\text{tot}}$ asymmetries......................................................... 7-117

7.5 Diagnosing cryogenic DT implosion performance at the NIF using the MRS........... 7-118

7.6 Summary ........................................................................................................ 7-121

8 - Measurements of the TT neutron spectrum at low reactant energies 8-122

8.1 Introduction ................................................................................................... 8-122

8.2 The tt neutron spectrum and previous measurements ........................................ 8-123

8.3 Measurements of the tt neutron spectrum at OMEGA ....................................... 8-124

8.4 Summary ........................................................................................................ 8-128

9 – Evidence for stratification of DT fuel in ICF implosions 9-130

9.1 Introduction ................................................................................................... 9-130

9.2 Predicted $\text{dd/dt}$ and $\text{tt/dt}$ yield ratios in ICF implosions ................................ 9-131

9.3 Measurements of the $\text{dd/dt}$ and $\text{tt/dt}$ yield ratios at OMEGA ......................... 9-132

9.4 The potential role of fuel stratification ............................................................. 9-135

9.5 Summary ........................................................................................................ 9-136

Summary .............................................................................................................. 137

Bibliography ........................................................................................................ 139

Appendix A - Nuclear cross-sections and center-of-mass vs laboratory frame .......... 149

Appendix B – Astrophysical S-factor, reactant distributions, and electron screening ...... 158

Appendix C - OMEGA DSn Experimental Data Summary ........................................ 166

Appendix D – NIF DSn Experimental Data Summary ............................................. 176

Appendix E - OMEGA TT Experimental Data Summary .......................................... 180

Appendix F – Fitting algorithm for analyzing MRS data ......................................... 184

Appendix G - Description of coincidence counting analysis program ...................... 187
Appendix H - LILAC simulations of select OMEGA implosions

H.1 Shock-driven exploding pusher ................................................................. 190

H.2 Ablatively-driven plastic shell implosion .................................................. 193

H.3 Cryogenic DT implosion ............................................................................ 196
List of figures

Figure 1-1 Binding energy per nucleon as a function of mass number (A)................................. 1-17
Figure 1-2 Reaction cross-sections for common fusion reactions............................................. 1-20
Figure 1-3 Maxwellian averaged reactivities for common fusion reactions ............................. 1-21
Figure 2-1 $\rho R$ and ion temperature $T_i$ requirements of ignition........................................ 2-27
Figure 2-2 Illustration of direct-drive and indirect-drive........................................................... 2-28
Figure 2-3 Illustration of the three main phases of the capsule-implosion process .................. 2-28
Figure 2-4 OMEGA laser facility ............................................................................................... 2-30
Figure 2-5 OMEGA target chamber .......................................................................................... 2-31
Figure 2-6 The National Ignition Facility (NIF) ....................................................................... 2-32
Figure 2-7 NIF target chamber ............................................................................................... 2-32
Figure 3-1 Fuel and shell neutron collisions ............................................................................. 3-36
Figure 3-2 Model ICF-neutron spectrum .................................................................................. 3-37
Figure 3-3 Calculated DSn spectra ............................................................................................ 3-38
Figure 3-4 Charged-particle spectrometers (CPS1 and CPS2) principle ................................. 3-40
Figure 3-5 CPS1 and CPS2 on OMEGA ................................................................................... 3-40
Figure 3-6 Example KO-p and KO-d spectra ............................................................................. 3-41
Figure 3-7 Calculated KO-d for different cryogenic $\rho Rs$ ......................................................... 3-42
Figure 4-1 A schematic drawing of the MRS ............................................................................ 4-44
Figure 4-2 OMEGA MRS and NIF MRS .................................................................................. 4-47
Figure 4-3 CAD Drawing of OMEGA and NIF MRS ............................................................... 4-48
Figure 4-4 MRS foil holder and blast shield .............................................................................. 4-50
Figure 4-28 OMEGA MRS foil area and thickness ................................................................. 4-70
Figure 4-29 NIF MRS foil area and thickness ................................................................. 4-71
Figure 4-30 n-d elastic scattering cross-section ............................................................. 4-72
Figure 4-31 MRS magnet aperture .................................................................................. 4-73
Figure 4-32 Illustration of NDI foil holder signal interception ........................................ 4-74
Figure 4-33 Measured and simulated signal distributions due to interception ................. 4-74
Figure 4-34 Measured and simulated signal distributions for transmission function ......... 4-75
Figure 4-35 Transmission as a function of deuteron energy for the OMEGA MRS ............ 4-76
Figure 4-36 Response matrices for the OMEGA MRS ..................................................... 4-77
Figure 4-37 Comparison of OMEGA MRS measured data to response matrices .......... 4-78
Figure 4-38 Response matrices for the NIF MRS ............................................................. 4-78
Figure 4-39 Comparison of NIF MRS measured data to response matrices .................. 4-79
Figure 4-40 CR-39 neutron-interaction processes ............................................................ 4-80
Figure 4-41 Measurements of neutron background in OMEGA target bay .................... 4-81
Figure 4-42 Simulated OMEGA MRS neutron background ............................................ 4-82
Figure 4-43 Measured and simulated OMEGA MRS neutron background ....................... 4-83
Figure 4-44 Simulated NIF target bay neutron background ............................................ 4-84
Figure 4-45 Simulated NIF MRS neutron background .................................................... 4-85
Figure 4-46 OMEGA MRS Signal to background ............................................................. 4-87
Figure 5-1 OMEGA MRS primary neutron yield compared to nTOF yield ....................... 5-90
Figure 5-2 NIF MRS primary neutron yield compared to activation yield ....................... 5-91
Figure 6-1 Schematic illustration of the three staged-etch process .................................... 6-94
Figure 6-2 Ethanol bulk-etch rate (BER) as a function of etch temperature .................... 6-95
Figure 6-3 Calculated pre and post-bulk etch deuteron energies ................................. 6-98
Figure 6-4 Magnetic stirring unit and beaker used in the CR-39 bulk-etch process .......... 6-99
Figure 6-5 Relative coincidence coordinate distribution .............................................. 6-100
Figure 6-6 Random coincidence background ............................................................. 6-101
Figure 6-7 Illustration of neutron interaction in the CR-39 ........................................ 6-102
Figure 6-8 Number of neutron-induced coincidences as a function of fluence .......... 6-103
Figure 6-9 Number of intrinsic background coincidences as a function of bulk etch depth ... 6-104
Figure 6-10 D³He-proton coincidence data example ................................................... 6-106
Figure 6-11 Background reduction factor and statistical uncertainty for the DSn yield for OMEGA and NIF MRS using the CCT ................................................................. 6-108
Figure 7-1 CPS1, CPS2, and OMEGA MRS diagnostic locations .................................... 7-111
Figure 7-2 An image of a cryogenic implosion ........................................................... 7-111
Figure 7-3 MRS DSn data with KO-p and KO-d measurements for an OMEGA implosion .. 7-112
Figure 7-4 Authentication of the MRS DSn data with KO-p and KO-d measurements using a variety of implosion types ................................................................. 7-113
Figure 7-5 LILAC simulation of a cryogenic DT implosion ....................................... 7-114
Figure 7-6 LILAC simulated fuel ion temperature and ρR ......................................... 7-115
Figure 7-7 MRS measured recoil deuteron spectra for three cryogenic DT implosions on OMEGA ................................................................. 7-116
Figure 7-8 Triple picket laser-pulse shapes used to implode the cryogenic DT capsules at OMEGA ................................................................. 7-116
Figure 7-9 Illustration of target offset impact on laser irradiation .............................. 7-117
Figure 7-10: ρR from CPS compared to ρR inferred from MRS .................................. 7-118
Figure 7-11 MRS measured recoil deuteron spectra for three cryogenic THD and DT implosions on the NIF ................................................................. 7-119
Figure 7-12 Laser pulses used to drive the implosions described in Figure 7-11 ........... 7-120
Figure 7-13 DT equivalent yield plotted as a function of DSR to illustrate the improvement in
ITFX during the ignition campaign ................................................................. 7-121

Figure 8-1 Modeled and measured neutron spectra for the tt reaction ................................. 8-124

Figure 8-2 MRS measured recoil deuteron spectrum and best DSn fit .................................. 8-126

Figure 8-3 MRS measured tt neutron spectrum compared to different levels of n+5he(GS) ... 8-127

Figure 8-4 The n+5he(GS) to n+n+4he reaction branching ratio at ICF reactant energies compared
to higher energy accelerator data .............................................................................. 8-128

Figure 9-1 dd proton spectrum measured with the CPS in an OMEGA DT implosion ............ 9-133

Figure 9-2 tt neutron spectrum from OMEGA DT implosion .................................................. 9-134

Figure 9-3 Measured Y_{dd}/Y_{dt} Y_{tt}/Y_{dt} reaction yield ratios as a function of ion temperature compared
to expectations assuming a constant fuel density ratio ........................................... 9-135

Figure A-1 Illustration of a collision between two particles .................................................. 149

Figure A-2 Angular and energy differential scattering cross-sections for 14MeV neutrons
scattering off C-12 ........................................................................................................ 153

Figure A-3 Angular and energy differential elastic scattering cross-section for 14 MeV neutrons
scattering off H, D, and T .............................................................................................. 155

Figure A-4: Angular differential n,d elastic scattering cross-sections for 14.17MeV and 5.6MeV
neutrons ....................................................................................................................... 155

Figure A-5 The scattered neutron spectrum from the interaction of 14MeV DT neutrons with the
equimolar DT and CH plastic shells in ICF implosions ................................................ 157

Figure B-6 Cross-sections and S-factors for the DT, TT, and 3He3He reactions ...................... 159

Figure B-7 Cross-sections and S-factors for additional reactions of interest ......................... 160

Figure B-8 Plot of the reactant energy distribution of a T_l=5keV TT fusion burn .................. 161

Figure B-9 Plot of the reactant energy distribution for several reactions at various T_l’s........... 162

Figure B-10 Comparison between the numerical and analytic <σν> for resonant reactions.... 163

Figure B-11 Accelerator electron screening for D3He, DT, and TT reactions ......................... 164

Figure B-12 Plasma electron screening for DT, TT, D3He, and 3He3He reactions .................. 165

I-14
Figure F-13 Example DSn spectrum fit to MRS recoil deuteron data ........................................ 185
Figure F-14 Example TTn spectrum fit to MRS recoil deuteron data ........................................ 186
Figure G-15 Front panel of the coincidence counting program ................................................ 188
Figure G-16 Flow diagram describing the coincidence counting program algorithm ............ 189
Figure H-17 Laser pulse shape and simulated burn profile for an exploding pusher .......... 191
Figure H-18 Simulated ion temperature profile for an exploding pusher ........................................ 191
Figure H-19 Simulated ion density profile for an exploding pusher ........................................ 192
Figure H-20 Simulated pressure profile for an exploding pusher ................................................ 192
Figure H-21 Simulated acceleration and velocity profiles for an exploding pusher ............ 193
Figure H-22 Laser pulse shape and simulated burn profile for an ablative implosion ........ 194
Figure H-23 Simulated ion temperature profile for an ablative implosion .............................. 195
Figure H-24 Simulated ion density profile for an ablative implosion ........................................ 195
Figure H-25 Simulated pressure profile for an ablative implosion .............................................. 195
Figure H-26 Simulated acceleration and velocity profiles for an ablative implosion ............ 196
Figure H-27 Laser pulse shape and simulated burn profile for a cryogenic implosion ......... 197
Figure H-28 Simulated ion temperature profile for a cryogenic implosion .............................. 198
Figure H-29 Simulated ion density profile for a cryogenic implosion .......................................... 199
Figure H-30 Simulated pressure profile for a cryogenic implosion ............................................. 199
Figure H-31 Simulated acceleration and velocity profiles for a cryogenic implosion ............ 200
1 - Introduction

Since the first people looked toward the sky, the power and wonder of the sun and stars, mystified humankind. Littered across a black canvas, twinkling stars rotated in familiar patterns, until the sun rose and banished the darkness of night. For thousands of years, people turned to religion and philosophy to help make sense of these celestial wonders. Even the great physicist Sir Isaac Newton, who was able to connect the laws of gravity on the ground to the celestial motion of planets and stars in our solar system, credited the source of the sun’s energy to that of the divine.\(^1\) The sun’s mysteries lingered. In 1862, Lord Kelvin used a faulty estimate of the sun’s age to argue against Charles Darwin’s theory of evolution. Darwin estimated that the earth must be more than \(~300\) million years old, an estimate that was based on the erosion of the English Weald. This was a critical piece of his theory, as biological evolution required such long time scales. Kelvin, on the other hand, believed that the sun was powered by gravitational energy of primordial meteorites (as he realized no chemical reaction could suffice) and could not be more than a few tens of millions of years old. As Kelvin’s argument was troubling to Darwin, he removed his discussion of time scales from the final editions of his book *On the Origin of the Species*.\(^2\) It turns out though that Darwin’s lower bound for the age of the earth was correct, as we now know the solar system formed some four billion years ago. Through evidence in the evolution of biological systems and geological erosion, both Darwin and Kelvin had unintentionally revealed that the current understanding of physics was insufficient to explain the apparent age of the sun. Something was missing.

The first piece of the puzzle emerged in 1905, when Einstein showed that mass and energy are equivalent through the famous equation \(E = mc^2\).\(^3\) A few years later in 1920, Aston measured the mass of the helium nucleus and found it weighed less than the sum of its constituents mass (two neutrons and two protons).\(^2\) Immediately following, in that same year, Eddington realized that this difference in mass is the energy source of the sun, which fuses hydrogen into helium.\(^2,4\) Eddington could not, on the other hand, explain how the hydrogen nuclei overcome the Coulomb barrier and fuse into helium. This was instead provided by Gamow and his colleagues, who formulated a theory for quantum tunneling, which Atkinson and Houtermans recognized in 1929 to be the way for hydrogen nuclei to overcome the Coulomb barrier and fuse into helium in the center of the sun.\(^5\) Three years later, fusion of light isotopes were first observed by Oliphant.\(^6\) All this work laid the foundation to Bethe’s seminal paper “Energy production in stars” in 1939,\(^7\) for which he was awarded the Nobel Prize in 1967.

1.1 Nuclear Energy

According to Einstein’s famous equation \(E = mc^2\), the energy released in the fusion process of light ions is simply related to the difference in mass between the reactants and fusion product(s). This mass difference is typically several MeV per nucleon (proton or neutron), making the energy released in fusion several orders of magnitude higher than in chemical reactions, which are fractions of eV/atom.\(^8\) The underlying physics that dictates this mass difference is the strong
nuclear force, which increases the binding energy per nucleon with increasing mass number of the nucleus (A) for elements up to A=56 (Iron-56).\textsuperscript{9} For elements heavier than Iron-56, the binding energy per nucleon starts to decrease due an increasing effect of the Coulomb repulsion. This means that breaking apart a heavier nucleus into lighter ones produces energy as well, which is called nuclear fission. This process can occur spontaneously if the nucleus is unstable enough. In Figure 1-1, the binding energy per nucleon\textsuperscript{9} is plotted for the known range of elements. One striking feature is that the binding energy per nucleon is relatively flat (8-9 MeV/nucleon) for mass numbers above A~50.

![Figure 1-1: Binding energy per nucleon (MeV/A) as a function of mass number of the nucleus (A).\textsuperscript{9} This curve illustrates that nuclear fusion of lighter elements, or nuclear fission of heavier elements, releases energy equivalent to the increased binding energy of the newly formed more stable nucleus or nuclei. As shown by the figure, the most stable element is $^{56}$Fe.]

**1.2 Stellar nucleosynthesis**

The formation of heavier nuclei through fusion is called nucleosynthesis. This process was initiated by the primordial big bang, which was responsible for the production of neutrons, protons, helium, and trace deuterium and lithium. All other nuclei are formed in stellar nucleosynthesis in stars either through the proton-proton (pp) cycle, CNO cycle, or through neutron capture.\textsuperscript{10} The sun contains mostly hydrogen, which is gravitationally confined and supported by the heat and pressure generated by the thermonuclear-fusion process in its core. The pp cycle, which is the dominating reaction sequence in middle-aged yellow dwarf stars like our sun,\textsuperscript{10} produces helium-4 from four hydrogen nuclei (protons) through a variety of intermediate reactions. Table 1-1 summarizes the important reactions in the pp cycle, which consists of four branches through which the hydrogen nuclei produce helium. Of particular interest is the neutrino emission along each branch, because a solar neutrino is the only direct observable of the sun’s burning core. Other types of radiation emitted from the core are not directly observed, as they undergo numerous collisions before they reach the surface of the sun, which takes $\sim 10^5$ years.\textsuperscript{11} For many years, the solar
nucleosynthesis models could not explain the solar neutrino flux, prompting doubts about the models and reaction cross-sections, until neutrino flavor oscillation was discovered to be source of the discrepancy.\textsuperscript{10}

Table 1-1: Important reactions in the solar pp cycle, which is the main reaction sequence in yellow dwarf stars like our sun. In the pp cycle, four hydrogen nuclei (protons) fuse together through a variety of intermediate reactions to become one helium-4 nucleus. There are four branches that protons can follow to become a helium-4 nucleus. The reaction Q value for each reaction is indicated along with the pp-cycle branch.\textsuperscript{10} It is noteworthy that the neutrino emission from each branch is the only direct observable that can be used to diagnose the sun’s burning core, which makes solar neutrinos important to understanding stellar nucleosynthesis.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Branch</th>
<th>Q (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{p} + \text{p} \rightarrow \text{D} + ^7\beta + \nu_e$</td>
<td>I-IV</td>
<td>0.4</td>
</tr>
<tr>
<td>$\text{D} + \text{p} \rightarrow \text{He}^3 + \gamma$</td>
<td>I-IV</td>
<td>5.5</td>
</tr>
<tr>
<td>$\text{He}^3 + \text{He}^3 \rightarrow \alpha + 2\text{p}$</td>
<td>I</td>
<td>12.9</td>
</tr>
<tr>
<td>$\text{He}^4 + \text{He}^4 \rightarrow \text{Be}^7 + \gamma$</td>
<td>II</td>
<td>1.6</td>
</tr>
<tr>
<td>$\text{Be}^7 + ^7\beta \rightarrow \text{Li}^7 + \nu_e$</td>
<td>II</td>
<td>0.9</td>
</tr>
<tr>
<td>$\text{Li}^7 + \text{p} \rightarrow 2\alpha$</td>
<td>II</td>
<td>17.4</td>
</tr>
<tr>
<td>$\text{Be}^7 + \text{p} \rightarrow \text{B}^8 + \gamma$</td>
<td>III</td>
<td>0.1</td>
</tr>
<tr>
<td>$\text{B}^8 \rightarrow \text{Be}^7 + ^7\beta + \nu_e$</td>
<td>III</td>
<td>17.0</td>
</tr>
<tr>
<td>$\text{Be}^8 \rightarrow 2\alpha$</td>
<td>III</td>
<td>2.9</td>
</tr>
<tr>
<td>$\text{p} + \text{He}^3 \rightarrow \alpha + ^7\beta + \nu$</td>
<td>IV</td>
<td>18.8</td>
</tr>
</tbody>
</table>

1.3 Realization of thermonuclear energy on earth

From a net-energy production point of view, the most viable method for achieving fusion is to heat the fuel to high enough temperatures for significant fusion reactions to occur. This method is called thermonuclear fusion, which is the process that takes place in stars (the other method involves accelerators that produce “beam-target” fusion in cold solid targets. This method is not useful for energy purposes, as substantial amount of energy is transferred to the cold target by Coulomb scattering). By heating the fuel, the energy losses through Coulomb scattering are greatly reduced, as the Coulomb scattering just redistributes the energy among the ions rather than acting as a loss mechanism. Temperatures required for significant thermonuclear-fusion reactions to occur are in the keV range (1 keV= $1.16 \times 10^7$ Kelvin), at which the fuel is in a plasma state.

Several criteria exist for a viable fuel in a future thermonuclear-fusion reactor. The most important ones are: low-Z ions must be used to reduce the Coulomb repulsion and probability for Coulomb scattering to a minimum; low-Z ions must be used to reduce the X-ray emission losses (fusion of higher-Z ions requires higher temperatures, which results in increased X-ray emission losses); and finally the fusion reactions need to be exothermic and thus release substantial amount
of energy. Reactions that fit these criteria involve the isotopes of hydrogen and helium, i.e., deuterium (D), tritium (T), and helium-3 ($^3$He). Table 1-2 summarizes the most important reactions involving these elements. Among these reactions, the DT reaction is the most promising one due to its highest cross-section at temperatures that can be readily achieved (see Figure 1-3). The DT reaction releases a total kinetic energy of 17.6 MeV carried by an alpha particle and a neutron.

Table 1-2: Most important reactions in a thermonuclear-fusion experiment. The Q value for each reaction is also shown. Due to its relatively high cross section at temperatures readily achieved, the DT reaction is the most promising candidate for thermonuclear ignition.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Q (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D + T $\rightarrow$ $\alpha$ + n</td>
<td>17.6</td>
</tr>
<tr>
<td>D + D $\rightarrow$ T + p</td>
<td>4.0</td>
</tr>
<tr>
<td>D + D $\rightarrow$ n + $^3$He</td>
<td>3.3</td>
</tr>
<tr>
<td>T + T $\rightarrow$ $\alpha$ + 2n</td>
<td>11.3</td>
</tr>
<tr>
<td>T + T $\rightarrow$ n + $^5$He</td>
<td>10.4</td>
</tr>
<tr>
<td>D + $^3$He $\rightarrow$ $\alpha$ + p</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Figure 1-2 shows the cross-sections for the reactions in Table 1-2 as a function of center-of-mass (CM) energy of the reactants. The figure also shows a few reactions in the pp cycle shown in Table 1-1. As illustrated in Figure 1-2, the DT cross-section is the highest at CM energies below ~100 keV, which is partly due to the resonance at ~64keV$^{12}$ (see Appendix A for a discussion of differential cross sections in the CM and laboratory systems). Due to the small cross-section for the pp reaction, stars like our sun burn slowly, producing energy for billions of years.
Figure 1-2: Reaction cross-sections as a function of center of mass (CM) energy in keV for commonly encountered fusion reactions, including those in the first branch of the solar pp cycle\textsuperscript{13} [ENDF/B-VII.0 evaluated data (except pp which is generally regarded as too low to measure)].\textsuperscript{14} The DT reaction is significantly higher at lower energies because of a resonance (~64keV),\textsuperscript{12} making it an attractive reaction for controlled thermonuclear fusion. The pp reaction\textsuperscript{15} is so much lower than the other reactions that it was multiplied by 10\textsuperscript{16} to fit on the graph.

To determine the power produced in a thermonuclear-fusion experiment, the first step is to calculate the reaction rate ($R$), which is a function of the reactant densities ($n_1$ and $n_2$) and the reactivity of the plasma $\langle \sigma v \rangle$ i.e.,

$$R = \frac{n_1 n_2}{1 + \delta_{12}} \langle \sigma v \rangle. \quad (1-1)$$

Here, $\delta_{12}$ is the Kronecker delta used to prevent double counting of particles when $n_1$ and $n_2$ are the same reactant nuclei, and $\langle \sigma v \rangle$ is the cross section ($\sigma$) (shown in Figure 1-2), averaged over all relative velocities ($v = |\vec{v}_1 - \vec{v}_2|$) of the reactants, i.e., $\langle \sigma v \rangle = \int v \sigma(v) f_1(\vec{v}_1) f_2(\vec{v}_2) d\vec{v}_1 d\vec{v}_2$.\textsuperscript{8} The reactivity can also be expressed as

$$\langle \sigma v \rangle = \frac{8}{\pi m_r T^{3/2}} \int_0^\infty \sigma(E) E e^{-E/T} dE. \quad (1-2)$$

Here, $E$ is the CM energy of the reactants. Equation (1-2) can be evaluated analytically\textsuperscript{15} or numerically for a specified plasma ion temperature. Figure 1-3 shows the Maxwellian averaged reactivity as a function of the plasma ion temperature for the cross-sections shown in Figure 1-2. As expected, the DT reaction has the highest reactivity, making it the most likely candidate for the first ignition experiment and for the first-generation thermonuclear reactor.
As the Q value listed in Table 1-2, represents the energy released in a fusion reaction, the fusion power density (fusion power produced per unit volume) is determined by the reaction rate times the Q value, i.e.,

$$P/V = Q \frac{n_1 n_2}{1 + \delta_{12}} \langle \sigma v \rangle.$$  

(1-3)

Deriving the ignition condition for a fusion plasma can be done by balancing fusion power with the power losses, such as Bremsstrahlung and thermal conduction (or pdV expansion). Often referred to as the Lawson’s criterion, the ignition condition is presented as a minimum product of density and confinement time (at some optimal temperature) at which the alpha heating can overcome the energy losses. Lawson’s criterion states that $n \tau_T > 2 \times 10^{14}$ s/cm$^3$ at ~20 keV.$^{16}$ Recent references$^8, 17$ have presented the ignition criterion as a product of the plasma pressure and the energy-confinement time requirement (equivalent to a $n \tau_T$ criterion), illustrated by Equation (1-4).

$$P \tau > 8 \text{ atm s}$$  

(1-4)

This expression indicates that a fusion plasma, or the energy in a fusion plasma, must be confined on a time-scale long enough for significant fusion reactions to occur or $\tau \sim \frac{1}{n} < \sigma v >$.\textsuperscript{16} The sun’s enormous mass $m \sim 2 \times 10^{30}$ kg gravitationally confines the burning plasma by tremendous gravitational pressure balanced by the internal pressure.\textsuperscript{10} The very long-energy confinement time in the sun is essential for a self-sustained burn, because the cross section for the pp reaction is extremely small, resulting in an extremely long average time between pp reactions. For thermonuclear fusion to be practical on earth, different confinement schemes must be applied. The most promising are magnetic confinement fusion (MCF), which uses powerful magnetic fields to
confining the plasma, and Inertial Confinement Fusion (ICF) where the plasma is confined by its own inertia over a short period of time. MCF will not be discussed further in this thesis but the interested reader is referred to several excellent textbooks on the subject.8,18

1.4 Historical remarks on Inertial Confinement Fusion (ICF)

During World War II, when the first fission weapon was developed under the code name “Manhattan project,” Teller and others realized that a fission bomb could potentially be used as a primary driver to implode a secondary thermonuclear-fusion package (which was initially called the “Super”). In 1949, when former Soviet Union detonated their first fission bomb, President Truman ordered an accelerated development of the thermonuclear-fusion bomb. This led to the United States’ first test of a thermonuclear bomb on November 1, 1952. The Soviets were not far behind, as demonstrated by their first test in 1953.

The foundation of thermonuclear weapons rests on the concept of ICF, but to utilize the energy released for peaceful purposes (as an energy source), the energy output must be reduced roughly ten million times. This requires a radically different implosion driver, as the fission bomb cannot be appropriately scaled down.

With the realization of the first laser in 1960,16 it was not long after when researchers at the Lawrence Livermore National Laboratory (LLNL) recognized that a laser could be potentially used as a driver for ICF. The first unclassified paper on ICF was written by Nuckolls in 1972,19 in which he described a system where several lasers are used to implode a 1-mm sized spherical capsule to high densities and temperatures for significant thermonuclear fusion to occur. The main concepts of ICF and many of the original issues that were identified in that paper are still relevant today. However, that paper did predict that ignition would be achieved with a 1kJ driver (predictions today are ~1 MJ).16, 19, 20 After Nuckolls paper, a substantial ICF program was established at LLNL. In 1976, the Argus laser was built to study laser-plasma interactions, and in the following year, the Shiva laser was built to demonstrate target compression using laser drivers. The results of these efforts led to the development of the NOVA laser in 1985, at which the first fully integrated indirect-drive experiments began. The experience gained from the NOVA effort paved the way for a larger MJ laser facility known as the NIF,21 which was completed in 2009. In parallel with the LLNL program, the Laboratory for Laser Energetics (LLE) at the University of Rochester started an ICF program in the 1970s. The ZETA laser, built in 1978, was a six laser-beam prototype of the OMEGA 24 system, which was completed in 1980. OMEGA 24 was built to study spherical direct-drive compression of ICF capsules. The OMEGA-24 system was upgraded in 1996 to the OMEGA-60 system to achieve better uniformity and to validate the direct-drive approach to achieving ignition.22 Much of the data obtained and described in this thesis were taken at OMEGA and the NIF. As these ICF laser facilities produce temperatures that are hotter than the core of sun and densities that are ~1000 times higher than solid density, specially designed diagnostics are required to probe these extreme conditions.
1.5 Thesis Overview

This thesis discusses a novel neutron spectrometer, called the Magnetic Recoil Spectrometer (MRS),\textsuperscript{23-25} for diagnosing ICF-capsule implosions at OMEGA and the NIF. The primary objective with MRS is to measure the absolute neutron spectrum from which fuel assembly (areal density), ion temperature, and neutron yield (or “fusion energy” output) can be directly determined. Information about these parameters is essential for understanding the implosion performance. The MRS was first built, installed, and commissioned on OMEGA in 2007 to comprehensively test the technique and to bring a required diagnostic to the OMEGA cryogenic program.\textsuperscript{26} In addition, the MRS has been uniquely used on OMEGA to address fundamental nuclear and plasma-physics questions, as discussed in this thesis. Another MRS was implemented and performance qualified on the NIF in 2010 to support the National Ignition Campaign (NIC).

Chapter 2 introduces the basic concepts of ICF. It also discusses OMEGA, the NIF, and the diagnostics used on these facilities.

Chapter 3 describes the nature of the ICF neutron spectrum and the information about the implosion that is carried by the spectrum. The principles of how charged particle data from low-\(\rho\)\(R\) implosions can be used to validate the MRS data are also discussed.

Chapter 4 describes the basic principles of the MRS, and it elaborates in detail about the modeling of the MRS response function. This chapter also discusses measurements and modeling of the neutron background around the MRS and the optimal polyethylene-shielding design for the diagnostic on OMEGA and the NIF. This effort involved detailed characterization of the response functions for the different MRS configurations, using the Geant4 code; characterization of the fluence and spectrum of background neutrons at the MRS; and the design of the polyethylene shielding around both MRS systems. This work will be submitted to Rev. Sci. Instrum. in the paper D.T. Casey \textit{et al.}.

Chapter 5 presents measurements of the absolute primary DT neutron yield conducted with the MRS. These results are contrasted to other measurements at OMEGA and the NIF. This work will be submitted to Rev. Sci. Instrum. in the paper D.T. Casey \textit{et al.}.

Chapter 6 describes the coincidence counting technique (CCT) that was developed to reduce the background in the MRS data (on both OMEGA and the NIF) to the required level for measurements of weak features in the emitted ICF-neutron spectrum, such as the down-scattered neutron (DS-n) component. The principle, implementation, and validation of the CCT are in particular discussed in this chapter. It also discusses the statistical uncertainty of the DS-n measurements at OMEGA and the NIF when utilizing the CCT. As an array of CR-39 is used as detectors in the MRS, the principal sources of background are neutron-induced tracks and intrinsic tracks (defects in the CR-39). Using the CCT, it was demonstrated that this type of background is reduced by a couple of orders of magnitude, which well exceeds the requirement for the DS-n measurements at both facilities. This work was published in the paper D.T. Casey \textit{et al.}, Rev. Sci. Instrum. 82, 073502 (2011).\textsuperscript{27}
Chapter 7 describes the MRS measurements of the DS-n spectrum, from which the areal density \( \rho R \) is inferred and used to diagnose cryogenic DT implosions at OMEGA and the NIF.\(^{26}\) As there are currently no other ways to diagnose \( \rho R \) values larger than \(-200\, \text{mg/cm}^2\) at OMEGA,\(^{25}\) the \( \rho R \) data obtained with the MRS have been essential for understanding how the assembly of the fuel occurs and for guiding the cryogenic program at OMEGA to \( \rho R \) values up to \(-300\, \text{mg/cm}^2\).\(^{26,28}\) The MRS on the NIF has also provided data that have been critical to the progress of the NIC towards the goal of achieving thermonuclear ignition and net energy gain. Recent data obtained with the MRS in September 2011 indicate that the implosion performance, characterized by the Experimental Ignition Threshold Factor (ITFx),\(^{29}\) has improved about 50\(\times\) since the first cryogenic shot a year earlier. This work has been published in the following papers: J.A. Frenje \textit{et al.}, Rev. Sci. Instrum. 82, 073502 (2008);\(^{24}\) J.A. Frenje \textit{et al.} Phys. Plasmas 16, 042704 (2009);\(^{30}\) V.N. Goncharov \textit{et al.}, Phys. Rev. Letters 104, 165001 (2010);\(^{28}\) J.A. Frenje \textit{et al.}, Phys. Plasmas 17, 056311 (2010);\(^{25}\) and T.C. Sangster \textit{et al.}, Phys. Plasmas 17, 056312 (2010).\(^{26}\)

Chapter 8 discusses the use of the MRS for novel studies of the T(t,2n)\(^4\)He reaction, which is an important mirror reaction to the \(^3\)He\(^3\)He,2p)\(^4\)He solar fusion reaction. The first high-resolution measurements of the TT neutron spectrum using high-energy-density-laboratory plasmas are presented in this chapter. As these spectra were obtained for a low average TT reactant energy of \(-23\, \text{keV}\), which is the same as the solar peak reactant energy for the \(^3\)He+\(^3\)He reaction, the results provided important nuclear-physics implications for the \(^3\)He(\(^3\)He,2p)\(^4\)He solar fusion reaction. This work will be submitted to Phys. Rev. Letters in the paper D.T. Casey \textit{et al.}

Chapter 9 discusses measurements of the D(d,p)T (DD) and T(t,2n)\(^4\)He (TT) reaction yields and how they compare to measurements of the D(t,n)\(^4\)He (DT) reaction yield in an ICF implosion. From these measurements, it was concluded that the DD yield is anomalously low and the TT yield is anomalously high relative to the DT yield, an observation most likely caused by stratification of the fuel in the implosion core. This effect may be present in ignition experiments planned on the NIF, potentially resulting in a more restrictive ignition threshold. This work was accepted for publication in \textit{Phys. Rev. Letters} in the paper D.T. Casey \textit{et al.}

Chapter 10 summarizes the thesis and presents some concluding remarks.

Appendix A discusses nuclear cross-sections and provides the relationships between center-of-mass and laboratory reference frames. Appendix B discusses the astrophysical S-factor parameterization of cross-sections, the reactant energy distributions for thermonuclear reactions, and the effects of electron screening. A summary of the down-scattered neutron data obtained at OMEGA is provided in Appendix C and at the NIF in Appendix D. Appendix E is a summary of the TT neutron data obtained at OMEGA. Appendix F describes the fitting algorithm used with MRS data. Appendix G provides a description of the coincidence counting analysis code, which was developed to process data according to the techniques described in Chapter 6. Appendix H discusses hydrodynamic simulations\(^{31}\) of several OMEGA implosions relevant to this thesis.
This chapter focuses on the concepts of ICF. Section 2.1 derives the ideal ignition conditions. In Section 2.2, different ICF-drivers are discussed. Section 2.3 elaborates on the challenges involved in achieving ignition. Section 2.4 provides details about the OMEGA laser facility, and section 2.5 discusses the NIF, which is the premier operational facility for ICF implosion experiments. A brief discussion of the diagnostic techniques for diagnosing the implosion is discussed in Section 2.6.

Additional reading on the physics of ICF can be found in the book “The physics of Inertial Fusion” by Atzeni and Meyer-ter-vehn. In addition, a review of the principles of ICF ignition and a comparison to MCF can be found in the paper by Betti et al., and a thorough discussion of ignition at the NIF can be found in the paper by Lindl et al.

2.1 Ideal ignition condition in ICF

In ICF, the energy-confinement time is essentially the time it takes for the burning core to disassemble itself. The disassembly time scales as: \( \tau \sim \frac{R}{3C_s} \), where \( R \) is the fuel radius and \( C_s \) is the speed of sound. The fuel has typically a radius of \( \sim 50 \mu m \) and temperature of \( \sim 10keV \), which corresponds to \( C_s \sim 10^8 \text{ cm/s} \), resulting in a confinement time \( \tau \) of \( \sim 10 \text{ ps} \). It will be shown later that \( \tau \) is linearly proportional to the \( \rho R \) (see Equation (2-2)), which can be determined experimentally. For this reason, the \( \rho R \) parameter is of critical importance in ICF. The \( \rho R \) is typically expressed as

\[
\rho R = \int_0^R \rho \, dr
\]  

(2-1)

Here, \( \rho \) is the fuel density. The relationship of \( \rho R \) to the energy-confinement time (Equation(2-2)) is shown by first expressing pressure in terms of ion density \( n \) and temperature \( T \) \((P = 2nT)\), and mass density \( \rho \) in terms of \( n \) \((\rho = n/\bar{m})\), where \( \bar{m} \) is the average ion mass \((\bar{m}=4.2 \times 10^{-24} \text{ g for equimolar DT})\). Next, by using the confinement time \( \tau \sim \frac{R}{3C_s} \), and \( C_s \sim 3 \times 10^7 T^{1/2} \) (where \( T \) is given in keV) gives:

\[
P \tau \sim \frac{2nTR}{3C_s} \sim \frac{2}{3} \frac{\rho R T}{\bar{m}C_s}
\]

(2-2)

Incorporating Equation (2-2) into Equation (1-4) results in the inequality \( \rho R > 0.3 \text{g/cm}^2 \), which is coincidentally near the range of the 3.5 MeV alphas that must be stopped (a necessary condition) to setup a self-sustaining burn. In other words, achieving highest possible \( \rho R \) is a prerequisite for an effective burn or high burn fraction \((f_b)\) of the fuel. \( f_b \) in an ICF implosion can be derived from the reaction rate equation (Equation (1-1)) and expressed as
\[ f_b = \frac{\rho R}{\rho R + 6g/cm^2} \]  \hspace{1cm} (2-3)

Here, it is assumed that the plasma is at a temperature of \( \sim 10 \) keV. Equation (2-3) shows that efficient burn requires high compression and high \( \rho R \). For example, to burn 1/3 of the available DT fuel in a high gain implosion, the required \( \rho R \) is \( \sim 3g/cm^2 \), which is an order of magnitude higher than the alpha particle range.

Ignition and self-sustaining burn occur when plasma self-heating (energy deposited from alpha particles) exceeds all energy loss mechanisms. The energy loss mechanisms in ICF are somewhat different from those in MCF. For example, thermal conduction and Bremsstrahlung loss, used in the derivation of Equation (1-4), are less important than the \( pdV \) expansion loss in an implosion.\(^{16, 17, 34}\) These energy losses are treated by Betti et al.\(^{17}\) who used 1D simulations to determine a power-law fit of the measurable burn-averaged \( \rho R \) (in g/cm\(^2\)) and ion temperature \( T_i \) (in keV) necessary to achieve ignition (shown in Equation (2-4)).

\[ \rho R \left( \frac{T_i}{4.4} \right)^{2.2} > 1. \]  \hspace{1cm} (2-4)

Equation (2-4) shows that high \( \rho R \) and high \( T_i \) are required simultaneously to achieve ignition. For more details, the interested reader is referred to the papers by Zhou et al.\(^{34}\) and Betti et al.\(^{17}\) who describes an alternative analytical derivation of this ignition condition. Other references also discuss the required conditions for ignition both generally and in indirect-drive and fast ignition.\(^{16, 32, 33}\) Betti et al.\(^{17}\) have also extended this ignition condition to 3D by using measured yield (\( Y_{3D} \)) over calculated clean yield (\( Y_{1D} \)), which embodies 3D effects, such as Raleigh-Taylor (RT) mix that reduces the radius of the hot spot. However, this assumes that the 3D effects explain the discrepancy between the simulation and experiment. The underlying physics that govern ignition can be studied at \( \rho R 's \) and \( T_i 's \) lower than this requirement. This can be done by using energy-scaled hydrodynamic implosions.\(^{26, 32, 34, 35}\) which is important as few laser facilities have the potential of achieving ignition. Smaller laser facilities can therefore be used to study ignition conditions without actually igniting an implosion. Figure 2-1 shows a curve (black arrow) of a hydro-equivalent-implosion scaling with increasing laser energy (\( E_L \)). The starting point (black data point) is the energy-scaled implosion at \( \rho R \sim 0.3g/cm^2 \) and \( T_i \sim 3.5keV \) that is obtained for a laser energy of \( E_L \sim 23kJ \) typically used on OMEGA. This implosion will marginally ignite in 1D for a \( \rho R \sim 1.0g/cm^2 \) and \( T_i \sim 4.0keV \) when the laser energy is \( E_L \sim 0.7MJ \) (this energy will be readily achieved on the NIF when operated in the polar-direct drive (PDD) configuration). To reach ignition, it is clear from Equation (2-4) that high compression and thus high \( \rho R \) is required. Highest possible compression is achieved through an adiabatic (or isentropic) compression, which obeys \( \rho/\rho_0 = (P/P_0)^{5/3} \) relationship, where \( \rho \) and \( P \) are the final density and pressure, respectively.\(^{16}\) In contrast to isentropic compression, which in principle can lead to arbitrarily high compression, shock-induced compression is limited to \( \rho/\rho_0 < 4 \) because the remainder of the shock energy is lost to heating the plasma (raising the entropy) rather than compressing it. A common measure of compressibility (or the entropy) in an ICF implosion is the adiabat (\( \alpha \)), which is defined in Equation (2-5) as the pressure (\( P \)) divided by the Fermi-degenerate pressure (\( P_{deg} \propto \rho^{5/3} \)).\(^{16}\)
\[ \alpha = \frac{P}{P_{\text{deg}}} \]  

(2-5)

In an isentropic compression, \( \alpha \) is kept to a minimum, resulting in highest possible compression though \( pdV \) work. In principle, isentropic compression can be achieved through a carefully shaped continuously rising laser pulse, designed to gently compress without launching strong shocks. However, these continuous laser pulses have proven problematic to experimentally implement.\(^{28}\) As an alternative, nearly isentropic compression can also be achieved through a sequence of carefully timed shocks using a multi-picket or multi-step laser pulse.\(^{16, 28, 29, 32, 33}\) This is done by carefully timing a sequence of shocks to reach high compression.

![Figure 2-1: 1D-marginal ignition (red solid curve) as a function of \( \rho R \) and ion temperature \( T_i \) (Equation (2-4)). These numbers are burn averaged \( \rho R \) and \( T_i \) values required for self-sustained burn of the DT fuel in an implosion. The black data point represents an energy-scaled implosion, producing a \( \rho R \) of \( \sim 0.3 \text{g/cm}^2 \) and \( T_i \sim 3.5 \text{keV} \) for a laser energy of \( E_L \sim 23 \text{kJ} \). These numbers are the current goal of the cryogenic campaign at OMEGA.\(^{26}\) The arrow shows a hydro-equivalent energy scaling\(^{34}\) (described in more detail in the text) to a laser energy of \( E_L \sim 0.7 \text{MJ} \)\(^{28}\) at which the implosion is predicted to marginally ignite at a \( \rho R \) of \( \sim 1.0 \text{g/cm}^2 \) and \( T_i \sim 4.0 \text{keV} \). This laser energy will be readily achieved at the NIF operated in polar-direct-drive configuration.]

**2.2 ICF drive configurations**

There are two main implosions schemes in ICF, which drive the capsule to high compression; namely direct-drive and indirect-drive, as illustrated in Figure 2-2. In the direct-drive scheme, the laser beams directly illuminate the capsule in a spherical geometry, and in the indirect-drive scheme, laser beams irradiate a cylindrical hohlraum, which produces x-rays that irradiate and implode the capsule. Direct-drive has better energy coupling to the capsule than indirect-drive, while indirect-drive has better symmetry and reduced sensitivity to the Raleigh-Taylor instability than direct drive.
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Figure 2-2: The two main implosion scenarios in ICF are direct-drive (a) and indirect-drive (b). In direct drive, the laser beams directly irradiate the capsule and in indirect drive, the laser beams produce x-rays in a cylindrical hohlraum, which irradiate the capsule. Unless otherwise specified, all experiments described in this thesis were performed using the direct-drive configuration (the only exception are cryogenic experiments at the NIF discussed in Chapter 7, which utilized indirect-drive).\(^\text{16, 32}\)

In both direct and indirect-drive, the implosion process can be described as follows: the driver illuminates the capsule, ablating the outer part of the capsule shell, while the remaining shell compresses and eventually starts imploding inward. In the initial phase of the implosion, the shell accelerates, followed by a coasting phase and a deceleration phase. The implosion decelerates from the increasing internal pressure, and if some of the shell remains, it eventually stagnates at which time the peak fuel density and temperature have been achieved. At this time, the core temperature and density are high enough for thermonuclear-fusion reactions to occur. The internal pressure (tens of Gbar) will subsequently disassemble and quench the burn. Figure 2-3 illustrates the main phases of the implosion process.\(^\text{16, 32}\)

Figure 2-3: Illustration of the three main phases of the capsule-implosion process. Lasers or x-rays irradiate the capsule, ablating away the outer part of the shell. The remaining inner part of the capsule implodes inward, compressing and heating the core. A series of carefully timed shocks, coalesce at the inner surface of the high-density shell and propagate to the center of the implosion where they heat the hotspot just before stagnation, providing for significant fusion reactions to occur. A burn wave, supported by the DT alphas, then propagates through the main fuel.
2.3 Challenges in ICF

The ICF community is currently preparing to conduct the first credible ignition attempts at the NIF, and the word attempt is chosen to emphasize the challenges involved in these efforts. Issues such as, energy coupling, shock-timing, drive asymmetries, and hydrodynamic instabilities, must all be understood before ICF thermonuclear ignition can be realized. Understanding laser-plasma interactions is essential to efficiently deliver energy from the laser to the capsule. When the laser interacts with the capsule, it deposits energy at a critical density (also referred to as the critical surface), which is some distance away from the ablation front. The energy transport from the critical surface to the ablation front therefore relies on electron heat conduction. Laser-plasma instabilities can cause some of that energy to be reflected, reducing the capsule performance or producing hot electrons that deposit their energy past the ablation front, pre-heating the main part of the fuel and preventing effective compression. To understand how the energy flows from the critical surface to the ablation front, the electron heat conduction must be well understood. Recently, non-local heating models have been developed, which have improved the simulations of energy transport and subsequent mass assembly. Comparisons between simulated and measured $\rho R_s$ in implosions have been used to benchmark the energy-transport models.

Understanding shock timing is an essential prerequisite for achieving maximum compression in an implosion experiment. Poorly designed shocks, both in terms of timing and strength, may result in excessive shock heating, which raises the adiabat and severely limits the compression. Carefully shaped continuous laser pulses have also proven very difficult to implement due to the formation of a strong shock after a steepening of the compression wave that is not predicted in simulations. One way to address this issue is to use a series of laser pickets before the main drive instead of a continuous low-adiabat laser pulse. These multi-shock laser pulses, which accurately launch the shocks, have been designed at OMEGA and the NIF (OMEGA and the NIF are discussed in the next sections) to compress the capsule. The optimal design of a laser-pulse shape is determined from a combination of efforts, such as direct measurements of the shock-timing using VISAR, and in fully integrated cryogenic experiments using measurements of $\rho R$.

Hydrodynamic instabilities, such as the Raleigh-Taylor (RT) instability, must be considered as well in ICF. The RT instability occurs when the interface of two fluids, with different densities, accelerates toward the heavier fluid, which causes perturbations to grow in time. The RT instability threatens the implosion during the acceleration of the shell by the lighter ablator pushing the denser shell, and during the deceleration of the shell by the lighter fuel just before stagnation. Defects in the capsule and non-uniformities in the drive will cause RT growth, causing the cold shell-material spikes to quench some of the burning core and reduce (or eliminate) the effective hot spot. In severe cases, the RT instability can tear the shell apart and significantly truncate the implosion. The RT instability is primarily driven by high-mode non-uniformities, such as capsule imperfections and speckle pattern in a single laser-beam intensity (in the case of direct drive), while compression asymmetries are driven primarily by the overall laser-drive asymmetries. For example, capsule offsets due to vibration of the positioning system can lead to significant asymmetric laser drive, which reduces the compression and generates large compression asymmetries. These asymmetries can be probed by measuring the implosion $\rho R$ at different lines-of-sight using different diagnostics.
These physics challenges must be overcome before the implosion will ignite. As decades of experimental and theoretical work have significantly improved our understanding of these and other challenges, we are now in the position to finally start exploring conditions for ignition in an ICF implosion.

2.4 The OMEGA laser facility

The OMEGA laser facility at the LLE at the University of Rochester is a 351nm, 30kJ, 60 beam laser, which is capable of running in both direct and indirect drive. The recently upgraded facility includes the OMEGA-EP laser, which is capable of delivering 1kJ in 1ps for advanced radiography and fast-ignition experiments. The OMEGA-EP laser operates independently but can also be directed into the OMEGA chamber for integrated experiments. A large fraction of the experiments described in this thesis were performed at the OMEGA laser facility.

Figure 2-4 A diagram of the OMEGA laser facility at the Laboratory for Laser Energetics (LLE). This 60 beam, 30kJ laser system implodes capsules in a spherical target chamber. An image of a direct-drive implosion is shown to the left (Images taken by LLE).

The spherical target chamber, which is made of aluminum, has a 1.56m inner radius with 92 laser and diagnostic ports. A schematic illustration of the chamber is shown in Figure 2-5. The laser ports are shown in red and the diagnostics ports relevant to this thesis are labeled. The ten-inch-manipulator (TIM) is a generic insertion module used to place diagnostics at precise locations inside the target chamber. The CPS1 and CPS2 diagnostics are the magnet based charged particle spectrometers discussed further in Chapter 3. The Magnetic Recoil Spectrometer (MRS), which is highlighted in yellow, is the diagnostic used for most of the data discussed in this thesis.
2.5 The National Ignition Facility (NIF)

The NIF, at the Lawrence Livermore National Laboratory (LLNL), is a 192 beam, 1.8MJ laser facility (see Figure 2-6), designed to achieve ignition and energy gain using the indirect-drive scheme (Polar-direct drive\(^4^0\) and future direct-drive upgrade capabilities also exist).\(^4^1\) The NIF target chamber is 5m inner radius with a wall thickness of 60cm (50cm of borated Gunite and 10cm of aluminum). A schematic of the NIF facility, and an image inside the target chamber is shown in Figure 2-6. The ports for the laser beams (marked red) and diagnostics are schematically shown in Figure 2-7. The port for the MRS is marked yellow. The Diagnostic Inserter Manipulator (DIM) has the same function at the NIF as the TIMs have at OMEGA. It is worth noting that there are only three DIMs on NIF.
Figure 2-6: The National Ignition Facility (NIF) at the Lawrence Livermore National Laboratory is the most energetic laser in the world. This laser was built to demonstrate thermonuclear ignition and energy gain in a laboratory.\textsuperscript{21} The NIF is a 1.8MJ laser with 192 laser beams, which are primarily configured in the indirect-drive configuration but can also be pointed in polar-direct-drive configuration (Images from LLNL).\textsuperscript{40, 41}

Figure 2-7: A schematic of the NIF target chamber with important locations highlighted (i.e. the MRS and DIM locations). Each red spot is a quad containing 4 laser beams. The MRS is located on the 77-324 line-of-sight, and the foil is inserted by the 90-315 DIM (Diagram from N. Izumi, LLNL). Because the NIF is an indirect-drive facility, the lasers irradiate the inside of the hohlraum from the top and bottom of the chamber.
Fully integrated target physics experiments began at the NIF in 2009. The first cryogenic THD implosion was conducted in September 2010, and the first cryogenic DT experiment was conducted in June 2011. At the time of writing this thesis, the first ignition attempt at the NIF was imminent (<1yr).

2.6 ICF Diagnostics

Diagnosing of an ICF implosion is critical for interpreting experimental success and for gaining insights of the underlying physics governing the implosion performance. At OMEGA, diagnostics such as X-ray, neutron, gamma-ray, and charged-particle techniques have been developed during decades of experiments. X-ray diagnostics are used to image the implosion using framing cameras and CCDs (or films) to probe electron densities and temperatures in different regions of the implosion through the use of spectral measurements, and to determine X-ray bang time. Nuclear-reaction yield, $T_i$, $\rho R$, and bang time are measured by neutron diagnostics, which include techniques such as scintillator neutron time-of-flight (nTOF), activation, MRS, and streak-camera based particle temporal diagnostics. Gamma rays can also be used for burn history and bang-time measurements. Likewise, charged-particle diagnostics are used in the determination of reaction yields, ion temperature, and $\rho R$. Magnetic spectrometers, range filters, radio-chromic film, and CVD (chemical-vapor-deposition) diamond detectors measure the charged particle emission and in some cases spectra from implosions. Protons are also used for temporal measurements of the nuclear bang-time and burn width. Simulations are often used to predict the yield of a certain experimental configuration but rarely come close to predicting the actual yield observed in experiments. To fully diagnose an implosion, these different types of diagnostics are typically used simultaneously. The next chapter is devoted to charged-particle and neutron measurements.
3 - Probing ICF implosions using neutrons and charged-particles

Diagnosing ICF implosions is a non-trivial undertaking as the temperatures often exceed the core temperature of the sun and densities are often about 1000 times higher than solid-density. However, decades of work spanning many disciplines have established a solid suite of diagnostics capable of providing remarkable information about an ICF implosion. This chapter will, in particular, review how charged particles and neutrons can be used to diagnose an ICF implosion. Section 3.1 discusses briefly what implosion parameters can be determined from the primary DT neutron spectrum. Section 3.2 elaborates on what information is carried by the down-scattered neutrons. In Section 3.3, a more detailed discussion about the down-scattered-neutron measurement and how it relates to the implosion structure is presented. Section 3.4 discusses the complementary, well-established charged-particle measurements, which are often used to authenticate new types of measurements, such as the down-scattered neutron measurement.

3.1 Primary DT neutron spectrum and yield

The most likely fuel for the first ignited plasma in an ICF experiment and the first generation thermonuclear fusion reactor is the DT fuel. The DT reaction releases 17.6 MeV of kinetic energy, carried by an alpha particle (α) and a neutron (see Table 1-2). As discussed in detail in Appendix A, the neutron and α carry 80% and 20% of the kinetic energy released, respectively, when Ti << Q. When solving Equation (A-14) for thermonuclear reactants with Maxwellian energy distributions described by temperature Ti, the DT neutron spectrum broadens into a Gaussian distribution whose width is defined by Ti, as described by

\[ f(E_n) dE_n \propto e^{-\left(E_n - \langle E_n \rangle \right)^2 \left(\frac{m_n + m_\alpha}{4 m_n T_i \langle E_n \rangle} \right)} dE_n. \]  

(3-1)

Here, \( E_n \) is the neutron energy, \( m_n \) is the mass of the neutron, \( m_\alpha \) is the mass of the \( \alpha \), and \( \langle E_n \rangle \) is average neutron energy, which varies slightly with varying Ti (See Ballabio, et al.\textsuperscript{51} for an empirical study of the \( \langle E_n \rangle \) versus Ti dependence for different fusion reactions).\textsuperscript{51} It is clear from Equation (3-1) that the Doppler broadened DT-neutron spectrum can be used to diagnose Ti (\( T_i = 177 \sigma_{DT}^2 \), where \( T_i \) is in keV and \( \sigma_{DT} \) is in MeV).

The total number of DT neutrons released in an implosion is also called the DT neutron yield (\( Y_{DT} \)), which is the same as the DT reaction yield. In an ignited implosion, the DT α's are stopped, while the neutrons escape, carrying information about the condition of the implosion core and dense shell. Some of these neutrons will scatter in the fuel, providing additional information about the implosion, as discussed in the next section.
3.2 Down-scattered neutrons

Primary neutrons that elastically scatter and therefore lose energy in the fuel or shell (or high-density region) are called down-scattered neutrons (DSn). These DSn are the result of scattering processes in the high-density DT fuel or CH (or CD) plastic shell, where the primary neutrons lose energy to the charged particles in several types of processes, as summarized in Table 3-1. Either the neutrons can elastically scatter off hydrogen in the CH shell, producing scattered protons (or KO-p) with energies up to 14.1 MeV, or elastically scatter off the D and T fuel ions, producing knock-on deuterons (KO-d) and knock-on tritons (KO-t) with energies up to 12.5 MeV and 10.6 MeV, respectively.20, 48 Some of the primary neutrons can also undergo inelastic n,2n reactions in D and T, producing protons and deuterons, respectively (at lower levels than the elastic scattering). As shown in Table 3-1, there are additional processes where primary neutrons elastically or inelastically scatter off C nuclei. In the latter process, kinetic energy of the neutrons goes into exciting the C nucleus (discussed further in Appendix A). Figure 3-1 illustrates the scattering of DT neutrons in the fuel and shell.

Table 3-1: Scattering processes of primary DT neutrons with the fuel and shell nuclei. Elastic-scattering processes produce charged particles called knock-on protons (KO-p), deuterons (KO-d), and tritons (KO-t). From the same reactions, elastically scattered neutrons or down-scattered neutrons (DSn) are produced and constitute a significant fraction of the ICF neutron spectrum.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Observable</th>
<th>Inferable Quantity</th>
<th>CH Shell (\rho R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n + p \rightarrow n' + p')</td>
<td>KO-p, DS-n</td>
<td>CH Shell (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + d \rightarrow n' + d')</td>
<td>KO-d, DS-n</td>
<td>DT fuel (\rho R), CD Shell (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + d \rightarrow 2n + p)</td>
<td>DS-n, p</td>
<td>DT fuel (\rho R), CD Shell (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + t \rightarrow n' + t')</td>
<td>KO-t, DS-n</td>
<td>DT fuel (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + t \rightarrow 2n + d)</td>
<td>DS-n, d</td>
<td>DT fuel (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + C \rightarrow n' + C')</td>
<td>DS-n</td>
<td>CH Shell (\rho R)</td>
<td></td>
</tr>
<tr>
<td>(n + C \rightarrow n' + C^*)</td>
<td>DS-n</td>
<td>CH Shell (\rho R)</td>
<td></td>
</tr>
</tbody>
</table>
The DSn spectrum \( \langle Y_{DSn}(E) \rangle \) can be expressed in terms of \( \rho R \) and \( Y_{DT} \), i.e.,

\[
Y_{DSn}(E) = Y_{DT} N_a \frac{\sum_i \rho R_i \frac{d\sigma_i}{dE}(E) f_i}{\sum_i m_i f_i}.
\]

Here, \( N_a \) is the Avogadro’s number, \( m_i \) is the mass of the scattering nucleus, \( f_i \) is the atomic fraction, \( d\sigma_i/dE \) is the differential cross section for the inelastic or elastic scattering process, \( \rho R_i \) is the areal density of scattering material, i.e., \( \rho R_{DT} \) for DT fuel, and \( \rho R_{CH} \) for CH shell. The differential cross sections \( (d\sigma_i/dE) \) used here are calculated in Appendix A and presented in Figure A-2b for neutrons on carbon and Figure A-3b for neutrons on H, D, or T. It should be noted that the magnitude and shape of the DSn spectrum is to the first order defined by the radial-integrated \( \rho R \) and differential cross sections for the different scattering processes (see Appendix A). Second-order effects, such as relative fraction of the different constituents in the fuel and shell, spatial \( \rho R \) variations, and source size of the DT-primary neutrons, discussed in the next section, also play a role in defining the magnitude and shape of the DSn spectrum. The \( Y_{DSn} \) is determined by integrating the neutron spectrum over a specified energy range. Typically, \( Y_{DSn} \) is integrated over the energy range 10-12MeV to avoid the DT-primary-neutron and TT-neutron components, as shown and discussed in Figure 3-2. Evaluating Equation (3-2) for a low-density central DT fuel, surrounded by high-density DT shell for the specified energy range \( Y_{DSn} \) can be expressed as

\[
Y_{DSn} \approx 0.05 \rho R (g/cm^2) Y_{DT}.
\]

The constant in Equation (3-3) will change if another energy range is used for the determination of \( Y_{DSn} \). Figure 3-2 shows an example of a modeled ICF-neutron spectrum, which was constructed by assuming a \( T_i \) of 5 keV, \( \rho R_{CH} \) of 50mg/cm\(^2\) and \( \rho R_{DT} \) of 10mg/cm\(^2\). The thin solid curve represents the Doppler broadened DT-primary peak, the dashed curve represents the DSn component from the DT fuel, and the dotted curve represents the DSn component from the CH shell. As discussed in Appendix A, the shape of the DSn spectra is dictated by the well-known differential cross sections for the different processes. For instance, the structure observed for the DSn-CH component is primarily due to the differential cross section for inelastic scattering in carbon.
Figure 3-2: Modeled ICF-neutron spectrum for an implosion with a Ti of 5 keV, $\rho_{R\text{CH}}$ of 50 mg/cm$^2$, and $\rho_{R\text{DT}}$ of 10 mg/cm$^2$. The thin solid curve around 14.1 MeV represents the Doppler broadened DT-primary peak, the dashed curve represents the $\text{DSn}$ component for the CH shell, the dotted curve represents the $\text{DSn}$ component for the DT fuel, and the green curve represents the $\text{TTn}$ spectrum, which limits the $Y_{\text{DSn}}$ measurement to the energy range marked red. Measurements of the $\text{DSn}$ spectrum are discussed in more detail in Chapter 7, and measurements of the $\text{TTn}$ spectrum are discussed in detail in Chapters 8 and 9.

The $\text{TT}$ reaction, shown in Table 1-2, releases an $\alpha$ and two neutrons, resulting in a broad $\text{TT}$-neutron spectrum ($\text{TTn}$) from 0-9.5 MeV, as shown in Figure 3-2. In the context of the $\text{DSn}$ measurements at energies below 9.5 MeV, the $\text{TTn}$ spectrum presents a background that needs to be well understood. Further discussions about measurements of the $\text{TTn}$ spectrum are found in Chapters 8 and 9.

### 3.3 Path-integrated areal density ($\rho_L$) and its relation to $\rho_R$

The path-integrated areal density ($\rho_L$) determined from measurements is different from the radial-integrated $\rho_R$ (Equation (2-1)), because $\rho_L$ depends on the implosion geometry [i.e., primary-DT-neutron source and density profile $\rho(r)$] as described in detail by Seguin et al.. This needs to be considered when determining $\rho_R\text{fuel}$ and $\rho_R\text{shell}$ from the experimental data. To illustrate the significance of this effect, it is useful to look at the two extreme cases, i.e., the hot-spot model and the uniform model in which the fuel density is constant throughout the volume. In the hot-spot model, the primary DT-neutron source is entirely at the center, resulting in an integrated path length in the fuel that is the same as the radial distance through the fuel. In other words, $\rho_L=\rho_R$. In the uniform model, the primary DT-neutron source is evenly distributed throughout the fuel, resulting in an integrated path length that is 75% of the radial distance through the fuel. In this case, $\rho_L=0.75\rho_R$. Another scenario that is useful to look at, and perhaps more useful to describe in
the context of hot-spot ignition, is when the main-part of the fuel is distributed outside the primary DT neutron source. Then, the average path-length through the fuel is longer than the radial path length, resulting in the inequality \( \rho_L > \rho_{R_{\text{shell}}} \). To account for these effects when determining the fuel or shell \( \rho_R \) in an implosion, simulated source and density profiles must be used. The neutron transport codes TART or MCNP\(^56, 57\) are used to model the primary DT neutron source and to transport the neutrons through the density profile simulated by the 1D hydrodynamic code LILAC.\(^31\) A comparison of DSn spectra calculated by using the hot-spot model and LILAC simulated source and density profiles is shown in Figure 3-3. This comparison shows that profile effects are subtle because the magnitude and shape of the DSn spectrum does not change significantly. It should be noted though that this modeling does not take into account 2D and 3D effects,\(^{58, 59}\) which are considerably more complicated to address. However, as the solid angle for neutron scattering (which produces DSn) in the implosion is large,\(^*\) the DSn measurements provide a decent average \( \rho_R \), even when 3D asymmetries are significant.\(^{26}\) Actual measurements of the DSn spectrum using the MRS are discussed in detail in Chapter 7.

Figure 3-3 Calculated DSn spectra when using the hot-spot model, described in the text, and more realistic profiles for a cryogenic DT implosion at OMEGA. The 1D LILAC code \(^31\) was used to calculate these profiles, which were used as input in the TART\(^56\) modeling of the neutron transport through the fuel. As shown in the figure, the difference is subtle in this case because the cryogenic implosion produces a small primary DT neutron source.\(^†\)

### 3.4 Charged-particle measurements for determination of \( \rho_L \)

Charged-particle techniques have been used extensively for decades to probe \( \rho_R \) in low to mediate \( \rho_R \) implosions.\(^30, 48, 60-63\) These well-established techniques can therefore be reliably used

---

\* The solid angle probed is \( \sim 20\% \) of the total solid angle, when observing DSn in the range 10-12 MeV.

\† This is not the case for all ICF implosions. For example, in cryogenic DT implosions at the NIF, these profile effects are important. This motivates use of the down-scatter ratio (DSR). DSR, which is equal to \( Y_{DSn}/Y_{DT} \), removes the layer of modeling when inferring \( \rho_R \) from the data.
to authenticate new $\rho R$ techniques. This applies especially to the D$\text{Sn}$ measurement, as discussed thoroughly in Chapter 7. The reason for this is that the charged-particle measurement is a direct complement to the D$\text{Sn}$ measurement, as the elastically scattered charged particles and down-scattered neutrons are produced by the very same collision (see Figure 3-1). As shown in previous work,$^{30, 50, 48, 50}$ $\rho R$ can be determined from the KO-d or KO-p yields as described by Equation (3-4) and Equation (3-5) below.$^{50}$

$$\rho R \approx \frac{5 m_p}{\sigma_{d,\text{eff}}} \left( \frac{Y_{\text{KO-d}}}{Y_{\text{DT}}} \right),$$

$$\rho R \approx \frac{10 m_p}{\sigma_{p,\text{eff}}} \left( \frac{Y_{\text{KO-p}}}{Y_{\text{DT}}} \right).$$

Here, $\sigma_{p,d,\text{eff}}$ is the effective cross section for proton or deuteron elastic scattering in the range of energies in which the knock-on yield is observed. The mass coefficients were evaluated for common fuel and shell compositions of $f_T/f_D=1$ DT for Equation (3-4) and $f_{H}/f_C=1.38$ for Equation (3-5).

### 3.4.1 Charged-particle diagnostics on OMEGA

A suite of charged-particle diagnostics have been used extensively over the last decade at OMEGA for diagnosing ICF implosions.$^{20, 48}$ Most of these diagnostics utilize CR-39, a clear plastic detector that is used for measurements of particles, such as alphas, protons, heavier ions, and neutrons. When implemented properly, CR-39 is also 100% sensitive to charged particles.$^{48}$ Besides being used in strictly charged-particle diagnostics, CR-39 is also used in the MRS to detect recoil deuterons (discussed in detail in this thesis). The insensitivity of CR-39 to x-rays, $\gamma$-rays, and electro-magnetic pulse (EMP) makes it ideal for the detection of charged-particles in the harsh environments at OMEGA and the NIF.

At OMEGA, two magnet-based charged-particle spectrometers (CPS1 and CPS2) have been used to diagnose a variety of implosions.$^{30, 48}$ These spectrometers cover a proton energy range of 0.1-30 MeV. As CR-39 is used in these spectrometers, both the track size on the CR-39 and the particle’s gyroradius is used for particle identification and energy determination. This allows particles with the same gyroradius, such as protons and alphas with the same energy, to be separated. A CPS magnet is pictured in Figure 3-4. The CPS1 diagnostic, installed on the OMEGA target chamber, is shown in Figure 3-5. The CPS2 diagnostic during its installation on OMEGA is also shown in Figure 3-5.
Figure 3-4: The Nd-Fe-B 7.6 kGauss permanent magnet for the charged-particle spectrometers (CPS1 and CPS2). This magnet disperses charged particles based on their momentum. A series of CR-39 detectors are used to detect charged particles from 0.1-30 MeV, proton equivalent energy. The locations and size of the induced tracks on the CR-39 detectors are subsequently used to determine particle species and to reconstruct the energy spectrum. More information about the CPS can be found in refs. Hicks and Seguin.20, 48

Figure 3-5: Left: the CPS1 spectrometer attached to the OMEGA target chamber. CPS1 is positioned 235cm from the implosion. Right: The CPS2 spectrometer as it is being hoisted and installed on the OMEGA target chamber. CPS2 is inserted inside the target chamber, allowing it to be positioned 100cm from the implosion.20
The wedge-range-filter spectrometer (WRF) is a compact proton spectrometer that consists of an aluminum wedge in front of a piece of CR-39. Using the wedge thickness combined with well-known diameter versus particle energy relationship, the proton energy spectrum can be determined. The passive and compact packaging allows the spectrometer to be fielded in a variety of ways (TIMs and NDIs at OMEGA and DIMs at the NIF), allowing several simultaneous measurements to be made in different directions.

The CPS and WRF diagnostics are ideal for measurements of the KO-p and KO-d spectra, which compliment the DSn measurements discussed at the beginning of this chapter. The CPS and WRF diagnostics have been used with much success in this regard. Examples of measured KO-p and KO-d spectra obtained from a single CH shell implosion series at OMEGA is shown in Figure 3-6. The KO-p yield in the plateau of the spectrum is directly proportional to the $\rho R$ of the CH shell (given by Equation (3-5)), and the KO-d yield is proportional to the $\rho R$ of the DT fuel (given by Equation (3-4)). In addition, the energy downshift of the KO-d spectrum relative to the 12.5 MeV high-energy endpoint of the birth spectrum can also be used to determine the total $\rho R$ ($\rho R_{\text{fuel}} + \rho R_{\text{shell}}$), as described in Seguin et al. and Frenje et al.

In high $\rho R$ cryogenic DT implosions, the KO-d birth spectrum becomes sufficiently distorted by energy slowing-down in the implosion that the above method for determining the $\rho R$ from the high-energy KO-d peak does not work. In this case, the shape of the whole spectrum is therefore used to infer the $\rho R$, as discussed in Frenje et al.. In this work, it was established through Monte Carlo simulations that $\rho Rs$ in cryogenic DT implosions at OMEGA can be determined accurately from the shape of the measured KO-d spectrum for $\rho Rs$ up to about 180 mg/cm$^2$ (at higher values the techniques saturates as KO-d’s do not escape the core). This can be done, as the shape of the KO-d spectrum depends mainly on $\rho R$, and that effects of spatially varying density and temperature profiles play minor roles. Multi-dimensional features could, on the other hand, have an effect on the analysis and interpretation of the KO-d spectrum, as these effects would manifest.

![Figure 3-6: Examples of KO-p and KO-d spectra obtained at OMEGA by summing a series of 16um CH shell implosions with 18atm of DT gas. The CH shell $\rho R_{\text{shell}}$ is inferred from the plateau region of the KO-p spectrum shaded in grey. The DT fuel $\rho R_{\text{fuel}}$ is inferred from the intensity of the KO-d peak (grey-shaded area that constitutes about ~15% of the total cross section). The measured KO-d energy downshift from the 12.5 MeV high-energy endpoint of the KO-d birth spectrum can also be used to determine the total $\rho R$.](image)
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themselves by slightly smearing out the high-energy peak for low fuel $\rho Rs (<100 \text{ mg/cm}^2)$. For higher $\rho Rs (>150 \text{ mg/cm}^2)$, these effects should be less prominent as high-mode non-uniformities would not significantly alter the shape of the KO-d spectrum. Figure 3-7 shows examples of the KO-d spectra for different $\rho Rs$ simulated for cryogenic DT implosions.

Figure 3-7: Calculated KO-d birth spectrum (a) and simulated KO-d spectra for different $\rho Rs$ in the cryogenic DT implosions ((b), (c), (d), and (e)). Frenje et al.\textsuperscript{30} discuss this technique in detail, which has been very successful in diagnosing cryogenic DT implosions\textsuperscript{26} when the $\rho R$ is below 180mg/cm\textsuperscript{2}. Above this value, the technique saturates.
4 - The Magnetic Recoil Spectrometer (MRS)

This chapter describes the Magnetic Recoil Spectrometer (MRS) on OMEGA\textsuperscript{24} and the NIF. The MRS is a neutron spectrometer for measurements of the ICF neutron spectrum, from which $\rho R$, $T_i$, and $Y_n$ can be determined (Chapters 3, 5, 6, and 7), and for conducting basic science, as discussed in Chapters 8 and 9. An MRS was commissioned on OMEGA in 2007 and another was commissioned on the NIF in 2010. The main objective of the MRS is to diagnose implosions whose $\rho R$s are too high (like in cryogenic DT implosions at OMEGA and the NIF) for the charged-particle techniques discussed in Chapter 3. This chapter describes these projects in detail, beginning with a discussion of the MRS principle in Section 4.1. Section 4.2 presents the final design of the MRS on both OMEGA and the NIF. Section 4.3 discusses the \textit{ab initio} modeling of the MRS-response function and \textit{in situ} calibration of the installed spectrometers. Section 4.4 elaborates on the detailed characterization of the different MRS parameters. Section 4.5 presents the complete MRS-response function simulated with the code Geant4.\textsuperscript{64} Section 4.6 shows the modeling of the neutron-background and optimal shielding design for the MRS on both OMEGA and the NIF. Section 4.7 ties everything together by presenting a signal-to-background (S/B) calculation for the MRS DSn measurements at OMEGA and the NIF. Section 4.8 summarizes this chapter.

4.1 Principle

The MRS is a neutron spectrometer based on coupling of the neutron elastic scattering and the magnetic dispersion of recoil charged particles. This spectrometer is used in a similar fashion as in a wide variety of spectrometry applications in accelerator and tokamak experiments.\textsuperscript{23, 65} The first design study of the MRS for ICF experiments was published in 2001 by Frenje et al.\textsuperscript{23}. In that paper, the MRS concept is discussed for measurement of the ICF neutron spectrum, from which $\rho R$, $T_i$, and $Y_n$ can be determined.

The MRS consists of three main components (Figure 4-1). The first component is a CH$_2$ (or CD$_2$) foil positioned at 10cm and 26cm from the implosion at OMEGA and the NIF, respectively. The second component is a focusing magnet that is located outside the target chamber, and the third component is an array of CR-39 detectors positioned at the focal plane of the spectrometer. The principle of the system is the following: a small fraction of the neutrons emitted from the implosion hit the CH$_2$ or CD$_2$ foil, producing scattered recoil protons (or deuterons) in the forward direction. The energy relationship between the elastic scattered recoil ($E_r$) and the neutron ($E_n$) is described by:

$$E_r = \frac{4A}{(1 + A)^2} E_n \cos^2 \theta_r$$  \hfill (4-1)

where $\theta_r$ is the angle between the direction of the incoming neutron and the direction of the outgoing recoil particle. Some of these forward scattered ($\theta_r \sim 0$) recoil protons or deuterons are
selected by an aperture, positioned in front of the magnet, which defines the MRS line-of-sight (LOS). The selected recoil particles are energy dispersed by their momentum, as described by Equation (4-2)

\[
R_{\text{Gyro}} = \frac{p}{qB} = \frac{\sqrt{2mE_r}}{qB}.
\]  

(4-2)

Here, \( R_{\text{Gyro}} \) is gyro radius, \( p \) is the momentum, \( q \) is the charge, \( m \) is the mass, \( E_r \) is the recoil particle energy, and \( B \) is the MRS magnetic field (perpendicular to the incident particle). The energy-dispersed particles are then focused onto the focal plane of the spectrometer. The focusing provides a clear mapping between position at the focal plane and the energy of the proton or deuteron and thus the energy of the neutron that scattered it. The CR-39 detectors record the position of each recoil particle with a detection efficiency of 100%. By measuring the spectrum of the recoil particles, the neutron spectrum is indirectly measured, as the MRS response function is well known. Note that deuterons have the same gyro radius as protons with energies twice as high (there is a slight relativistic correction at very high energy).

An important characteristic to the MRS principle is that the detection efficiency \( \varepsilon_{\text{MRS}}(E_\text{n}) \), for a specified energy resolution \( \Delta E_{\text{MRS}}(E_\text{n}) \), is maximized (these parameters are discussed further in 4-44).
the next sections). This is achieved because the differential cross sections for the elastic np- or nd-scattering in the laboratory system, peak in the forward direction and the average path length of the recoil particles in the foil is reduced to a minimum. In this context, it is also important to note that the magnet, which is made of Neodymium-Iron-Boron (NdFeB), is a focusing device with a pole gap of 3 cm producing a magnetic field up to ~0.9 Tesla and a field gradient of ~60 Gauss/cm. This feature is critical to the MRS design as it allows for the largest possible solid angle to be used, which maximizes $\varepsilon_{MRS}$ for a specified $\Delta E_{MRS}$. The entrance pole boundary is also angled relative to the incoming particles for increased focusing properties in both the transverse and dispersive planes, where the former prohibits the recoil particles from hitting the poles, and the latter provides for increased resolving power. The exit-pole boundary was chosen to minimize the magnet-space envelope and mass. However, this resulted in defocusing of the exiting particles in the transverse plane, which has an impact on the transmission function for the OMEGA-MRS as discussed in subsequent sections.

4.1.1 Efficiency

The detection efficiency of the MRS is given by

$$
\varepsilon_{MRS}(E_n) = \frac{\Omega_n}{4\pi} \cdot T(E_r) \cdot n_i \cdot t \int d\Omega \frac{d\sigma(E_n)}{d\Omega_{lab}}
$$

(4-3)

Here, $\Omega_n$ is the solid angle subtended by the foil, $T(E_r)$ is the spectrometer transmission function, $n_i$ is the number density in the foil, $t$ is the foil thickness, $\Omega_r$ is the solid angle defined by the magnet aperture, and $d\sigma(E_n)/d\Omega_{lab}$ is the differential cross-section in the laboratory system for the elastic scattering. $T(E_r)$ is used if the particle distribution, perpendicular to the dispersive plane, extends beyond the CR-39 height (discussed in subsequent sections). In the case of OMEGA MRS, $T(E_r)$ depends on recoil-particle energy because the CR-39 detectors are further away from the magnet at higher energies. Also $d\sigma(E_n)/d\Omega_{lab}$ depends on the incident neutron energy (see Appendix A). As these parameters are well known, the MRS can be accurately characterized from first principles (ab initio), allowing quantitative calculations of the MRS response before the system has been built and installed. This is an important strength of the technique, but an in situ energy calibration is, however, required to check that the system has been built and installed according to specification. The ab initio characterization and in situ calibration experiments of the MRS on OMEGA and the NIF are discussed in Section 4.3.

4.1.2 Energy resolution

The spectrum of the recoil particles is related to the incident neutron spectrum through kinematic scattering process described in Chapter 3 and Appendix A. The MRS energy resolution $[\Delta E_{MRS}(E_n)]$ can be approximated by

$$
\Delta E_{MRS}(E_n) = \sqrt{\Delta E_{foil}^2(E_n) + \Delta E_{kin}^2(E_n) + \Delta E_{mag}^2(E_n)}
$$

(4-4)
Here, $\Delta E_{MRS}(E_n)$ is the total energy resolution of the system, $\Delta E_{foil}(E_n)$ is the energy broadening due to different path lengths in the foil resulting in different energy losses, $\Delta E_{kin}(E_n)$ is the kinematic broadening due to the dependence of the recoil energy on scattering angle $\theta_r$ ($E_r \propto \cos^2 \theta_r$), and $\Delta E_{mag}(E_n)$ is the broadening due to the ion-optical aberrations of the magnet. $\Delta E_{foil}(E_n)$ is proportional to the thickness and the density of the foil. $\Delta E_{kin}(E_n)$ is proportional to the size of the foil because larger foils allow a larger spread of scattering angles to be selected by the aperture in front of the magnet. $\Delta E_{mag}(E_n)$ is weakly proportional to the size of the foil and magnet aperture because the focusing properties of the magnet are degraded for larger offsets from the central trajectory and therefore larger angle spreads of the recoil particles at the magnet aperture. This partially explains why the NIF MRS system boasts superior performance, because the foil (almost the same size as OMEGA) is further from the magnet aperture, resulting in a much smaller angular spread of the recoil particles. For the MRS to be both practical and useful at OMEGA and the NIF, built-in flexibility has been included in the design to effectively use it for different applications. This is important, as a tradeoff between $\varepsilon_{MRS}$ and $\Delta E_{MRS}$ must be considered and chosen to suit the specific application. For instance, for practical implementation of low-yield applications, such as measurements of DSn at OMEGA for which yields are orders of magnitude smaller than the primary yield, it is necessary to degrade $\Delta E_{MRS}$ to substantially increase $\varepsilon_{MRS}$. For high-yield applications, on the other hand, such as measurements of primary neutron spectrum at OMEGA and the NIF, the MRS can be configured to operate in a high-resolution mode (low-$\varepsilon_{MRS}$). Several options are available for configuring the MRS. Either a CH2 or CD2 foil can be selected to produce recoil protons or deuterons (and thus the energy range covered for neutrons is 6 – 29.7 MeV with the CH2 foil or 3.4 – 16.9 MeV with the CD2 foil at OMEGA, and 6-35.5 MeV with the CH2 foil and 3.4-20.3 with the CD2 foil at the NIF). The foil area and thickness can also be adjusted to change the $\varepsilon_{MRS}$ and $\Delta E_{MRS}$. The area of the aperture in front of the magnet can be adjusted as well.

### 4.2 Final design of the MRS on OMEGA and the NIF

The MRS technique was first implemented on OMEGA in 2007, and then on the NIF in 2010. The philosophy behind this was first to comprehensively test the technique on OMEGA, and from the experience gained, insightfully design an optimal MRS for the NIF. There were other important reasons for taking this approach. First, $\rho R$ of both warm gas-filled CH-capsule and cryogenic DT implosions can be inferred from both the MRS and charged-particle spectrometry for moderate $\rho R$ implosions ($\rho R < 200 \text{ mg/cm}^2$), which allowed for a definitive check of the MRS data (see Chapter 3 and Chapter 7). Second, as there are no other ways to determine cryogenic $\rho R > 200 \text{ mg/cm}^2$ at OMEGA, the MRS brought the required diagnostic to the OMEGA cryogenic program. Images of the MRS fully installed on OMEGA and the NIF target chamber is shown in Figure 4-2a and Figure 4-2b, respectively. As shown by both images, the diagnostic is fully surrounded by polyethylene shielding to suppress the background of primary neutrons and neutrons scattered by the chamber wall, diagnostics, and other structures surrounding the MRS (in the case of the NIF MRS, grey aluminum plates are attached to the shielding). Additional shielding is obtained on the NIF by positioning the CR-39 detector array in the shadow of the 50 cm borated gunite, sitting on the 10 cm thick aluminum target chamber, or the 10 cm OMEGA aluminum chamber. As the CR-39 detector array is positioned on an off-axis detection plane that is well outside the target
chamber, enough space exists to position ~2200 lbs and ~6000 lbs of polyethylene shielding around the OMEGA MRS and NIF MRS, respectively. Detailed discussions about the shielding-design considerations are made in Section 4.6.

Figure 4-2: a) An image of the OMEGA MRS surrounded by ~20cm thick of polyethylene shielding. The shielding weighs ~2200lbs and primarily surrounds the detector housing to reduce the background neutron fluence to the required level for the DSn measurement (photo taken by Eugene Kowaluk). b) An image of the NIF MRS fully installed on the NIF-target chamber. The MRS detector array is located behind the blue borated gunite target-chamber wall and inside ~6000lbs of polyethylene shielding, which greatly reduces the background neutron fluence.

A detailed cad drawing of the MRS on OMEGA and the NIF is shown in Figure 4-3a and Figure 4-3b, respectively. As shown in Figure 4-3a, the MRS is permanently attached to the OMEGA target chamber. The foil is inserted by the Nuclear Diagnostic Inserter (NDI). The magnet is surrounded by an aluminum vacuum chamber, which is isolated from the OMEGA target chamber by a gate-valve, allowing tritium vent/purge operations to be performed between shots before removal of the CR-39 detector array. The detector housing is connected directly to the magnet chamber and is surrounded by the polyethylene shielding. The NIF MRS is permanently attached to the 77°-324° port, which is close to the equator on the NIF target chamber. The foil is inserted to a distance of 26 cm from the implosion by the Diagnostic Insertion Manipulator (DIM) 90°-315°, which is not shown in this figure. The MRS is positioned close to the edge of the port to take advantage of gunite shielding (marked blue in the figure). The MRS vessel is also positioned between two floor boards (or “diving boards”). Substantial amounts of shielding (marked green and purple in the figure) surrounds the MRS. Prior to a shot, the CR-39 detector array is inserted into the MRS (see Figure 4-9). This typically happens an hour to a day before the shot, depending on shot schedule and facility. 30 minutes before a shot, the gate valve in front of the magnet is opened, which connects the MRS vacuum chamber to the target-chamber vacuum. After a shot, the CR-39 detector array is removed from the diagnostic for processing and analysis. The next sections describe the MRS parameters in detail.
Figure 4-3: a) A CAD drawing of the OMEGA MRS, which is permanently mounted to the OMEGA target chamber. The foil is inserted to a distance of 10cm from the implosion by the nuclear diagnostic inserter (NDI). The magnet is enclosed by an aluminum vacuum housing, which is connected to the detector vacuum housing. The detector housing is surrounded by a ~2200 lbs of polyethylene shielding (shown here as a transparent material). Access to the CR-39 detector array is through the rear door. b) A CAD drawing of the NIF MRS positioned onto the target chamber at the line-of-sight 77°-324°. A vertical crosscut is made through the MRS to illustrate the various components in the system, i.e., the magnet, CR-39 detector array, alignment system, and shielding. The Diagnostic Insertion Manipulator (DIM) 90°-315°, not shown in this figure, is used to insert the foil to a distance of 26 cm from the implosion. The MRS is fully surrounded by ~6000 lbs of polyethylene shielding (marked grey and green) and is positioned in the shadow of the 50 cm borated gunite (marked blue) cladding on top of the 10 cm thick aluminum target chamber.

### 4.2.1 MRS configurations on OMEGA and the NIF

A summary of the MRS parameters and estimated errors are given in Table 4-1. The efficiency and energy resolution (for 14-MeV neutrons) for each MRS configuration are shown at the bottom of the table. Each MRS parameter, and how it is characterized, is discussed in detail in the subsequent sections.
4.2.2 Foil holder and blast-shield

On both the OMEGA MRS and NIF MRS, the foil is protected by a blast shield (Figure 4-4). For the OMEGA MRS, a 500µm thick stainless steel plate, positioned directly in front of the foil, is used as a blast shield. For the NIF MRS, a 1.57mm thick (on average) tantalum plate positioned 5mm in front of the foil is used as a blast shield. To withstand the impulse loading and debris from the NIF hohlraum, the thickness of the blast shield was tapered to improve the robustness. To assess the effect of these blast shields on the MRS primary and DSn measurements, MCNP was used to calculate the fluence, angle, and energy distributions of neutrons at the foil that have scattered from the blast shield. The number of primary neutrons absorbed or scattered away from the foil was also calculated. In these calculations, 14-MeV neutrons were emitted from the target chamber center and transported through the MRS foil-holder arrangements. The results from those calculations are shown in Figure 4-5a. The total OMEGA MRS fluence is higher than the NIF MRS because the foil is closer to the implosions (10cm at OMEGA compared to 26cm at the NIF). It is important to note that the simulated neutron fluences at the foil, shown in Figure 4-5a, are angle-integrated values. To assess the effect of the blast shield on the MRS DSn measurement, both the energy and the angle of the scattered neutron, and the differential cross section for the elastic n-d scattering must also be considered in the simulation. The results from MCNPX simulations that consider these effects are shown in Figure 4-5b, which give the recoil deuteron fluence at the MRS aperture. These calculations indicate that the blast shield adds an effective ρR of 1.7mg/cm² and 3mg/cm² to the observed ρR in a DT implosion at OMEGA and the NIF, respectively. Note that a 260µm CD foil alone, also adds about 0.7mg/cm² of ρR from internal scattering. These numbers are < 1% of typical cryogenic implosions (at each facility), but are

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Foil Area (cm²)</td>
<td>10.64</td>
<td>13.19</td>
<td>12.8 ± 0.1</td>
<td>12.8 ± 0.1</td>
<td>12.8 ± 0.1</td>
</tr>
<tr>
<td>Foil Distance (cm)</td>
<td>10.45 ± 0.3</td>
<td>10.55 ± 0.3</td>
<td>26.0 ± 0.3</td>
<td>26.0 ± 0.3</td>
<td>26.0 ± 0.3</td>
</tr>
<tr>
<td>Foil Thickness (µm)</td>
<td>164 ± 1</td>
<td>261 ± 1</td>
<td>47 ± 1</td>
<td>138 ± 1</td>
<td>259 ± 1</td>
</tr>
<tr>
<td>Foil Number density (d/cm³ x10²²)</td>
<td>7.6 ± 0.3</td>
<td>7.6 ± 0.3</td>
<td>7.9 ± 0.1</td>
<td>7.9 ± 0.1</td>
<td>7.7 ± 0.1</td>
</tr>
<tr>
<td>dσ/dΩ (0°) at 14MeV (b/sr)</td>
<td>0.50 ± 0.01</td>
<td>0.50 ± 0.01</td>
<td>0.50 ± 0.01</td>
<td>0.50 ± 0.01</td>
<td>0.50 ± 0.01</td>
</tr>
<tr>
<td>Magnet Distance from Foil (cm)</td>
<td>215 ± 0.1</td>
<td>215 ± 0.1</td>
<td>570 ± 0.1</td>
<td>570 ± 0.1</td>
<td>570 ± 0.1</td>
</tr>
<tr>
<td>Magnet Aperture Area (cm²)</td>
<td>21.3 ± 0.2</td>
<td>21.3 ± 0.2</td>
<td>20 ± 0.2</td>
<td>20 ± 0.2</td>
<td>20 ± 0.2</td>
</tr>
<tr>
<td>Interception correction</td>
<td>0.86 ± 0.013</td>
<td>0.86 ± 0.013</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
<tr>
<td>Transmission at 14 MeV</td>
<td>0.79 ± 0.03</td>
<td>0.79 ± 0.03</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
<td>1 ± 0</td>
</tr>
</tbody>
</table>
| ε₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅₅¢
important for very low $\rho R$ implosions. Also from these calculations, it was also concluded that the blast shield attenuates the inferred primary yield by $\sim 1\%$ and $3.6\%$, at OMEGA and NIF respectively, an effect that must be corrected for when inferring the primary yield.

Figure 4-4: a) A CAD drawing of the OMEGA MRS foil holder, which illustrates the $500\mu m$ stainless steel blast shield, the foil, which is flush against the blast shield, and the insertion rod that attaches to the NDI. b) A CAD drawing of the NIF MRS foil holder, which illustrates, the tapered Ta blast shield (described in the text), the foil holder, which is attached directly to the foil and offset from the blast shield by $5 mm$, and the bracket that attaches to the DIM. c) OMEGA MRS foil holder with the $13.2 cm^2$ low resolution $CD_2$ foil attached. d) NIF MRS foil holder with the $12.8 cm^2$ low-resolution $CD_2$ foil attached (blast shield not shown).

Figure 4-5: a) MCNPX simulated fluence of 1$4$-MeV neutrons coming directly from the implosion and neutrons scattered by the foil blast shield for the OMEGA MRS (red curve) and the NIF MRS (blue curve). The OMEGA-MRS-foil blast shield is $500\mu m$ thick and made of stainless steel and NIF-MRS-foil blast shield is $1.57 mm$ thick (on average) and made of tantalum. The total NIF MRS neutron fluence is lower than the OMEGA MRS because the foil is further away from the implosion than for OMEGA. b) MCNPX simulated fluence of recoil deuterons at the magnet aperture that originate from the neutron-fluence spectra shown in (a). Again, the total NIF MRS deuteron fluence is lower than the OMEGA MRS because the solid angle subtended by the NIF-MRS foil is smaller than the OMEGA-MRS foil. A $260\mu m$ thick $CD_2$ foil (low resolution) was used in these simulations. As described in the text, the fluence of these recoil deuterons is insignificant when diagnosing high-$\rho R$ implosions at OMEGA and the NIF.
4.2.3 Magnet and its properties

The magnets for the OMEGA MRS and NIF MRS are nominally identical wedge-shaped, rare-earth (Neodymium-Iron-Boron) permanent magnets manufactured by Dexter Magnetic Technologies, Inc.\(^6^6\) Permanent magnets were selected, as they have several advantages over electro-magnets. They can be built much smaller and they do not require a power supply or cooling systems. In addition, they do not suffer from startup/hysteresis concerns. Some disadvantages include relatively expensive raw material and they cannot be adjusted or turned off when not in use. In addition, the strength of the magnet (B) field in permanent magnets depends slightly on the ambient temperature, which for these materials scales as \(-0.11\% \left(\frac{\delta B}{B}\right)/\degree\).\(^6^7\) The entrance and exit pole faces of the magnet are angled with respect to the incoming particle trajectories, creating a wedged-shaped field. This shaped-field focuses charged particles onto the detector plane, allowing the entrance aperture to be significantly larger for the same energy resolution.\(^2^3\) This essential feature dramatically increases the detection efficiency (>10 times) over the CPS magnet designs, which is important when measuring very weak components in the neutron spectrum. The magnet pole-gap is 3cm across but the magnet aperture decreases the acceptance opening to 2cm in the direction perpendicular to the bending plane. The angled pole face relative to the direction of the incoming recoil particles produces a weak quadrupole moment that focuses particles in the transverse (non-dispersion) direction, helping to deflect particles away from poles (scattering of the poles would have a detrimental effect on the DSn measurement).\(^2^3\) The magnet aperture is 11×2 cm\(^2\) and 10×2 cm\(^2\) in area for the OMEGA MRS and the NIF MRS, respectively. Other apertures are occasionally used for special experiments, which often involves measurements of charged particles coming directly from the implosion (when the foil is not fielded). In the case of the NIF MRS, very small apertures will be used for diagnosing very high-yield implosions.

Figure 4-6: Left: image of the NIF MRS magnet, as built by Dexter Magnetic Technologies, Inc. The magnet pole gap has been plugged with polyethylene to prevent ferromagnetic objects from entering the ~0.9 Tesla field and possibly damaging equipment or causing injury (the plug was removed upon installation). Right: a CAD model of the MRS magnet with an image of the alignment gradicles used to position and orient the magnetic field with respect to foil and CR-39 detectors. The magnets for the OMEGA MRS and NIF MRS are nominally identical but have slightly different, as built, field strengths.
A finite element model of the magnetic field, developed by Dexter, is shown in Figure 4-7. The wedge shaped magnetic field that peaks at ~0.9 Tesla in the symmetry plane of the magnet is clearly visible. Also shown in the figure is the measured field map of the NIF MRS magnet. A comparison of the two field maps show that the measured magnetic field is in good agreement with the modeled one.

Figure 4-7: Modeled and measured magnetic-field maps of the main component of the field (B_x) for the NIF MRS (which is nominally identical to the OMEGA MRS magnet except for a slight difference in field strength, see Figure 4-8). A comparison of the images shows a very similar overall shape and maximum field strength. The magnet modeling and field measurements were performed by Dexter Magnetic Technologies Inc.

A quantitative comparison between the measured OMEGA MRS and NIF MRS fields clearly shows that the as-built NIF-MRS magnetic field is stronger by ~6% than the OMEGA MRS magnetic field, as illustrated by Figure 4-8. Despite this difference, both magnets perform differently but very well (the differences are accounted for in the *in situ* calibration and modeling of the MRS).
4.2.4 CR-39 detector array

As previously mentioned an array of CR-39 detectors, positioned at the focal plane of the MRS, is used to detect the recoil particles produced in the conversion foil. CR-39 is a clear optical-quality plastic with a density of 1.3 g/cm³ and molecular formula C_{12}H_{18}O_{7} (all CR-39 detectors used in this study were manufactured by TASTRAK Ltd). Signal charged particles, such as protons or deuterons, create trails of molecular damage as they travel through the CR-39 plastic. These trails of damage are revealed through an 80°C, 6N NaOH etch, in which the damaged trails etch faster than the bulk material. The location, size, eccentricity, and contrast of the formed tracks on the CR-39 detectors are accurately recorded, using a microscope. From this information, a histogram of track positions along the whole MRS detector plane can be generated. As the CR-39 detectors in the array are very accurately positioned and oriented with respect to the other components of the system (i.e. magnet, aperture, and foil), an energy spectrum of the recoil deuterons can be determined from the position histogram. Figure 4-8 shows the two CR-39 detector arrays for the OMEGA MRS and the NIF MRS. The base for the OMEGA-MRS detector array is a cylindrical tube, which slides upward into the detector housing where the nose cone locates to an alignment pin. The alignment pin suffered from wear and tear during routine operations, and had to be replaced a few times, which motivated a new design for the NIF-MRS detector array (sometimes called “ironing board”). The NIF-MRS detector array slides downward into the detector housing on a fin, and its location relative to the other system components is defined by a flat stainless-steel hard-stop at the bottom of the array. Images of the insertion procedure of the CR-39 detector arrays for the OMEGA MRS and NIF MRS are shown in Figure 4-11.
The CR-39 detectors are positioned at the focal plane of the MRS at which the recoil particles are at best magnetic focus (also best resolution). Each CR-39 detector is oriented to make sure the directions of the incoming recoil particles are nearly perpendicular to the detector surface, an important feature for optimal detection with CR-39 (also important for the coincidence counting technique discussed in Chapter 6). The eleven OMEGA-MRS detector locations are illustrated in Figure 4-10. The NIF-MRS detectors are located using the same guiding principles but due to different ion-optical focusing properties of the system, only nine CR-39 detectors, spaced much closer, are used to cover about the same energy range.
Figure 4-10: Position and orientation of the eleven OMEGA-MRS detectors (also called windows) along the MRS focal plane. The trajectories of recoil particles with proton equivalent energies of 6, 10, 14, 18, and 28 MeV are shown. Each CR-39 detector is oriented to make sure the directions of the incoming recoil particles are nearly perpendicular to the detector surface, an important feature for optimal detection with CR-39. The nine NIF-MRS detectors are located in a similar way but are spaced closer together due to different ion-optical focusing properties of the system.

Figure 4-11: The insertion of the CR-39 detector array for the OMEGA MRS (left) and NIF MRS (right). A door in the polyethylene shielding (described in detail in the next section) allows access to the MRS vacuum chamber.

The CR-39 detectors are held by forks that are attached to “flag poles,” as depicted in Figure 4-12a. The forks also hold filters in front of the CR-39, which are used to slow incoming charged particles down to energies for optimal CR-39 detection. Typically deuteron with energies of <10MeV and proton with energies less <8MeV are readily detected in high signal-to-background (S/B) scenarios (S/B>>1). In low signal-to-background scenarios (S/B<<1), the coincidence
counting technique (CCT) is used as described in detail in Chapter 6. The fork arrangement allows the CR-39 detector and appropriate filter in front to be inserted and locked into place. The position of the high-energy edge of the CR-39 detector is defined by two feet at the bottom of the fork. These are critical for the optimal position accuracy of the CR-39 detectors in the dispersive direction. Three dowel pins, two on the opposite side of the feet and one opposite the CR-39 label are used to roughly define the location of the CR-39 in the direction perpendicular to the dispersive direction. The CR-39 filters are made of thin strips of Mylar, Aluminum, or Tantalum filter laid out along the active area of the detector. The filter increases in thickness with increasing energy of the recoil particles along the array. Figure 4-12b shows a diagram of the filter layout for the NIF MRS CR-39 detector #7, which detects recoil deuterons from primary DT neutrons. For this detector, a step filter made of Al, with thicknesses ranging from 150μm to 225μm is used. In front of the low-energy detectors ~3.5μm Mylar is used because it is more robust than Al or Ta, which are easily destroyed when the thickness is less than 10μm. Also note that the (n,p) proton production cross-section is about two times lower for Ta than for Al at 14MeV, making it an ideal filter when the neutron fluence at the MRS detector needs to be considered. However, Al is much less expensive than Ta and was therefore used in the initial commissioning experiments with the NIF MRS when the neutron fluence at the MRS detector was insignificant (such as in the detection of the primary DT peak where S/B >> 1). The OMEGA MRS filter configuration for deuterons is summarized in Chapter 6 in Table 6-2, and the first-generation NIF MRS filter configuration for deuterons is summarized in Table 6-3. The first set of filters for the high-energy windows in the NIF MRS were made of Al for the commissioning experiments. The next set of filters will be constructed of Ta to improve S/B.

Figure 4-12: a) A CR-39 detector fork on the NIF-MRS detector array. This fork holds the CR-39 and filter in front. The filter is used to range down the energy of the recoil particles for optimal CR-39 detection. The two fork halves close together, locking the filter-CR-39 arrangement in place. b) A detector fork detached from the array to illustrate how the filter and CR-39 are mounted. In this case, the aluminum-filter arrangement is shown for the NIF-MRS CR-39 detector #7. The position of the CR-39 detector in the dispersive direction is accurately defined by two feet at the bottom of the fork. Three dowel pins, two on the opposite side of the feet and one opposite the CR-39 label are also used to roughly define the location of the CR-39 in the direction perpendicular to the dispersive direction.
4.2.5 Polyethylene neutron shielding

The background of primary neutrons and neutrons scattered by the chamber wall, diagnostics, and other structures around the MRS needs to be considered and reduced significantly. To suppress this neutron background, an extensive amount of polyethylene shielding was installed around the MRS. In the case of the OMEGA MRS, a stainless-steel plug was also used to more effectively suppress the unscattered primary neutrons. Designing the polyethylene shielding was a major undertaking, as it first required a detailed understanding of the neutron-fluence field in the OMEGA and NIF target bays, and secondly, many design iterations were required before an optimal shielding design was found that met the requirement. Both space and weight constraints had to be considered when designing the shielding. As CR-39, which is insensitive to $\gamma$-rays and x-rays, is the detector of choice for the MRS, polyethylene was chosen as the shielding material. This material is highly hydrogenous, which makes it an effective moderator and attenuator of neutrons (especially at lower neutron energies). It should be pointed out though that high Z materials are more effective at higher neutron energies (>10MeV) because inelastic processes provide greater moderation, on average, than elastic-scattering processes with hydrogen. In the case of direct 14-MeV neutrons, it is advantageous to first use a high-Z material (like iron or steel) to entirely block the detector from direct 14-MeV neutrons. This type of material is very effective in attenuation and moderating un-scattered 14-MeV neutrons. A hydrogenous material is used downstream to more effectively moderate and attenuate the lower-energy neutrons that passed through the steel. Figure 4-13 shows the neutron mean-free path for several common shielding materials as a function of incident energy.

![Neutron mean-free path for several common shielding materials](image)

Figure 4-13: Neutron mean-free path as a function of neutron energy for concrete, polyethylene, and stainless steel 316. This plot shows that stainless steel has the shortest mean-free path at 14 MeV, which makes it the best material for attenuating and moderating direct un-scattered 14 MeV neutrons from a DT implosion. Polyethylene is the best material for shielding neutrons with lower neutron energies.

Figure 4-14a show a schematic of the OMEGA-MRS shielding design, which features a ~20cm thick stainless steel plug that is used to attenuate direct 14 MeV neutrons from the implosion and...
~20cm of polyethylene shielding placed around the detector housing that is used to shield scattered neutrons in the target bay. Figure 4-14b shows the NIF-MRS shielding design. The 50cm concrete (i.e. gunite) on top of the 10cm thick aluminum target chamber attenuates direct 14 MeV neutrons, and 40cm of polyethylene, surrounding the MRS, provides shielding from lower-energy scattered neutrons in the target bay.

4.2.6   Alignment procedure

The MRS system is aligned to the target chamber center (TCC) using a set of cross-hairs and a telescope system, as depicted in Figure 4-15 for the OMEGA MRS. Cross-hairs in the front and rear of the magnet define the MRS LOS. These cross-hairs are aligned to another set of cross-hairs in the alignment telescope. Using the aligned magnet cross-hairs, the MRS is pointed towards TCC where a 1-mm backlit gold ball is positioned. After the MRS is correctly aligned to TCC, the foil is inserted and centered on the MRS LOS at the specified distance from TCC. After the alignment process, the cross-hairs are removed and the magnet aperture is subsequently installed for shot operations. A similar procedure applies to the NIF MRS, except that a specially designed lighting system, which uses a scribed cross-hair on the foil and the cross-hairs of the alignment telescope, allows for the foil alignment to be verified before every shot.

Figure 4-14: a) A schematic drawing of the OMEGA-MRS neutron shielding design. A stainless steel plug is used here to attenuate direct unscattered DT neutrons, while polyethylene around the MRS-detector housing is used to attenuate lower energy scattered neutrons. b) A schematic drawing of the NIF-MRS neutron shielding design. The NIF target chamber (10cm of aluminum and 50cm of concrete) significantly moderates and attenuates direct, unscattered 14-MeV neutrons, while the polyethylene around the whole diagnostic is used to moderate and attenuate lower-energy scattered neutrons.
Figure 4-15: Alignment procedure for the OMEGA MRS. Cross-hairs in the front and rear of the magnet, which define the MRS LOS, are aligned to the cross-hair in alignment telescope that is behind the magnet. Using these cross-hairs, the MRS is pointed to TCC where a 1-mm backlit gold ball is positioned (see the bottom left images). When the MRS is pointing towards TCC, the foil is inserted and centered on the MRS LOS at the specified distance from TCC. This alignment procedure applies to the NIF MRS except for a minor difference, as described in the text.

4.3 *Ab initio* modeling and *in situ* calibration of the MRS

Through the MRS response function, the location of each recorded track on the CR-39 detectors can be related to the energy of the recoil particle and energy of the neutron, which produced the recoil particle. The MRS response is modeled using the Monte Carlo code Geant4,\(^{64}\) which is a C++ based particle transport toolkit commonly used in the particle physics community. Its generality and powerful feature-base has made it a very useful tool for this application.

4.3.1 *Ab initio* modeling of the MRS on OMEGA and NIF using Geant4

Several Geant4 models of the MRS have been developed for a variety of configurations. An illustration of one such model is shown in Figure 4-16. As shown by the figure, neutrons are transported to the foil from a point source positioned at TCC. At the foil, a small fraction of the neutrons produce recoil protons or deuterons, some of which are forward scattered and selected by an aperture in front of the magnet. The selected recoil particles are transported through the 3D magnetic field map. As the magnet is a focusing device in the dispersive plane, the particle
trajectories for a specific energy are focused to a point at the focal plane of the spectrometer at which CR-39 detectors are positioned. When the recoil particles hit the CR-39 detectors, their energy and location are recorded and stored as well as the neutron energy.

Figure 4-16: An illustration of a Geant4 model of the MRS response, featuring a simulation of 6, 10, 14, 18 and 28 MeV recoil protons from a CH₂ foil. The magnetic field has been designed to focus recoil protons (or deuterons) with very different trajectories through the system. The CR-39 detectors, which are oriented for normal particle incidence, are positioned at the focal plane of the spectrometer (the location of best focus).

Examples of *ab initio* modeled MRS-response functions for the medium and low-resolution CD-foil configurations, discussed in Table 4-1, are illustrated in Figure 4-17b. These recoil-deuteron spectra were calculated using the primary DT neutron spectrum shown in Figure 4-17a ($Y_n=3 \times 10^{13}$, $T_i=5$keV). Using the same neutron source spectrum as shown in Figure 4-17a, the MRS-response function for a 100µm CH₂ foil (high resolution) is shown in Figure 4-18b. Also shown in Figure 4-18b are the MRS-response functions for a 100µm CH₂ with a 140µm and 80µm tantalum filter behind to range down the recoil protons to an average energy of 10 MeV and 12 MeV, respectively. The idea of these measurements was to probe the MRS calibration at these energies.
Figure 4-17: Examples of *ab initio* modeled MRS-response functions for the medium and low-resolution CD$_2$-foil configurations. a) Primary DT neutron spectrum ($Y_n=3\times10^{13}$, $T_i=5$keV) used in these calculations. b) Recoil-deuteron spectra calculated for the CD$_2$ medium and low-resolution configurations (see Table 4-1). As shown by these two spectra, there is a tradeoff between efficiency and energy resolution.

Figure 4-18: Examples of *ab initio* modeled MRS-response functions for 100µm CH$_2$ foil configurations with different amounts of tantalum filtering behind. a) Primary DT neutron spectrum ($Y_n=3\times10^{13}$, $T_i=5$keV) used in these calculations. b) Recoil-proton spectra calculated for a 100µm CH$_2$ foil with a 140µm and 80µm tantalum filter behind to range down the recoil protons to an average energy of 10 MeV and 12 MeV, respectively. The recoil-proton spectrum generated without the Ta filter is also shown.

*Ab initio* modeling of the NIF-MRS response was also conducted for different configurations prior to installation. In Figure 4-19, the response for the MRS in high, medium, and low-resolution mode, discussed in Table 4-1, are shown. The DT neutron source spectrum ($Y_n=10^{14}$, $T_i=5$keV) used in these calculations is illustrated in Figure 4-19a.
4.3.2 In situ energy calibration of the MRS on OMEGA and the NIF

A series of in situ calibration experiments were conducted to check the performance of the as-built OMEGA MRS\textsuperscript{24} and the NIF MRS. As the ab initio modeling used nominal spectrometer settings, this type of calibration experiment is required to quantify a possible misalignment of the magnet, detectors, and small changes in the magnetic field from the modeled one. For these experiments, a series of DT-gas filled CH capsules with a nominal diameter of 850 µm, a fill pressure of 15 atm, and shell thicknesses of 15 µm were imploded with a 1ns square laser pulse shape, delivering ~ 23 kJ of UV-energy at OMEGA. Primary neutron yields in the range of ~10\textsuperscript{13} to ~3×10\textsuperscript{13} and \( T_i \) in the range of 5-6 keV were produced in these implosions. An accurate yield and energy calibration of the MRS could therefore be obtained, as these yields were high enough to allow the MRS to operate in a high-resolution mode. The Doppler broadened primary DT neutrons were used to produce recoil protons and deuterons from a 100µm CH\textsubscript{2} foil and 60µm CD\textsubscript{2} foil, respectively. This provided two well-known calibration points at a proton energy of 13.9 MeV and a deuteron energy of 12.4 MeV. The deuteron energy corresponds to a proton equivalent of 24.6 MeV (this number is determined by the mass ratio times the deuteron energy with a small relativistic correction). These experiments were repeated with different thicknesses of tantalum foil positioned behind the CH\textsubscript{2} and CD\textsubscript{2} foils to obtain calibration points at various energies. Figure 4-20 shows the experimental results for three shots that used 100µm CH\textsubscript{2}: one with no filter (13.9MeV), one with an 80µm Ta filter (11.8MeV), and one with a 140 µm Ta filter (10.1MeV). Figure 4-20 also compares the experimental results to the Geant4 simulated spectra, which were obtained after a -1.1% correction to the magnetic field had been applied to the model.
Figure 4-20: Examples of recoil-proton spectra obtained from the in situ energy calibration of the OMEGA MRS, using DT primary neutrons produced in DT-gas filled CH capsule implosions. A 100µm CH₂ foil with a 140µm or 80µm tantalum filter behind was used to probe the energy characteristics of the as-built MRS at ~10 MeV and ~12 MeV, respectively. A recoil-proton spectrum was also recorded when no tantalum was positioned behind the CH₂ foil (shot 49400). The spectra were explained by Geant4 modeling (red spectra) after a -1.1% uniform scale factor had been applied to the magnetic field.

This type of in situ energy calibration experiment was repeated by using CH₂ and CD₂ foils and different filters behind these foils. The results from those experiments are shown in Figure 4-21, in which the proton equivalent energy at the center of a CR-39 detector is plotted as a function of detector-window number (position along the focal plane could have been used as well on the x axis). The results are compared to the nominal ab initio simulated energy calibration (dashed curved) and the in situ energy calibration (solid curve). A -1.1% uniformly scaled field provided a better fit to the data over the entire array, improving the proton equivalent energy uncertainty from ±430 keV to ±160 keV. This translates to a neutron energy error of ±100 keV when using the CD₂ foil.
Figure 4-21: Measured and modeled energy (proton equivalent) as a function of detector window for the OMEGA MRS (as each CR-39 has a certain width, the energy representing the center of the CR-39 is plotted here). The dashed curve was determined from the \textit{ab initio} modeling of the MRS, in which a nominal magnetic field was used. The solid curve represents the \textit{in situ} energy calibration of the MRS, in which the strength of the magnetic field was reduced by 1.1%. The data were obtained using the primary DT neutron spectrum and CH$_2$ and CD$_2$ foils. The energies below 15 MeV were probed by recoil protons from a CH$_2$ foil, while energies above 15 MeV were probed with recoil deuterons from a CD$_2$ foil. \textit{b}) Estimated calibration error calculated from the difference between the particle energy and the energy inferred from the calibration for the nominal field (blue triangles) and the -1.1% weaker field (red points). The estimated energy error is improved to $\pm 160$ keV from $\pm 430$ keV (proton equivalent energy) using the -1.1% field correction.

Similarly, \textit{in situ} energy calibration data, shown in Figure 4-22, were obtained with the NIF MRS when operated with a medium resolution CD$_2$ foil (Table 4-1). In these experiments, the DT primary neutron spectrum from a DT gas-filled SiO$_2$ capsule implosion (N101212) and a cryogenic DT capsule implosion (N110914) was used. The solid red curve is the deuteron energy distribution entering the system. The measured deuteron spectrum for N110914 is shown by the red solid points. This spectrum revealed that the \textit{ab initio} calibration was significantly off. By increasing the modeled magnetic field with about 5%, the modeled spectrum matches the measured recoil-deuteron spectrum very well. The other spectrum (solid blue points) for N101212 was obtained at lower energies using a 75$\mu$m thick Ta filter behind the foil, which ranged the average recoil-deuteron energy from 12.0 MeV to 8.4 MeV (23.8 MeV and 16.7 MeV proton equivalent energies). Once again, the magnetic field had to be increased by 5% to match the experimental observation. This modification of the \textit{ab initio} modeling is not surprising, as the field in the NIF-MRS magnet was measured to be 6% higher than the field in the OMEGA-MRS magnet (see Figure 4-8). These experiments show that the corrected Geant4 modeling provides an accurate description of the as-built NIF-MRS performance.
Figure 4-22: In situ calibration data obtained with the installed, as-built NIF MRS. For the calibration, DT primary neutrons from a DT-gas filled SiO$_2$ capsule implosion (N101212) and a cryogenic DT capsule implosion (N110914) were used. The medium resolution CD$_2$ foil (see Table 4-1) was used without a ranging filter (red solid points) and with a 75$\mu$m thick tantalum filter behind (blue solid points) to probe the energy characteristics of the as-built MRS around 12.0 MeV and 8.4MeV (23.8 MeV and 16.7 MeV proton equivalent energies), respectively. The ab initio calibration was corrected in situ using a 5% stronger modeled field (solid spectra).

Additional checks of the in situ energy calibration of the NIF MRS were conducted, and one of those experiments used D$_3$He protons from a D$_3$He gas-filled exploding-pusher implosion. In this experiment, a 196$\mu$m stainless steel filter with a rectangular hole in it, replaced the CD$_2$ to obtain two proton-energy calibration points at ~14.7 MeV and ~11.2 MeV. This split-filter is depicted in Figure 4-23a. In Figure 4-23b, the measured data obtained with the in situ energy calibration described earlier is shown. Excellent agreement between the modeled and measured spectra, illustrated in Figure 4-22 and Figure 4-23, show that the MRS provides excellent data from 11 – 24 MeV proton equivalent energies. Further, calibration data at lower energies were not available at the time when this thesis was written but data already taken show that the energy calibration of the NIF MRS is accurate to ±100keV proton equivalent energy, which corresponds to ±60 keV neutron energy when using the CD$_2$ foil.
Figure 4-23: a) Image of the 196µm stainless steel filter with a rectangular hole in it, which replaced the CD$_2$ foil typically used in DT experiments. In this calibration experiment, D$^3$He protons were used from a D$^3$He gas-filled exploding-pusher implosion (N110722). The filter was used to obtain two energy calibration points by allowing direct ~14.7 MeV D$^3$He protons to go through the hole in the center, and ranging some D$^3$He protons down to ~11.2 MeV through 196µm stainless steel filter. b) Measured D$^3$He proton spectrum, which displays two peaks as expected. The measured spectrum is in excellent agreement (~100keV) with the \textit{in situ} calibrated modeled spectrum.

Having established that the Geant4 model of the MRS can adequately describe the data measured with the MRS on OMEGA and the NIF, it can be used to construct a more detailed response of the systems. The coordinate along each individual CR-39 detector in the energy-dispersion direction is represented by $x_{\text{CR-39}}$ (shown in Figure 4-24). The signal region on each individual detector is 4.5 cm and 4.0 cm wide for the OMEGA MRS and NIF MRS, respectively, where the origin of the $x_{\text{CR-39}}$ coordinate is defined by the high-energy edge of each detector window.

Figure 4-24: An illustration of the CR-39 detector arrangement for the OMEGA MRS. Simulated trajectories for protons with energies of 6, 12, 18, 22 and 28 MeV are also shown. The detector windows are identified as W1, W2, ..., W11, where W11 detects protons (or deuterons) with the highest energies. The $x_{\text{CR-39}}$ coordinate along each individual CR-39 detector window increases with decreasing energy of the particle.

The initial plan was to operate the MRS in either CH$_2$ or CD$_2$ mode depending on application, but after the first set of \textit{in situ} calibration experiments, it was clear that the MRS in CD$_2$ mode was far superior in performance to the MRS in CH$_2$ mode. It was therefore decided to run the MRS in CD$_2$ mode until the issues with the CH$_2$ mode, primarily due to small and relatively faint proton tracks...
and high levels of intrinsic background in the CR-39 (defects), had been resolved. From this point on, only recoil-deuteron data is therefore discussed unless otherwise specified. In Figure 4-25a and Figure 4-25b, the detailed response of the OMEGA MRS operated in low-resolution mode and the NIF MRS operated in medium-resolution mode is shown, respectively. Also shown in Figure 4-25, as black dashed curves, are the best-fit polynomials to the simulated response (deuteron energy vs \( x_{\text{CR-39}} \) for each window).

![Figure 4-25: a) Geant4 simulated response of the OMEGA MRS when operated with a CD\(_2\) foil in low-resolution mode. The simulated data is presented in the form of the number of recoil deuterons per pixel at a specified \( x_{\text{CR-39}} \) and corresponding deuteron energy for a given detector window. The dashed black curves are polynomial fits to the simulated data, which are used to convert the recorded particle-track position into energy. As mentioned earlier, deuteron and proton energy calibrations are interchangeable through Equation (4-2), i.e. \( E_p \sim 2E_d \). b) Geant4 simulated response of the NIF MRS when operated with a CD\(_2\) foil in medium-resolution mode.](image)

4.4 Characterization of the MRS parameters

A summary of the spectrometer parameters and associated uncertainties are given in Table 4-1. The characterization of each parameter shown in that table is discussed in detail in this section. In addition, as the CD\(_2\) foil is not an off-the-shelf item that can be purchased, this section also describes how they are manufactured to the required tolerances.

4.4.1 Manufacturing CD\(_2\) foil

The CD\(_2\) foils are manufactured from a deuterium powder that is manufactured by ISOTEC Sigma Aldrich.\(^7\) From this powder, which contains 98% deuterium (atom percent), the first CD\(_2\)
foils for the OMEGA MRS were developed and produced by Dr. Kurt Fletcher et al. at Geneseo State University. Two manufacturing methods were explored and used: the xylene and heated-press methods. In the xylene method, the CD$_2$ powder is dissolved into a xylene liquid solvent under heat. When exposed to the heat for a certain period of time (minutes to hours), the solvent evaporates, leaving a thin foil of CD$_2$ at the bottom of the container. In the heated-press method, the powder is pressed in a mold under high pressures at an elevated temperature, resulting in a uniform foil. Both types of foils have been used for the OMEGA MRS and produced good data. The CD$_2$ foils for the NIF MRS have, on the other hand, been manufactured by General Atomics (GA), who only used the heated-press method. From the experience gained at the Geneseo State University, they improved the manufacturing process and produced excellent foils that well exceeded the requirement. X-ray radiographs of the foils (see Figure 4-26) showed that the amount of voids in the foil, areal density variations, and amount of micro-structure defects and cracks are well within specifications. Therefore, the uncertainties in the deuterium-number density, effective foil area, and average foil thickness are within specifications. As a consequence, the xylene made CD$_2$ foils for the OMEGA MRS are being phased out and replaced by GA heated-press foils.

4.4.2 Characterization of the CD$_2$-foil density, area and thickness

The average density of the CD$_2$ foil is determined from mass and volume measurements. The determined density of the OMEGA low resolution foil is $1.03\pm0.03$g/cm$^3$, which should be compared to the density of $1.08$g/cm$^3$ for pure deuterated polyethylene. This difference is due to the introduction of microscopic voids during the preparation of the foils (see Figure 4-26). The average density of the GA foils is $1.07$ g/cm$^3$ and thus much closer to the literature value. The density variation of the GA foils was also as small as $\pm2\%$, which is due to a smaller fraction of voids in these foils.

![Figure 4-26: X-ray radiographs of the CD$_2$ foils produced by Geneseo and GA. These images show that the GA-produced CD$_2$ foils have smaller fractions of voids and thus more uniform density. Photos courtesy of Reny Paguio, GA LLC.]
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The solid angle subtended by the foil is determined from the foil area ($A$) and foil distance from the implosion ($d$), i.e,

$$\Omega_n = \frac{A}{4\pi d^2}. \quad (4-5)$$

At OMEGA, the NDI is used to position the foil at a nominal distance of 10cm from the implosion or TCC. However, as the foil holder tends to get warped over time (due to intense heat exposure), and the fact that the foil is often not attached flush-on to the holder (cupping), the actual distance of the foil to TCC is different from the nominal value, which must be accounted for in determination of the detection efficiency (recall Equation (4-3)). Due to the energy and impulse-loading constraints on the NIF, the foil for the NIF MRS is positioned at a distance of 26cm from TCC (DIM 90-315 is used for the positioning of the foil). The foil is also positioned behind a protective blast shield, which prevents the foil holder from getting bent or warped. As a consequence, only cupping of the foil is a slight issue for the NIF MRS, but this is less of a problem than for the OMEGA MRS as the NIF MRS foil is positioned further away from TCC. Although the cupping is only a minor issue for the NIF MRS, the foil holder is being redesigned with a new four-point mount to help mitigate this issue.

**Figure 4-27:** Images of the CD$_2$ foils for the OMEGA MRS and NIF MRS, which illustrate the foil-holder warping and foil-cupping issues. The warping issue, which is mainly caused by intense heat exposure, only exists for the OMEGA MRS, as no protective blast shield is positioned in front of the foil holder (a 500μm thick SST plate in front of and in direct contact with the foil). The foil-cupping issue, on the other hand, exists for both the OMEGA MRS and NIF MRS. These issues result in a distance offset of about 2-5mm from the nominal value for the OMEGA MRS and up to 2mm for the NIF MRS. In case of the NIF MRS, this is not a significant issue as the nominal foil distance is 26cm.
Two approaches have been used to determine the area of the CD₂ foil. In the first method, an image analysis was used to determine the area from a photo taken of the foil. This method was only applied to the OMEGA-MRS foils. In the analysis, a known area of reference, covering a certain number of pixels in the image, was used to convert the number of pixels covered by the foil into an area (see Figure 4-28a). Multiple measurements with different area references indicated an uncertainty of ±0.1cm² associated with this method. Using this method, the low resolution foil for the OMEGA MRS was determined to be 13.19cm²±0.1cm². In the second method, the CD₂ foils were precision die cut by GA, and the uncertainty associated with this method was also estimated to be ±0.1cm². This method was applied to all NIF-MRS foils.

The average thickness of the low-resolution OMEGA foil was measured with a micrometer and the average thickness was 261.3 µm with a standard deviation of 18µm (thickness map is shown Figure 4-28b). The uncertainty in the average thickness is ±1µm, which typically represents the uncertainty for the determined average thickness of foils for the OMEGA MRS. The NIF MRS foils were measured at GA using a similar method with an absolute uncertainty of ±1µm, see Figure 4-29b. The standard deviation of the low resolution GA foil thickness is 5 µm. The high-mode surface roughness of the foil was evaluated for a large sample of foils using an interferometry method. With this method, it was found that the roughness was on average 0.5-1µm (RMS) for the Geneseo manufactured foils and ~0.2µm for the GA manufactured foils.

![Figure 4-28: Image of the OMEGA-MRS low resolution CD₂ foil. The measured area of the foil is 13.19±0.1cm². To avoid interference between the foil and gate valve during the foil insertion process, the shape of the foil had to be non circular (this is only an issue for the foils larger than 11cm²). Also shown, is a United States nickel (minted in 2006) used as a reference area for the foil area measurement, as described in the text. b) The measured thickness profile of the OMEGA low-resolution foil. The mean thickness is 261.3±1µm, and the thickness variation across the foil is characterized by a standard deviation of 18µm.](image-url)
Figure 4-29: Image of the NIF MRS low resolution CD$_2$ foil (produced and characterized by GA). The area and average thickness of this foil is 12.78±0.1cm$^2$ and 259±1µm, respectively. The thickness variation across the foil is characterized by a standard deviation of 5 µm.

### 4.4.3 The differential cross section for elastic n-d scattering in the laboratory system

The differential cross-section for the elastic n-d scattering in the laboratory system for neutron energies in the range 3.5-18 MeV is an important parameter that needs to be considered when determining the detection efficiency for the MRS (see Equation (4-3)). The uncertainty in the evaluated cross-sections, obtained from the ENDF/B-VII.0 nuclear database, also play an important role when determining the absolute spectrum from the measured recoil-deuteron spectrum. As these cross-sections are well known for the neutron energies of relevance, the MRS detection efficiency (and therefore the absolute neutron spectrum) can be determined with high accuracy. Figure 4-30a shows the angular differential cross-sections in the laboratory system for neutron energies of 5.6 and 14.1 MeV. Figure 4-30b shows the total cross section for the n-d elastic scattering as a function of neutron energy. See also Appendix A, for a detailed discussion of cross-sections in the center-of-mass (CM) and laboratory systems. The geometric consideration of the foil and magnet aperture of the cross-section is made using the Monte Carlo code MCNPX. The uncertainty in the forward scatter differential cross-section at 14MeV is 2.3%.
Figure 4-30: a) The differential cross-section for the elastic n-d scattering at neutron energies of 5.6 and 14.1 MeV as a function of laboratory scattering angle. The laboratory scattering angle $\theta_r$ is the angle between the incoming neutron and outgoing recoil deuteron. These cross-sections were obtained from the ENDF/B-VII.0$^{13}$ library. The location and geometry of the aperture with respect to the foil is such that only forward scattered recoil particles ($\theta_r \sim 0$) are accepted. b) The total cross section for the elastic n-d scattering, which can be obtained by integrating the angular differential scattering cross-sections, shown in a. The total cross sections were also obtained from the ENDF/B-VII.0$^{13}$ library.

4.4.4 The magnet aperture

For the OMEGA MRS and the NIF MRS, the magnet aperture is an $11 \times 2$ cm$^2$ and $10 \times 2$ cm$^2$ rectangular hole, respectively; cut out of a 500$\mu$m thick Tantalum plate. Highly accurate electrical discharge machining (EDM) was used to manufacture these apertures, and the estimated uncertainty in the aperture area is $\pm 0.2$ cm$^2$. As the aperture is directly attached to the wedge shaped magnet (see Figure 4-31), it is tilted with 14.2$^\circ$ with respect to the incoming recoil protons or deuterons. This reduces the effective aperture area with 3%. More importantly, since the distance of the aperture relative to the CD$_2$ foil is 215 cm and 570 cm on the OMEGA MRS and NIF MRS, respectively, any error in the location of the aperture with respect to the MRS LOS and has an insignificant impact on the detection efficiency.
4.4.5 The effect of the NDI-interception on the OMEGA-MRS data

It was recently found on OMEGA that the MRS-foil inserter, NDI, interferes slightly with the path of the recoil-deuteron beam, defined by the foil area and magnet aperture. The geometry is illustrated in Figure 4-32. As a consequence, a fraction of the produced recoil deuterons do not reach the aperture. This interception produces an asymmetric signal distribution in the direction perpendicular to the dispersion plane. Data obtained with the OMEGA MRS operated in medium resolution and low resolution that illustrates this asymmetric behavior is shown in Figure 4-33a and Figure 4-33b, respectively. These data were obtained when diagnosing DT-gas filled CH-capsule implosions. In the figures, the black dashed curves are simulated signal distributions when the NDI does not intercept the recoil-deuteron beam, and the blue dashed curves, which give the best fits to the data, are simulated signal distributions when the NDI intercepts the recoil-deuteron-beam path as shown in Figure 4-32. The best fits to the data indicate that a correction factor of $0.86 \pm 0.013$ should be applied to the MRS-detection efficiency for the low-resolution foil (uniformly over all energies) and $0.87 \pm 0.013$ for the medium-resolution foil. Engineering solutions to this issue are currently being implemented. This interception issue is not present at the NIF, as a totally different engineering solution is being used.
Figure 4-32: Illustration of the MRS and the MRS foil inserter (NDI) with super-imposed deuteron trajectories simulated with Geant4. The location where the NDI intercepts deuterons from the foil is illustrated in this drawing at the coupling between the foil holder and NDI.

Figure 4-33: a) Measured and simulated signal distributions, in the direction perpendicular to the bending plane (geometry illustrated in Figure 4-32) for the MRS operated in medium resolution. The data was summed over shots 55983-55989. The black dashed curve represents a simulation with the NDI not intercepting the recoil-deuteron beam and the blue dashed curve represents a simulation with the NDI intercepting the recoil-deuteron beam. The simulation of the NDI interception was obtained by adjusting the height of NDI foil-holder coupling until the best fit to the data was found. b) Same modeling as in (a), but for the MRS operated in low resolution compared to data obtained from a summation shots 61415 and 61418. Both cases indicate a detection-efficiency reduction of 13-14% due to the NDI interception for all deuteron energies. An engineering solution to this issue is currently being implemented. This interception issue is not present at the NIF, as a totally different engineering solution is being used.
In addition, all deuterons that enter the aperture are not detected with the OMEGA MRS, as their spatial spread, in the direction perpendicular to the bending plane, is larger than the length of the CR-39 detectors. As a result, a fraction of the aperture-selected deuterons will not be recorded by the CR-39 detector array by design. This is accounted for in the detection-efficiency calculation, through the transmission parameter \( T(E_d) \). \( T(E_d) \) decreases with increasing deuteron energy because the deuteron-beam path diverges in the direction perpendicular to the bending plane and the CR-39 detectors covering higher energies are further away from the magnet. A simulated signal distribution in the non-dispersion direction of primary DT data using the OMEGA-MRS operated in low-resolution mode is shown and compared to data in Figure 4-34a. The simulation indicates that \( T(12.5) = 0.79 \pm 0.013 \) (averaged over the primary peak), and therefore 21% of the recoil deuterons are not recorded. For comparison, NIF-MRS data is shown Figure 4-34b, which illustrates that the \( T = 1.0 \) (this applies to all energies), which is due to better ion-optical properties of the NIF MRS. A plot of the transmission as a function of deuteron energy for OMEGA MRS and the NIF MRS is shown in Figure 4-35.

Figure 4-34: a) Measured and simulated signal distributions, in the direction perpendicular to the bending plane, for the OMEGA MRS, which indicate a transmission of \( T(12.5) = 0.79 \pm 0.03 \) at about 12.5 MeV (which corresponds to a neutron energy of 14 MeV) (a) and the NIF MRS (b) operated in low resolution. These signal distributions were generated by primary DT neutrons. b) Measured and simulated signal distributions, in the direction perpendicular to the bending plane, for the NIF MRS. Due to the ion-optical properties of the NIF MRS, the transmission is 1.0 for all deuteron energies.
Figure 4-35: Transmission as a function of deuteron energy for the OMEGA MRS (solid line) and NIF MRS (dashed line). The uncertainty in the OMEGA MRS transmission function, inferred from experiments with different aperture sizes, is shown by the grey region around the solid line. Due to the ion-optical properties of the NIF MRS, the transmission is 1.0 for all deuteron energies.

4.5 Geant4 simulations of the complete MRS-response function

With an excellent understanding of the as-built MRS on OMEGA and the NIF, a complete MRS response function for the different configurations can now be generated with Geant4. This is accomplished by computing the deuteron spectrum at the CR-39 detector array, for neutron energies of 3.05, 3.105, …, 26.95 MeV. The energy calibration polynomials are used to convert position along the CR-39 detector plane into deuteron energy. The output of this calculation is a 240 × 240 response matrix. The utility of this matrix is that it allows a modeled neutron spectrum to be directly folded with the MRS-response function in one simple step, instead of running a full Geant4 simulation each time a measured MRS spectrum is analyzed. As each MRS configuration has a foil with different measured thickness and area, it must have its own specific response matrix. The OMEGA MRS-response matrices for the medium-resolution (10.64cm² area 164µm thick) and low-resolution (13.19cm² area 261µm thick) CD₂ foils are shown in Figure 4-36.
Figure 4-36: The response matrices for the OMEGA MRS operated in medium resolution (a) and low resolution (b) (see Table 4-1 for these spectrometer configurations). As shown by both matrices, the energy broadening is more significant at lower energies. The response matrix is used to determine the neutron spectrum from the measured recoil deuteron spectrum. This is done by folding a modeled neutron spectrum with the response matrix and by adjusting the neutron spectrum until best fit to the measured spectrum is found.

Figure 4-38a illustrates MRS spectra summed over a series of 20µm CH-capsule implosions (shots 54472-54474) and 15µm CH-capsule implosions (shots 58165 & 58209-58210), which produced $3.2 \times 10^{13}$ and $5.0 \times 10^{13}$ primary neutrons, respectively (these yields were measured with the nTOF diagnostic). The blue spectrum was obtained when the MRS was operated in medium resolution, and the red spectrum was obtained when the MRS was operated in low resolution. The modeled neutron spectra that provide the best fit to the measured spectra are shown in Figure 4-38b. Judging the data, the simulated and measured energy responses are in excellent agreement. Also, the total neutron yield determined the measured spectra are in agreement with the nTOF yields (discussed quantitatively in Chapter 5).
Figure 4-37: a) MRS spectra summed over a series of 15 µm CH-capule implosions (blue spectrum) and 20 µm CH-capule implosions (red spectrum), which produced 5.0×10^{13} and 3.2×10^{13} primary neutrons, respectively. Due to different average energy losses in the CD_{2} foil, the average energy of the deuterons is 11.4 and 11.8 MeV for the low and mid resolution foils, respectively. Energy kinematics (second term in Equation (4-4)) also causes some energy downshift of the recoil deuterons. b) Modeled neutron spectra that provide the best fits to the measured recoil-deuteron spectra.

The response matrices for the NIF MRS operated with a low-resolution (12.78cm^{2} area and 259 µm thick), a medium resolution (12.78cm^{2} area and 138µm thick), and a high-resolution (12.78cm^{2} area and 47µm thick) CD_{2} foil are shown in Figure 4-38.

Figure 4-38: Response matrices for the NIF MRS operated in high (a), medium (b), low-resolution (c) modes.

Primary data obtained with the NIF MRS operated in different configurations are shown in Figure 4-39. These spectra were obtained from three 4µm thin-glass DT implosions (N100923, N1001030, and N110217), which produced yields of 4.8×10^{13}, 2.3×10^{14}, and 2.0×10^{14}, respectively. The green, blue, and red spectra were obtained when the MRS was operated in high-resolution, medium-resolution, and low-resolution mode (see Table 4-1), respectively. The modeled neutron spectra that provide the best fit to the measured spectra are shown in Figure
4-38b. Also, the total neutron yields determined from the measured spectra are in good agreement with the nTOF and activation yields (discussed in quantitatively in Chapter 5).

Figure 4-39: MRS spectra obtained from three 4 µm SiO₂-capsule implosions (N100923, N1001030, and N110217), which produced \(4.8 \times 10^{13}\), \(2.3 \times 10^{14}\), and \(2.0 \times 10^{14}\), respectively. The green, blue, and red spectra were obtained when the MRS was operated in high-resolution, medium-resolution, and low-resolution mode. Due to different average energy losses in the CD₂ foil, the average energy of the deuterons is 11.4 MeV for low resolution, 12.0 MeV for medium resolution, and 12.3 MeV for high resolution. Energy kinematics (second term in Equation (4-4)) also causes an energy down shift of the recoil deuterons. b) Modeled neutron spectra that provide the best fits to the measured recoil-deuteron spectra.

4.6 Modeling of the neutron-background and optimal shielding design for the MRS

The choice of using CR-39 for the MRS detector was based on its insensitivity to x-rays, γ-rays, and EMP, and its 100% sensitivity to charged particles. CR-39 is on the other hand somewhat sensitive to neutrons (>0.1MeV) according to Seguin et al. and Frenje et al. The efficiency for detecting 14.1 MeV neutrons is \(6 \times 10^{-5}\) and \(10^{-4}\) for 2.45 MeV neutrons, which makes neutrons the primary source of background for low-signal applications such as down-scattered neutron measurements and TT neutron measurements (the other main source background is intrinsic noise, which will be discussed later in this section). It is therefore necessary to carefully model the neutron-background environment around the MRS and mitigate it by optimizing the shielding around the system (and use other means like the CCT discussed in Chapter 6). This section discusses the modeling of the neutron background and the optimal shielding design for both the OMEGA MRS and NIF MRS. In the case of the OMEGA MRS, modeling of the neutron background, with and without shielding, was also authenticated by measurements. The shielding built around the OMEGA MRS and the NIF MRS is shown in Figure 4-2.
4.6.1 Neutron interactions in CR-39

Neutrons interact with the CR-39 through nuclear elastic scattering, \((n,p)\) reactions, \((n,\alpha)\) reactions, and carbon breakup. All these processes generate charged particles, as illustrated by Figure 4-40,\(^{69}\) which leave trails of damage in the CR-39 that are revealed by the standard etching process described in Section 4.2.4 and in Chapter 6.

![Schematic drawing of CR-39 detector and neutron-interaction processes](image)

Figure 4-40: Schematic drawing (not to scale) of the CR-39 detector and the neutron-interaction processes that mainly take place in the CR-39 material. The neutrons can interact with the CR-39 material via nuclear elastic scattering, which produces recoil protons or recoil-carbon or recoil-oxygen nuclei in the forward direction in the laboratory system. Neutrons can also generate \((n,p)\) reactions or \((n,\alpha)\) reactions in carbon and oxygen in the CR-39 material, producing charged particles that can generate tracks in the CR-39. Carbon-breakup \((n, 3\alpha)\), is another reaction that can occur in the CR-39.

4.6.2 Neutron background characterization and shielding design for the OMEGA MRS

The principal sources of background are direct primary neutrons and neutrons scattered by the chamber, target bay walls, diagnostics, and other structures surrounding the MRS. Although the CR-39 efficiency for detecting these neutrons is small, the MRS needs to be enclosed by polyethylene shielding to suppress the neutron background to the required level for measurements of DSn. To optimally design the shielding for the MRS, it is essential to first determine the fluence, directionality, and spectrum of the primary and scattered neutrons in the region around the MRS. The codes TART\(^{56}\) and MCNP\(^{57}\) simulated the neutron fluence using a model of the OMEGA target bay and target chamber. Measurements of the neutron fluence at various locations in the target bay were also conducted with several CR-39 detectors to benchmark the simulations. Figure 4-41a shows the locations of the CR-39 detectors used in this experiment, and the resulting data compared to simulations are shown in Figure 4-41b. Excellent agreement between the data and the simulation is observed, indicating that the modeling is accurate. For comparison, the \(1/(4\pi R^2)\) curve, which represents the direct unscattered primary neutrons, is also shown in the figure. The difference between the measured fluence and the \(R^2\) curve indicates the level of scattered neutrons at various distances from TCC.
The neutron fluence data, shown in Figure 4-41b, and the space-constraints information on OMEGA allowed us to optimally design the polyethylene shielding for the MRS that met the engineering requirements. The MCNP model used for this includes the MRS, the OMEGA target chamber, and the OMEGA target bay. A cut through image of the final MRS shielding design is shown in Figure 4-42a. This image has been rotated to have the x-axis parallel with the MRS LOS. In addition to the 20cm thick polyethylene shielding (marked green), a 20cm thick stainless steel plug was positioned between TCC and the detector to reduce the fluence of direct unscattered primary neutrons. Iron is often used to attenuate and moderate fast neutrons via inelastic scattering but a non-ferromagnetic material must be used in proximity to the MRS magnet. Figure 4-42b shows the simulated neutron fluence per produced neutron in the region around and inside the MRS. As shown by the image, significant attenuation occurs in the magnet return yoke and the shielding in front of the detector. A beam of neutrons passes through the magnet pole gap and to some extent scatters inside the shielding. This is not optimal from a S/B point of view, but unavoidable due to space constraints. The fluence of background neutrons around the MRS shielding was simulated and measured to be \( \approx 10^{-6} \text{n/cm}^2\) per produced neutron (see Figure 4-41b). Inside the shielding at the detector array, the neutron fluence was determined to be about \( 10^{-7} \text{n/cm}^2\) and about \( 2\times10^{-8} \text{n/cm}^2\) per produced neutron at the low-energy and high-energy side of the MRS detector, respectively. Once again, the reason for this is that more shielding could not be placed in front of the detector and around the magnet housing due to the space constraints.
Figure 4-42: a) MCNP model of the OMEGA MRS, which includes the magnet, detector array, 20cm of polyethylene shielding that surrounds the detector array, and a 20cm thick piece of stainless steel positioned in front of the detector array to attenuate direct primary DT neutrons via inelastic collisions. b) Simulated map of neutron fluence per produced neutron in the region around and inside the MRS shielding. The neutron fluence inside the shielding at the detector array was determined to be $<10^{-7}$ Y$_{DT}$ n/cm$^2$ per produced neutron. The implosion is located at the origin, and the MRS LOS is oriented along the x-axis. The MRS principle allows the detector array to be located off the main LOS providing significant shielding opportunities.

An additional check of the simulations and shielding design was conducted by measuring the neutron fluence at the MRS CR-39 detectors before and after the shielding was installed. The results are shown and contrasted to the simulations in Figure 4-43, which illustrate excellent agreement between the different measurements and simulations. Having benchmarked the modeling of the OMEGA MRS shielding, a similar modeling can now be applied with high level of confidence to the design of the NIF MRS shielding, which is discussed in the next section.
4.6.3 Neutron background characterization and shielding design for the NIF MRS

A detailed MCNP model of the NIF target bay, developed by Lawrence Livermore National Laboratory, was used as a starting point in the effort of optimizing the shielding for the NIF MRS. This model, which is shown in Figure 4-44a, includes a complex representation of the NIF target chamber. In particular, it includes the 10cm thick spherical aluminum chamber, surrounded by 50cm of gunite shielding along with the laser and diagnostic ports. The concrete and stainless steel reinforced target-bay walls and floors are also included in the model. Using this model, the fluence of background neutrons was determined to be about $10^{-7}$ neutrons/cm$^2$ per produced neutron at the MRS location, which is close to the chamber equator at 77º-324º LOS (see Figure 4-44b). As shown by the neutron fluence map, neutrons stream relatively unaffected through the chamber ports. A detailed model of the MRS was incorporated into the NIF target bay model, as shown in Figure 4-45a.
Figure 4-44: a) A detailed MCNP model of the NIF target bay, which includes the NIF target chamber with its laser and diagnostic ports, and the concrete and stainless steel reinforced walls and floors. This model was initially used to determine the neutron fluence at the MRS location. The NIF MRS was subsequently added to the model. b) Simulated neutron fluence inside the NIF target bay. The fluence is given in neutrons/cm$^2$ per produced neutron. A neutron fluence of $\sim 10^{-7}$ n/cm$^2$ per produced neutron was determined at the MRS location.

A blown-up view of the MRS model with the final shielding design is shown in Figure 4-45a. This MCNP model was used to simulate the fluence map of background neutrons around and inside the MRS shielding (Figure 4-45b). As shown by the map, the simulated neutron background inside the shielding is $\sim 2 \times 10^{-9}$ neutrons/cm$^2$ per produced neutron, indicating that the shielding reduces the neutron fluence $\sim$ 50 times. At the time of writing this thesis, this number could not be checked experimentally because the number of produced neutrons required for this needs to exceed $\sim 10^{15.69}$. And, the maximum produced yield to date is about $7 \times 10^{14}$. Also important to the shielding design is the neutron beam dump, which allows the beam of unscattered primary DT neutrons to pass freely through the NIF MRS. The total weight of the polyethylene shielding is about 6000 lbs.
Figure 4-45: a) MCNP model of the final NIF MRS shielding design. The MRS detector array is located behind the target chamber shield, which provides excellent shielding. The detector array is also surrounded by ~40 cm of polyethylene shielding, which reduces the fluence of scattered, ambient neutrons. An important feature to the shielding design is the neutron beam dump, which allows the neutron beam to freely pass through the system. b) Simulated neutron fluence (Log10) around and inside the MRS shielding. The neutron fluence is given in neutrons/cm² per produced neutron. This simulation shows that the fluence is reduced inside the shielding by about a factor of ~2×10⁻⁹ n/cm² per produced neutron.

4.7 S/B for the MRS down-scattered neutron measurements at OMEGA and the NIF

Measurement of the DSn spectrum is quite challenging due to the low signal level relative to the intrinsic background and background of direct primary neutrons and scattered neutrons, as discussed in the previous sections. Using Equation (3-3), the DSn signal level (in the range 10-12 MeV) from an OMEGA-cryogenic DT implosion can be approximately expressed as

\[ S_{DSn} \sim 0.05 \times \rho R \times 2.1 \times 10^{-9} \times 1.7 \times Y_{DT} \sim 1.8 \times 10^{-10} \times \rho R \ (\text{g/cm}^2) \times Y_{DT}. \]  (4-6)

This expression was determined for the MRS when operated in low-resolution mode (see Table 4-1). The factor of 1.7 accounts for the higher detection efficiency at DSn energies compared to 14 MeV (due to higher cross-section and higher transmission shown in Figure 4-35). The neutron background, calculated in the previous section, is on average ~5×10⁻⁸×Y_{DT} n/cm² (see Figure 4-43), and the CR-39 intrinsic background is ~50 tracks/cm². With a CR-39 detector area of A~48 cm², covering the DSn region and a CR-39 neutron detection efficiency⁶⁹ of 6×10⁻⁵ (this value can be
decreased to $\sim 10^{-5}$ using careful track diameter, contrast, and eccentricity discrimination for deuteron signal), the neutron-background level and intrinsic background can be roughly expressed

$$B \sim 10^{-5} \times 48 \times 5 \times 10^6 \times Y_{DT} + 50 \times 48 \sim 2.4 \times 10^{-11} \times Y_{DT} + 2400.$$  \hspace{1cm} (4-7)$$

For a typical cryogenic DT yield of $2 \times 10^{12}$ and a $\rho R$ of 0.19 g/cm$^2$, Equations (4-6) and (4-7) give a $S_{DSn}/B \sim 0.03$. Chapter 6 discusses the CCT, which is used to further reduce the neutron and intrinsic background to the required level for an accurate measurement of the DSn spectrum. It should be noted though that the shielding is adequate for measurements of the primary neutron spectrum. Applying a similar analysis to the NIF MRS data results in the following expressions

$$S_{DSn} \sim 0.05 \times \rho R \times 8.48 \times 10^{-11} \times 1.5 \times Y_{DT} \sim 6.4 \times 10^{-12} \times \rho R \text{ (g/cm$^2$)} \times Y_{DT}$$

$$B \sim 10^{-5} \times 48 \times 2 \times 10^9 \times Y_{DT} + 50 \times 48 \sim 10^{-12} \times Y_{DT} + 2400.$$  \hspace{1cm} (4-8)$$

These expressions were determined for the MRS operated in low-resolution mode, and when using a DSn signal area of $\sim 48\text{ cm}^2$ and a neutron fluence of $2 \times 10^{-9}$ n/cm$^2$ per produced neutron (calculated in the previous section). Again, the detection efficiency is evaluated at DSn neutron energies, which are $\sim 1.5$ times higher than the efficiency for primary neutrons, but a transmission correction is not required. For a cryogenic yield of $Y_{DT} \sim 3 \times 10^{14}$ and $\rho R \sim 1$ g/cm$^2$, the $S_{DSn}/B \sim 1$. This shows the background level is acceptable for a DSn measurement at $Y_{DT} \sim 3 \times 10^{14}$ meaning that for lower yields $Y_{DT} < 10^{14}$, the intrinsic background dominates and the $S/B<1$. In these cases, the CCT is required, as extensively discussed in Chapter 6.

Some of these points are nicely illustrated in Figure 4-46, which shows a MRS spectrum summed over OMEGA shots 54472-54474. Here, 23kJ of laser energy was delivered in 1ns to a series of 20\(\mu\)m CH-capsule implosions, filled with 17atm of DT gas. The total integrated yield was $3 \times 10^{13}$. Using a similar analysis as the one outlined above for the OMEGA MRS results in a predicted $S_{DT}/B \sim 20$ (where $S_{DT}$ is the primary signal), which is reasonably close to the observed value for the primary spectrum shown in Figure 4-46. Using the estimates of the effectiveness of the CCT (75-100 reduction of the neutron and intrinsic background) derived in Chapter 6 (see Figure 6-10), and a typical $\rho R$ of $\sim 0.07$ g/cm$^2$ for this type of implosion gives a $S_{DSn}/B \sim 15$, which is also close to the observed value.
The MRS measures the absolute neutron spectrum at OMEGA and the NIF. The efficiency and resolution are functions of the MRS parameters summarized in Table 4-1. This chapter reviewed the final design of the MRS on OMEGA and the NIF, and the characterization of their system parameters. Using the Monte Carlo code Geant4, the full MRS-response function for various configurations (Table 4-1) has been characterized and discussed in detail. The response function is used to interpret the measured MRS spectrum. The neutron background for the MRS has been simulated, using the Monte Carlo code MCNP, and measurements of the neutron fluence at various locations in the OMEGA target bay have been used to benchmark the simulations. Although, the OMEGA-MRS polyethylene shielding decreases the neutron background by ~10 times, it is inadequate for DSn measurements. Further background reduction is required, and this is achieved with the CCT. The performance of the NIF MRS polyethylene shielding is expected to be adequate for DSn measurements for DT yields in excess of $10^{14}$. For yields < $10^{14}$, the CCT is also required (see Chapter 6 for details). Both the OMEGA-MRS and NIF-MRS perform well and have succeeded in their primary objective to measure the DSn spectrum, which is discussed in detail in Chapter 7. In addition to measuring the DSn spectrum, new physics about the stratification of deuterium and tritium fuel in ICF implosions is being inferred from the neutron spectrum, and this topic is discussed in Chapter 9. Furthermore, the emitted neutron spectrum from the TT reaction has been measured with the MRS for the first time at temperatures relevant to ICF conditions, and it is revealing interesting nuclear physics about the reaction at lower reactant energies than measured before.
The absolute neutron yield from an ICF implosion is the most fundamental parameter that can be measured. As the number of neutrons produced by an implosion is directly related to the number of reactions and energy released, this quantity will directly indicate if ignition has occurred. Although many different yield diagnostics exist, it is challenging to conduct an accurate absolute yield measurement. As the MRS detection efficiency is determined from first principles (see Chapter 4), the absolute primary neutron yield from an ICF implosion is determined directly from the measured data without any cross calibration to other diagnostics data. This chapter focuses on that measurement. Section 5.1 discusses in some detail the diagnostics typically used to measure neutron yield from an ICF implosion. Section 5.2 describes the actual MRS yield measurements at OMEGA and the NIF, and Section 5.3 outlines future work. Section 5.4 summarizes this chapter.

5.1 Techniques for measuring neutron yield

As CR-39 is sensitive to neutrons (see Chapter 4 and Chapter 6), it is sometimes used as a neutron yield detector in dosimetry and ICF applications. Two approaches have been developed to measure the neutron yield using CR-39; the first uses a cross-calibration method that is based on the associated particle technique; the second method is based on ab initio simulations of the CR-39 response. Using CR-39 as a neutron detector for ICF applications poses some constraints on the location or the setup of the CR-39 detector, because the CR-39 is sensitive to low-energy neutrons scattered by nearby structures. Either it needs to be positioned close to the implosion to minimize the effect of neutrons backscattered from the target chamber or it can be placed just behind an external charged-particle radiator (a polyethylene foil) that provides some directionality that is used to discriminate backscattered neutrons.

Activation diagnostics are also used to measure the neutron yield from an ICF implosion by observing the neutron-induced radioactivity in samples. In principle, the neutron yield can be determined from the amount of activity in the sample. Information about the solid angle subtended by the fielded sample, activation cross-section, and radioactive decay between the time of shot and measurement of the radioactivity in the sample are also required for the determination of the neutron yield. In DD experiments, indium is used as sample material, while in DT experiments Cu and Zr are used because they have higher activation thresholds, making them less sensitive to scattered low-energy neutrons. In general, scattered neutrons pose a challenge for activation techniques because they can induce radioactivity that can be mistaken as signal coming directly from the implosion. It is therefore essential to select a clean LOS and to characterize the effect of the neutron scattering from nearby structures. In addition, attenuation of neutrons in materials in front of the sample (and within the sample) must be understood. The attenuation of the radiation emitted inside the sample must also be carefully considered when determining the activity in the
sample. Indium has the added complication of being sensitive to high-energy x-rays, which are often present in ICF experiments.\textsuperscript{78}

The neutron yield is routinely measured with the nTOF diagnostic,\textsuperscript{43, 79, 80} which is a neutron detector that can be based on a scintillator or a chemical vapor deposited (CVD) diamond. The interaction of neutrons with the scintillator-based detector produces light, which is transported to the photomultiplier system where it is converted to an electronic signal. This signal is subsequently transported to a data acquisition system (typically a computer controlled oscilloscope) where the signal is digitized. In the case of CVD based diagnostics, neutrons interact with the diamond generating electron-hole pairs that are separated by an applied voltage bias, whose electronic signal is digitized and recorded.\textsuperscript{81} Calculating the response of a scintillator or CVD based nTOF detector from first principles is very complicated. The nTOF as a yield diagnostic is therefore cross-calibrated to other yield diagnostics such as Cu and Zr activation\textsuperscript{80} or MRS (discussed in this thesis).

Another type of diagnostic that is used to measure neutron yield is the proton recoil detector (PROTEX)\textsuperscript{82}, which uses a pin diode to detect recoil protons from a thin CH\textsubscript{2} foil. In this diagnostic, the pin diodes are shielded from the direct radiation from the implosion but still sensitive to scattered protons from the CH\textsubscript{2} foil.

5.2 MRS measurements of the primary yield on OMEGA and the NIF

\( Y_{DT} \) can either be determined from the number of primary counts (S) in the MRS-measured spectrum divided by the primary detection efficiency (\( \varepsilon_{DT} \)) \( Y_{DT}=S/\varepsilon_{DT} \), or from the primary neutron spectrum that best fits the MRS-measured spectrum. As the detection efficiency is a function of neutron energy (caused by the energy dependence on the cross-section for the elastic nd-scattering), a primary-neutron-spectrum weighted \( \varepsilon_{DT} \) is used in the analysis. In the case of the forward-fit analysis of the MRS-measured spectrum, this is automatically done through the response function. Table 4-1 lists the \( \varepsilon_{DT} \) and the error budget for several MRS configurations on OMEGA and the NIF. The primary DT yield has been measured using the MRS for a wide range of DT implosions at these facilities. Discussed in Chapter 4, the total systematic error associated with the \( Y_{DT} \) determination is \( \sim 7\% \) and \( \sim 3.2\% \) for the OMEGA MRS and the NIF MRS, respectively. At OMEGA, the MRS is complimented by nTOF diagnostic,\textsuperscript{43, 79, 80} which is the other main primary yield diagnostic. The total estimated systematic error of nTOF is \( \sim 10\% \) at OMEGA.\textsuperscript{83} Figure 5-1 shows the determined MRS primary yields compared to nTOF primary yields, ranging from \( Y_{DT}=2\times10^{12}-2\times10^{14} \). Four different CD\textsubscript{2} foils were used for these measurements. This plot shows excellent agreement between the two different types of measurements over several orders of magnitude. A closer look at the data reveals that the nTOF provides a yield that is on average \( 1\pm2\% \) (statistical error only) higher than the MRS yield.

\* This works only if there are no other significant sources of neutrons in the vicinity of the primary peak, such as the DSn component in very high \( \rho R \) (>1g/cm\textsuperscript{2}) implosions.
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In the fall of 2010, the commissioning of a large suite of nuclear diagnostics on the NIF began. The diagnostics were the MRS, nTOFs, Zr activation, Cu activation, and the Gamma-ray-burn-history (GRH) detector. For these experiments, DT gas-filled exploding-pusher implosions were used. Cryogenic DT and THD implosions were also used to some extent for this purpose. After several series of implosions, it was clear that the MRS and activation techniques independently provided high-quality data, while the nTOFs provided yields that were about 20-30% higher. This yield discrepancy was eventually explained by an inaccurate transfer of the nTOF-yield calibration from OMEGA to the NIF environment. The nTOFs were therefore cross-calibrated to the weighted average of the MRS and activation data. The yields determined from the MRS data as a function of the activation data are shown in Figure 5-2. Excellent agreement between the two sets of data is observed. On average, the MRS-to-activation-yield ratio is 1.003±0.03 (all DT shots from September 2010 to February 2011).
Figure 5-2: Absolute primary neutron yield measured by the NIF MRS as a function of the primary yield measured by Zr and Cu activation (uncertainty weighted mean). Given the absolute uncertainties, excellent agreement between the measurements is observed, giving confidence in the absolute primary yield measured at the NIF. The MRS was operated in the low-resolution, medium-resolution, and high-resolution modes.

5.3 Future work

As the systematic uncertainty typically dominates the statistical uncertainty in the MRS data, better characterization of the different MRS parameters will reduce the uncertainty in the determined primary neutron yield. We are therefore in the process of reducing the dominant sources of the systematic uncertainties. At both OMEGA and the NIF, the uncertainty in the differential cross-section for nd elastic scattering is important. Faddeev calculations of the nd elastic scattering cross section for neutron energies in the range 3-18 MeV were recently conducted by Dr. Evgeny Epelbaum to an accuracy of 1%. These cross sections will replace the ENDF/VII-B cross sections used in the modeling of the MRS-response function, improving the systematic uncertainty in NIF-MRS yield data from 3.2% to 2.5%. For the OMEGA MRS, the uncertainty in the transmission function (4%), uncertainty in the deuterium number density (3%), and the distance of the foil to TCC due to positioning errors (3%) need to be considered as well when reducing the systematic yield uncertainty. Therefore, the foil holder for the OMEGA MRS is being redesigned to address the issue with the positioning of the foil. We are also in the process of better characterizing the transmission function. This is done by using magnet apertures of different sizes. In addition, the deuterium number density uncertainty is actively being improved by using GA manufactured CD$_2$ foils, discussed in Chapter 4. We anticipate that these improvements will reduce each individual source of uncertainty by about a factor of two, which will reduce the systematic yield uncertainty from 7% to 4%.
5.4 Summary

As the MRS detection efficiency is determined from first principles, the absolute primary neutron yield from an ICF implosion is determined directly from the measured data without any cross calibration to other diagnostics data. The results obtained at OMEGA and the NIF clearly demonstrate that the MRS provides very high-quality yield data. To further enhance the capability of the MRS, the systematic uncertainties associated with the MRS yield measurement is actively being reduced.
6 - The Coincidence Counting Technique for background reduction in MRS data

Measurements and calculations of the background in the MRS data (Chapter 4) have shown that the polyethylene shielding alone is not always sufficient to reduce the background to the required level for the DSn measurements at OMEGA and the NIF. Additional reduction of the background is therefore required for the DSn measurements for cryogenic DT and warm-capsules implosions at OMEGA and for the low-yield THD implosions at the NIF (yields <10^{14}). This is accomplished by using the CCT, discussed in this chapter. Section 6.1 provides an introduction and motivation for the CCT, while Section 6.2 describes the principle of the technique. Section 6.3 illustrates the application of the CCT to proton data obtained using our small linear accelerator. Section 6.4 discusses the CCT application to MRS data obtained at OMEGA and the NIF, and in Section 6.5, concluding remarks are made.

6.1 The Coincidence counting technique (CCT)

As described in Chapter 4, CR-39 is used to detect recoil particles from the foil. Although the CR-39 efficiency for detecting background neutrons is small, Chapter 4 also showed that measures are required to significantly reduce the neutron background for successful measurements of DSn from cryogenic-DT and plastic-capsules implosions at OMEGA, and from low-yield tritium-hydrogen-deuterium (THD) implosions at the NIF. This is achieved by surrounding the MRS with polyethylene shielding (Chapter 4), as a first step. Additional reduction of the background is accomplished by analyzing the MRS data using the CCT, which takes advantage of the fact that incident signal particles (protons or deuterons) penetrate deep inside the CR-39, producing correlated tracks on two surfaces. Using the CCT, these correlated signal tracks are searched for and distinguished from most of the background tracks, as the latter are generated anywhere in the CR-39 volume and are most likely to show up only on one surface or the other. More specifically, the CCT is implemented in a staged etch process, in which the CR-39 is etched in three steps; a sodium-hydroxide track etch, an ethanol-sodium-hydroxide based bulk etch, and a second track etch. The CCT has been applied to CR-39 in previous work but to our knowledge this is the first staged-etch implementation of the CCT.

6.1.1 CR-39 as a charged-particle detector

When charged particles pass through the CR-39 material, they leave trails of molecular damage, related to their stopping power \( (dE/dx) \), where \( x \) is the distance along the trail. These trails of damage are revealed as tracks by a chemical-etching process. As the CR-39 is a clear plastic with high optical quality, these tracks are readily observed and recorded with an optical microscope system.
6.1.2 The principle of the CCT

The CCT uses a three-step CR-39 etch process, which involves a sodium-hydroxide track etch, an ethanol-sodium-hydroxide bulk etch, and a second track etch.

When processed in this series of staged etches, the charged particles, which pass through the CR-39, leave microscopically visible tracks on each of the track-etched surfaces, resulting in coincident tracks. In contrast, most of the background tracks (both neutron-induced and intrinsic tracks) are generated randomly on each surface, as schematically shown in Figure 6-1.

![Schematic illustration of the three staged-etch process of the CR-39 used in the CCT (i.e. a track etch, an ethanol bulk etch, and a second track etch). When charged particles pass through the CR-39 they leave trails of molecular damage related to their stopping power (dE/dx). These trails of damage are revealed by a chemical-etching process that uses NaOH at 80°C. In this first step, the CR-39 is track etched and subsequently scanned using an optical microscope. The location, diameter, contrast, and eccentricity of each track are recorded. In the second step, an ethanol based bulk etch is used to remove significant amounts of CR-39 material and thus remove all tracks. This is done by tailoring the chemical etchant, etch temperature, and etch depth, as discussed in detail in the text. A second track etch is then conducted, which reveals the tracks again. Another scan is conducted, and tracks recorded in the first and second scans are then searched for within a correlation radius (Rc) that is chosen to be greater than Rl (caused by mainly lateral straggling, non-normal incidence and scan misalignment). Any tracks on the two surfaces within Rc are considered to be coincidence tracks. In contrast, the background is mainly distributed randomly on one surface or the other and can effectively be removed using the CCT.](image)

6.1.3 First processing step – The sodium-hydroxide track-etch and scan

For the track-etch, the chemical etchant, concentration, and temperature is carefully chosen to maximize the ratio of the track-to-bulk etch rate. Typically, the CR-39 is etched for 6 hours in 6N NaOH at a temperature of 80 °C. This allows for more material to be removed in the damaged trails than around them (i.e., the CR-39 bulk material), resulting in particle-track growth. After the signal tracks have been revealed in the first track etch, the CR-39 is scanned and the location,
diameter, contrast, and eccentricity of each track are recorded. The location of pin-mark fiducials are recorded and stored so that the coordinate system can be related in the following steps. More detailed information about this process can be found in the papers by Hicks and Seguin.

### 6.1.4 Second processing step – The ethanol-sodium-hydroxide bulk etch

After this first track etch and scan, a second etch or the “ethanol bulk etch” is conducted to remove a significant amount of CR-39 material. The objective of the ethanol bulk etch is to, first, erase the tracks that were made visible in the first track etch, and secondly, remove significant amount of CR-39 material to ensure that intrinsic and neutron-induced tracks do not reappear within the correlation radius $R_c$ (or the search radius). The chemical etchant, concentration, and temperature are chosen for this etch process, in such a way that the track etch and ethanol bulk etch rates are nearly equal. As a result, all visible tracks are removed if the ethanol bulk etch depth is significantly greater than the diameter of the tracks. For this etch process, a mixture of 2N NaOH/ethanol/water (made from 1 part of 10N NaOH/water and 4 parts pure ethanol) is used at a temperature in the range of 50-65 °C, resulting in a track-bulk-etch ratio of about one. Under these conditions, the ethanol bulk-etch rate (BER) is a strong function of temperature (Figure 6-2) but more importantly high enough to provide sufficiently deep etches with reasonable processing time and without destroying the CR-39 surface quality. It was concluded that a BER value faster than about 40µm/hr (~60°C) generated unacceptable deterioration of the surface quality when the etch times are longer than ~1hr.

![Figure 6-2: Ethanol bulk-etch rate (BER) as a function of etch temperature, when using a 2N NaOH/ethanol/water mixture made by diluting 1 part 10N NaOH/water in 4 parts ethanol. The blue triangles are for CR-39 that underwent a track etch (6 hours at 6N NaOH/water at 80 °C) prior to the bulk etch, as is typical for CCT data. The red circles are for CR-39 pieces that were placed directly in the bulk etch without a prior track etch. The difference between the curves show that CR-39, which undergoes a prior track etch, exhibits a 35-50% faster bulk etch rate during the ethanol bulk etch. In these experiments, 5.5-MeV alpha particles were used to estimate the track-etch rate while the BER was measured by comparing the CR-39 thickness before and after the etch process. As shown by the resulting data, the BER is a strong function of the etch temperature, which is a convenient control of the etch rate for a fixed etchant concentration.](image-url)
A lower BER limit of ~10µm/hr (~50°C) was chosen on the basis of practical processing times for the CCT. As the BER depends on the CR-39 sensitivity, and the fact that differences in manufacturing and batch-to-batch differences in sensitivity cause overall shifts in the BER curve, it is always necessary to check this parameter for new batches of CR-39. Typical ethanol bulk-etch depths and times for the OMEGA and NIF MRS are illustrated in Table 6-1. When the CCT is used, the deuterons must also be detectable after having penetrated some 50-200µm into the detector (bulk etch depth); material which is removed by the bulk etch. The OMEGA MRS deuteron-filter configuration is summarized in Table 6-2, and the first-generation NIF MRS deuteron-filter configuration is summarized in Table 6-3. The filter configuration for the NIF MRS was made of Al for the commissioning experiments. The next deuteron-filter design will be constructed of Ta to improve S/B. The calculated pre and post-bulk etch deuteron energies for the OMEGA MRS-filter configuration, described in Table 6-2, is plotted as a function of detector window in Figure 6-3a. The pre and post-bulk etch deuteron energies for the NIF MRS-filter configuration, described in Table 6-3, is shown in Figure 6-3b.

Table 6-1 – Typical bulk etch depths for recoil deuterons measured with the MRS at OMEGA and the NIF. Each window represents a CR-39 detector position at a certain energy along the MRS focal plane. This means that each window covers a specific energy range, as described in Chapter 4. Ta filtering in front of each CR-39 detector is specifically designed for the CCT to optimize the energy of the incoming deuteron to be high enough to penetrate deeply into the CR-39 yet low enough for 100% detection efficiency. Likewise, the ethanol bulk-etch depth is chosen to be shorter than the deuteron range in CR-39. The ethanol bulk-etch time is calculated on the basis of the selected bulk-etch depth and the bulk-etch rate shown in Figure 6-2, using an etch temperature of 55 °C. For windows 1-3, the CR-39 bulk-etch depth has to be smaller than 100 µm, which is the minimum etch depth to effectively remove the intrinsic-background tracks (see Figure 6-9). For etch depths smaller than 100 µm, intrinsic coincident background must be considered. All down-scattered neutron data obtained at OMEGA and the NIF are processed with ~200µm ethanol bulk etch and are therefore insensitive to this intrinsic coincidence background. For efficient processing, a 200µm bulk etch is sometimes slowed to run overnight at 50 °C for ~16hr.

<table>
<thead>
<tr>
<th>Window</th>
<th>OMEGA Bulk-etch depth (µm)</th>
<th>OMEGA Etch time (h)</th>
<th>NIF Bulk-etch depth (µm)</th>
<th>NIF Etch time (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NA</td>
<td>NA</td>
<td>50*</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>70*</td>
<td>3.5</td>
<td>75*</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>90*</td>
<td>4.5</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>5</td>
<td>125</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>7.5</td>
<td>200</td>
<td>10†</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>10†</td>
<td>200</td>
<td>10†</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>10†</td>
<td>200</td>
<td>10†</td>
</tr>
<tr>
<td>8</td>
<td>200</td>
<td>10†</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

†For efficient processing, a 200µm bulk etch is sometimes slowed to run overnight at 50 °C for ~16hr.
Table 6-2: OMEGA-MRS filter configuration for the CCT applied to recoil-deuteron data for CR-39 detector windows 1-8. The bulk-etch depth for each window is also listed.

<table>
<thead>
<tr>
<th>Window</th>
<th>Filter Description [µm]</th>
<th>Bulk etch depth [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.5 Mylar</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>3.5 Mylar</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td>3.5 Mylar</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>3.5 Mylar</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>3.5 Mylar</td>
<td>150</td>
</tr>
<tr>
<td>6</td>
<td>5/10 Ta</td>
<td>200</td>
</tr>
<tr>
<td>7</td>
<td>20/30/35 Ta</td>
<td>200</td>
</tr>
<tr>
<td>8</td>
<td>40/45/50/60 Ta</td>
<td>200</td>
</tr>
<tr>
<td>9</td>
<td>310/330/350/380 Al</td>
<td>none</td>
</tr>
<tr>
<td>10</td>
<td>410/430/460/490 Al</td>
<td>none</td>
</tr>
<tr>
<td>11</td>
<td>520/560/590/620 Al</td>
<td>none</td>
</tr>
</tbody>
</table>

Table 6-3: Preliminary NIF-MRS filter configuration for the CCT applied to recoil-deuteron data for CR-39 detector windows 1-7. The bulk-etch depth for each window is also listed.

<table>
<thead>
<tr>
<th>Window</th>
<th>Filter Description [µm]</th>
<th>Bulk etch depth [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.5 Mylar</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>3.5 Mylar</td>
<td>75</td>
</tr>
<tr>
<td>3</td>
<td>3.5 Mylar</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>30 Aluminum</td>
<td>125</td>
</tr>
<tr>
<td>5</td>
<td>50/80 Al</td>
<td>175</td>
</tr>
<tr>
<td>6</td>
<td>100/120/140/160 Al</td>
<td>200</td>
</tr>
<tr>
<td>7</td>
<td>150/175/200/225 Al</td>
<td>200</td>
</tr>
<tr>
<td>8</td>
<td>400/420/450/500 Al</td>
<td>none</td>
</tr>
<tr>
<td>9</td>
<td>550/600/650/700 Al</td>
<td>none</td>
</tr>
</tbody>
</table>
Figure 6-3: Calculated pre and post-bulk-etch deuteron energies as a function of detector window for (a) the OMEGA MRS-filter configuration described in Table 6-2, (b) and for the NIF MRS-filter configuration described in Table 6-3. The CR-39 detectors must be sensitive to the deuterons on the pre-bulk-etch and post-bulk-etch surfaces, which are separated by 50-200 µm of CR-39. This CR-39 material is removed in the bulk-etch process.

During the ethanol bulk etch, the solution turns orange, and then brown as salts and etch products build up in the solution. Significant etch-product build up on the CR-39 surface occurs as well, requiring frequent removal to prevent the insulation of the CR-39 from the etchant. Magnetic stirring units are therefore used to ensure that the build up on the CR-39 surface is continuously removed (see Figure 6-4).
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Figure 6-4: Magnetic stirring unit (ThermoScientific Micro20 submersible stirrer with Telemodul control) and beaker used in the CR-39 bulk-etch process. During the ethanol bulk etch, significant etch products are produced on the CR-39 surface, which must be removed. This is done by using a magnetic-stirring bar operated at ~410 RPM at the bottom of the beaker. A Teflon holder shown to the right is used to lift up CR-39 above the stirring bar in the beaker. Normally the beaker is put into a hot water bath, but for illustration purposes, the beaker has been lifted out from the bath.

6.1.5 Third processing step – The second track etch and scan

If the ethanol bulk etch is correctly executed, the amount of CR-39 material removed is smaller than the range of the incident charged particles (protons or deuterons). As a result, the particles’ damage trails can be revealed again by a second track etch. A subsequent scan of this surface is conducted. The location of the pin-mark fiducials, that were located in the previous scan, are located and recorded once again and used to correct the coordinate systems of the pre and post-bulk etch scans. By comparing the scans of the first and second track etched surfaces, correlated signal tracks can be searched for within some specified correlation radius $R_c$ that must be larger than the lateral displacement ($R_l$) of tracks (due to angle straggling in the CR-39, non-normal incidence, and possible scan shifts and scan misalignments). As neutron-induced and intrinsic tracks will reappear in new random locations on the second track-etched surface, the signal tracks can be distinguished from these background tracks using the CCT. Although some random-background coincidences ($B_{CCT}$) will be counted, this type of background can be characterized by misaligning the scans relative to each other by a distance significantly larger than $R_c$ (see discussion in the next section). Figure 6-5a and b show the radial distribution of signal-coincident tracks and random-background-coincidences, respectively.

* Post-bulk etch scans tend to be more challenging for deeper bulk-etches, and therefore thinner CR-39, due to warping and auto-focus issues. Typically, CR-39 post-bulk etch thicknesses >0.5mm will maintain ideal focus throughout a scan (thinner detectors can be scanned with the aid of optical oil or pads). One-sided bulk-etches using a Teflon back-plate may also help alleviate some of these issues.
Figure 6-5: Distribution of signal deuteron coincidences (a) and random background coincidences (b) within the correlation radius $R_c$, obtained on OMEGA shot 50515 with the MRS. In this particular case, an $R_c$ of 35 µm was used. The calculated straggling radius in the CR-39 is ~10µm, when neglecting lateral straggling in the filter and angular distribution of the incident deuterons. For the determination of the random background coincidences in b), the post-bulk-etch scan was misaligned 200 µm relative to the pre-bulk-etch scan, resulting in a random background coincidence level of ~35% of the total signal.

In this particular case, the scans were misaligned by ~200 µm to characterize the random-background coincidences. The net coincidence signal can then be determined by subtracting the random background data from the coincidence data. This background characterization and subtraction technique is a powerful feature of the CCT, as it allows the entire signal-scan area to be used for the background determination.

### 6.1.6 Random-Background Coincidences (BCCT)

The number of $B_{CCT}$ within the correlation radius $R_c$ can be expressed analytically as:

$$\frac{B_{CCT}}{A} = n_1 n_2 \pi R_c^2$$  \hspace{1cm} (6-1)

Here, $n_1$ is the total track density on the first track-etched surface (both signal and background), $n_2$ is the total track density on the second track-etched surface, and $A$ is the total CR-39 signal area. The probability of finding a random track on the second track-etched surface within the correlation search area ($\pi R_c^2$) is then given by $n_2 \pi R_c^2$. The number of random coincidences per unit area then follows by multiplying by the track density on the first track-etched surface.
Figure 6-6: Normalized random background coincidences as a function of correlation radius $R_c$. A normalized number of CCT background counts ($B/n_1n_2A$) is plotted to allow for a comparison of different data with widely varying track densities. As shown by the data points, the observed number of random background coincidences is well described by Equation (6-1).

As shown by Equation 1, the number of random coincidences is proportional to the product of the total track densities and $R_c^2$. As a consequence, minimizing $R_c$ is essential for the CCT to be effective. For instance, reducing $R_c$ from 500 $\mu$m to 50 $\mu$m reduces the number of random coincidences with a factor of 100. As significant background reduction is required for the MRS (discussed in Chapter 4), i.e. a factor of $\sim$50, the relative alignment of the two scans, as well as CR-39 movement during the scan, must be better than 15 $\mu$m (which is comparable to the effect of angle straggling in the CR-39).

6.1.7 Neutron induced background coincidences

Although very unlikely, a background neutron can produce tracks on both the first and second track-etched surfaces within $R_c$, resulting in a real coincidence that cannot be eliminated by random background subtraction described in the previous section. These tracks are produced primarily through two processes: np-elastic scattering and carbon break up, which are both volumetric processes, producing a elastically-scattered proton and three alpha particles, respectively. The minimum ethanol bulk-etch depth required to completely eliminate the carbon-breakup-alpha tracks is $\sim$50 $\mu$m (the range of these particles in the CR-39 is $\sim$45 $\mu$m). The tracks from the elastically-scattered protons, with a maximum energy of 14 MeV, cannot be removed completely by the ethanol bulk etch, as their maximum range is almost a factor of two larger than the thickness of the CR-39 (1 mm). However, most of these protons, if not all, are not detected as their scattering angles are larger than the solid angle $\Omega_c$ defined by $R_c$ and the bulk etch depth ($l_b$) (see Figure 6-7).
In addition, many protons elastically scattered within this solid angle are not detected, as their energies are too high for CR-39 detection (under typical conditions protons with energies > 10 MeV are not detected). Using these constraints, the number of neutron-induced coincidences \( N_{CCT} \) can be expressed as:

\[
\frac{N_{CCT}}{A} \approx nx \int_{E_n}^{E_n(\theta)} \int_{E_n(\theta)}^{E_n(\theta,E)} \frac{d^2\sigma}{d\Omega dE} dEd\Omega \approx F_n \frac{R_c^2}{l_b^2} n x \int_{E_n(\theta,E)}^{E_n(\theta(\theta))} \frac{d\sigma(\theta(E))}{dE} dE,
\]

(6-2)

where \( F_n \) is the neutron fluence, \( n \) is the hydrogen-number density in the CR-39, \( x \) is the average path length of the neutrons in the CR-39, and the integral evaluates the probability for producing a scattered proton that will generate a detectable track on the first and second track-etched surfaces within \( \Omega_c \). The neutron cutoff energies in the integral \( E_c(\theta)_{+} = (E_{p,-} + \int_{E_{p,-}}^{E_{p,+}} dE_{p} dx) \cos^{-2}\theta \) are the neutron energies which can produce recoil protons within the limited energy range capable of producing a track (\( E_p \sim 0 \) and \( E_p^+ \sim 10 \text{ MeV} \)) accounting also for \( dE_p/dx \) energy loss from the interaction point to the etch surface and the kinematic scattering angle \( \theta \). As Equation (6-2) is extraordinarily difficult to evaluate analytically or numerically, the number of neutron-induced coincidences was instead experimentally determined as a function \( R_c \) and \( l_b \), using high neutron fluence data obtained with the MRS on OMEGA. Applying this approach to the problem, Equation (6-2) can be rewritten as:
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\[
\frac{N_{CCT}}{A} \approx \varepsilon F_n \frac{R_c^2}{l_b^2},
\]

(6-3)

where \( \varepsilon \) was determined experimentally. From high-yield DT-implosion data obtained at OMEGA, \( \varepsilon \) was determined to be \( 2 \pm 1 \times 10^{-6} \) as shown in Figure 6-8.

![Figure 6-8: Number of neutron-induced coincidences (N_{CCT}/A) per unit area, normalized by the bulk etch depth (l_b) squared (N_{CCT}*l_b^2/A), as a function of neutron fluence for the OMEGA MRS. This data was obtained in a background region on the CR-39 detectors where signal particles from the MRS cannot reach the CR-39 detector. Bulk etch depths between 100 - 200 \( \mu \)m were used to process the data. The solid line represent the best fit to the data with Eq. (6-3) using a \( \varepsilon \) value of \( 2 \pm 1 \times 10^{-6} \). It is also noteworthy that this type of background is insignificant for OMEGA cryogenic DT implosions, typically producing a neutron yield of \( \sim 2 \times 10^{12} \), because the neutron fluence is \( \sim 10^5 \) n/cm\(^2\) at the CR-39 detectors and thus two orders of magnitude below observable.

Given this scaling, the combination of a small solid angle and limited detectability of the scattered protons makes the CCT very effective at eliminating backscattered neutron-induced tracks. To quantify the potential impact of this background in MRS measurements at OMEGA and the NIF, the MCNP code was used to simulate the background neutron fluence at the MRS CR-39 detector array at both facilities. At OMEGA and the NIF, the scattered neutron fluence is strongly peaked near 14 MeV and was determined in Chapter 4 to be \( \sim 5 \times 10^{-8} \cdot Y_n \) neutrons/cm\(^2\) and \( \sim 2 \times 10^{-9} \cdot Y_n \) neutrons/cm\(^2\), respectively. When assuming a correlation radius of \( \sim 50 \mu \)m, an ethanol bulk-etch depth of 200 \( \mu \)m, and a detector area of \( \sim 30 \)cm\(^2\), the number of neutron-induced background coincidences per cm\(^2\) for a given yield is \( N_{CCT}/A \sim 6 \times 10^{-15} \cdot Y_n \) at OMEGA and \( N_{CCT}/A \sim 3 \times 10^{-16} \cdot Y_n \) at the NIF. As cryogenic DT implosions on OMEGA typically produce neutron yields less than \( 10^{13} \), this type of background is not an issue for the MRS at OMEGA. At the NIF, this type of background can, on the other hand, be significant when neutron yields exceed \( > 10^{16} \). However, this will not be a problem as the CCT will not be applied to this type of data due to the high track densities, resulting in a large number of random coincidences as described by Equation (6-1).
this scenario, the standard counting technique (SCT), which is insensitive to this type of neutron induced background, will be applied because of strong signal levels.

6.1.8 Intrinsic background coincidences

The intrinsic background tracks are primarily due to surface and bulk defects in the CR-39, which after the first track-etch typically look like small faint tracks that can be mistaken as real signal tracks. Given this, it is essential that the ethanol bulk etch is deep enough to effectively remove these tracks, i.e., to reveal an entirely new layer of defects and thereby remove intrinsic background coincidences. To determine the impact of the intrinsic background coincidences for different ethanol bulk-etch depths, a series of experiments were conducted in which the ethanol bulk-etch depth was varied from 10 – 230 µm. The results from these experiments, which are shown in Figure 6-9, illustrate that a small number of intrinsic background tracks persist for about 100 µm of the ethanol bulk etch.

![Figure 6-9: Number of intrinsic background coincidence tracks as a function of ethanol bulk-etch depth. Each point represents an average of multiple measurements and the error bar represents the standard deviation for those measurements. This data set shows that the ethanol bulk-etch depth has to be at least or larger than ~100 µm to effectively remove most of the intrinsic background tracks.](image)

Beyond 100 µm, all these tracks are completely removed and new randomly distributed ones have appeared. However, these randomly distributed tracks are effectively removed by the CCT (see Figure 6-5).
6.2 Application of the CCT to D³He-proton data obtained at the MIT linear accelerator

The CCT was validated by using D³He-proton data obtained in well controlled experiments on the MIT linear accelerator. In these experiments, a piece of CR-39 was exposed to ~5000 protons. The right-hand side of the piece was covered by a 960 µm thick aluminum filter to range the ~14.7 MeV protons to energies that are detectable on the first track-etched surface (5.7 MeV) and second track-etched surface (3.7 MeV). The left-hand side of the CR-39 was blocked by a 1440 µm thick aluminum filter to completely stop the D³He protons. An under-filtered region (bottom part of the image in Figure 6-10a) used 480 µm of aluminum where the proton energy is too high (~11MeV) to be detected on the first track-etched surface of the CR-39. A 200 µm deep ethanol bulk-etch was used to process the data. The SCT, described in the paper by Séguin et al., was applied to the data as well for comparison. This could be done, as the signal-to-background ratio was high in this experiment. An image of the scanned data is shown in Figure 6-10a, and the projected data on the y-axis is shown in Figure 6-10b. The CCT data is shown in black and the SCT data is shown in red. The over-filtered region shows no net counts, indicating that the CCT method properly subtracts the random background coincidences. Also, as expected the under-filtered region shows no net counts because the proton energy is too high. The signal distribution displays a parabolic shape, which is due to 1/R² effect across the 7 cm high CR-39 that is positioned 7 cm from the target (the D³He-proton source).
Figure 6-10: a) D³He-proton data obtained on a piece of CR-39 fielded on the MIT linear accelerator on shot A2010012002. In this experiment, 14.7-MeV protons from D³He reactions were used to expose the piece of CR-39 that had various types of filters in front. In front of the signal region, a 960 \( \mu m \) Al filter was used to range down the D³He protons to energies detectable on the first and second track-etched surfaces. Two background regions were established as well by placing 1440 \( \mu m \) Al in front of one area (the over-filtered area in which the protons are ranged out) and 480 \( \mu m \) of Al in front of another area (the under-filtered area in which the protons have too high an energy to be detected on the first track-etched surface). b) Signal and background distributions projected onto the y-axis, where the black data points were obtained from the CCT analysis and the red data points were obtained from an analysis involving the standard counting technique. Both counting techniques could be applied to this data, as the signal-to-background level was high. Good agreement between the analysis techniques is shown, indicating that the CCT properly subtracts the background in the over-filtered background region, and thus provides high-fidelity data. Notice the spike at 2cm in the standard analysis, which is due to intrinsic noise, is removed by the CCT.

Considering the statistical uncertainties, the resulting data obtained with the two data-analysis techniques are in good agreement for both the signal and the background, indicating that the CCT is providing high-fidelity data. It is worth nothing that during this experiment, both SCT and CCT counted 37% lower D³He protons than an independent measurement using a surface-barrier-detector (SBD). Subsequent experiments have confirmed that this was due to an error in the assumed geometry of the source. When using corrected dimensions, the SCT and the SBD agree within statistical error.
6.3 The application of the CCT to MRS data obtained at OMEGA and the NIF

As briefly discussed in the introduction, the background must be significantly reduced to meet the requirements for the MRS DSn measurements at OMEGA and for MRS DSn measurements in low-yield scenarios at the NIF. According to neutron-background measurements and simulations, discussed in Chapter 4, a background reduction of ~50 times is required in addition to what the polyethylene shielding can provide. To meet this requirement, the CCT is applied to the MRS DSn data.

The effectiveness of the CCT in reducing the background in the MRS data has been analytically evaluated by using Equation (6-1) as a starting point. Using this equation, the CCT background-reduction factor \( f_{\text{CCT}} \) can be expressed as the ratio between the SCT-background level and CCT-background level, i.e.,

\[
\frac{B_{\text{SCT}}}{B_{\text{CCT}}} = f_{\text{CCT}} \approx \frac{F_n A \varepsilon_{\text{CR-39}} + IA}{A(F_n \varepsilon_{\text{CR-39}} + I)^2 \pi R_c^{-2}} = \frac{1}{\pi R_c^2} \left( F_n \varepsilon_{\text{CR-39}} + I \right)^{-1}.
\]

Here, \( \varepsilon_{\text{CR-39}} \) is the CR-39 efficiency for detecting neutrons, \( I \) is the intrinsic noise level per square centimeter. Typically, the intrinsic noise level is ~100 tracks/cm\(^2\) but it can vary from piece to piece between 50-200 tracks/cm\(^2\). As stated before, the neutron fluence is \( F_n \sim 5 \times 10^8 \cdot Y_n \) neutrons/cm\(^2\) and \( \sim 2 \times 10^9 \cdot Y_n \) neutrons/cm\(^2\) at the OMEGA-MRS detector and the NIF-MRS detector, respectively. With an \( R_c \) of 50 \( \mu \)m, often used in the CCT analysis, \( f_{\text{CCT}} \) can be rewritten as:

\[
\begin{align*}
\hat{f}_{\text{CCT}} & \approx \frac{13000}{2.5 \times 10^{12} \cdot Y_n + 100} & \text{(OMEGA)} \\
\hat{f}_{\text{CCT}} & \approx \frac{13000}{10^{13} \cdot Y_n + 100} & \text{(NIF)}
\end{align*}
\]

These expressions have been plotted in Figure 6-11 as a function of \( Y_n \) (solid lines). The dotted lines indicate the upper and lower limits for \( f_{\text{CCT}} \) when considering the intrinsic-background variation. Also shown, are measured data (red points) from OMEGA that are in good agreement with predictions, giving confidence in the predictions for the NIF. As shown by Equations (6-5) and (6-6), the CCT becomes less effective as \( Y_n \) increases.
Figure 6-11: a) Background reduction factor ($f_{CCT}$) as a function of neutron yield ($Y_n$) when the CCT is applied to the MRS data at OMEGA (red) and the NIF (blue). In these calculations, the intrinsic background is assumed to be $\sim 100$ tracks/cm$^2$. The dotted lines represent the effect of typical intrinsic-background variations (a factor of two higher and lower). The neutron background was determined using the results from Chapter 4. For comparison, experimental data are shown as well. b) Statistical uncertainty for the DS$n$ yield, when applying the CCT, as a function of DT-primary-neutron yield ($Y_n$) for the OMEGA (assuming a typical cryogenic-DT areal density of $\sim 0.19$ g/cm$^2$ and the low resolution foil) and NIF MRS (assuming an areal density of $\sim 1.0$ g/cm$^2$ during the THD and ignition campaigns and using the medium-resolution foil). The red data points illustrate the observed DS$n$ statistical uncertainty averaged over several MRS spectra obtained from different cryogenic-DT implosions at OMEGA (the inferred average areal density in these implosions is 190 mg/cm$^2$). Good agreement between measured data and predictions indicate that the CCT background (a) and resultant DS$n$ uncertainty (b) is well understood for the OMEGA MRS. As a consequence, the modeling of these parameters can be used with high confidence for the MRS at the NIF.

Using the $f_{CCT}$ dependence on $Y_n$ and the established DS$n$ signal dependence on $Y_n$ and $\rho R$ (see Appendix A), it is straightforward to determine the statistical accuracy for the DS$n$ signal. The DS$n$ signal scales with $Y_n$ and $\rho R$ as $1.5 \times 10^{-10} Y_n \rho R$/g/cm$^2$ when using a low-resolution foil for the OMEGA-MRS, and $2 \times 10^{-12} Y_n \rho R$/g/cm$^2$ when using a medium-resolution foil for the NIF-MRS. Figure 6-11b illustrates the predicted statistical uncertainty for a $\rho R$ of $\sim 0.19$ g/cm$^2$, which is a number that well represents cryogenic DT implosions at OMEGA, and for a $\rho R$ of $\sim 1$ g/cm$^2$ anticipated in THD implosions at the NIF. Also shown in Figure 6-11b are averaged uncertainties determined from several OMEGA cryogenic DT implosions whose average $\rho R$ is $\sim 0.19$ g/cm$^2$. As illustrated by the graph, these results are in good agreement with the prediction. In addition, it should be noted that the statistical accuracy improves with increasing neutron yield even though the CCT becomes less effective because of higher signal and background levels, causing increased random coincidences.

$\rho R$ data obtained from well-established charged-particle techniques were used to authenticate the MRS $\rho R$ data. The results from this authentication are shown in Figure 7-4 and they validate the MRS technique, which utilizes the CCT. This data is discussed more extensively in Chapter 7.
6.4 Conclusion

The CCT, which uses a staged etch scheme, has been developed for the MRS at OMEGA and for MRS DSn measurements in low-yield scenarios at the NIF to significantly reduce background. Background reductions of ~100 are regularly achieved when applying the CCT to DSn data obtained at OMEGA. The CCT will also be pivotal for DSn measurements in lower yield experiments anticipated in the THD campaign at the NIF.
7 - Down-scattered neutron measurements using the MRS on OMEGA and the NIF

To achieve ignition, a cryogenically layered DT capsule implosion must be significantly compressed to obtain high enough $\rho R$ to stop the DT-alpha particles and to allow for significant fusion reactions to occur before the implosion disassembles. Diagnosing $\rho R$ is therefore important for assessing the implosion performance, as discussed in Chapter 3. This chapter focuses on the actual measurement of the down-scattered neutron (DSn) spectrum, from which $\rho R$ can be inferred for cryogenic DT implosions at OMEGA and the NIF. In particular, it describes and expands upon the first measurements published by Frenje et al. 2010, Sangster et al. 2010, and Goncharov et al. 2010. Section 7.1 describes the diagnosis of $\rho R$ and $\rho R$ asymmetries in OMEGA implosions. Section 7.2 discusses the authentication of the MRS measurement of the DSn spectrum. Section 7.3 describes the principles of how high compression (or high $\rho R$) can be achieved in a cryogenic DT implosion. Section 7.4 and 7.5 discuss the MRS measurements of the DSn spectrum at OMEGA and NIF, respectively, and the importance of these measurements to the progress of the cryogenic programs at OMEGA and the NIF. Section 7.6 summarizes this chapter.

7.1 Diagnosing $\rho R$ in OMEGA implosions

$\rho R$ and $\rho R$ asymmetries in moderate $\rho R$ implosions (10-180mg/cm$^2$) at OMEGA are routinely diagnosed by the two charged particle spectrometers (CPS1 and CPS2) and the MRS. The CPS’s measure the KO-d spectrum and the MRS measures the DSn spectrum from which the $\rho R$ can be inferred, as discussed in Chapter 3. Figure 7-1a illustrates the locations of these diagnostics on the OMEGA chamber, and Figure 7-1b illustrates the front end of the CPS2 diagnostic together with several compact Wedge-Range-Filter (WRF) spectrometers inside the target chamber. The WRF spectrometers are typically used to measure KO-p from which $\rho R$ and $\rho R$ asymmetries in the CH shell can be determined (see discussion in Chapter 3). Parts of the MRS and CPS2 are also visible in the image shown in Figure 7-2, which was taken inside the target chamber on cryogenic DT shot 55723. These diagnostics provide excellent coverage of a cryogenic DT implosion for an accurate determination of the average $\rho R$. 
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Figure 7-1: a) An illustration of the CPS1, CPS2, and MRS diagnostics on the OMEGA target chamber. The MRS is shown here without the 2000lbs shielding that surrounds the diagnostic. The LOS for each diagnostic is illustrated in terms of the polar angle \( \phi \) and azimuthal angle \( \theta \). b) An illustration of the WRFs and CPS2 inside the OMEGA target chamber. Using these spectrometers, \( \rho R \) and \( \rho R \) asymmetries can be determined from the measured spectra of KO-d’s (CPS1 and CPS2),\(^{30, 45}\) KO-p’s (WRF),\(^{48}\) and DSn (MRS).

Figure 7-2: An image of cryogenic DT shot 55723, which holds the record \( \rho R \) achieved at OMEGA. The CPS2 front end is shown to the left in the image and the MRS foil holder is shown to the right in the image. Photograph taken by Eugene Kowaluk.
7.2 Authentication of the MRS measurement of the DSn spectrum

For high $\rho R$ implosions (>180 mg/cm$^2$), only the DSn spectrum can be used to diagnose the $\rho R$. However, as previously mentioned, the well-established charged-particle techniques can be used to accurately diagnose moderate $\rho R$ implosions (10-180 mg/cm$^2$) and authenticate the MRS measurement. An example of that authentication is shown in Figure 7-3. Here, a series of nominally identical implosions (shots 55074-55083) was summed to build up good statistics. This series used 16μm thick CH shell capsules, filled with 18atm of DT gas (see Figure 7-3), imploded with 23kJ of laser energy that was delivered in a 1ns square laser pulse. The MRS was fielded with the medium resolution CD$_2$ foil (see Table 4-1) to measure the DSn spectrum, and the CPS1 and CPS2 diagnostics were fielded to measure the KO-p and KO-d spectra, respectively. From the MRS data, a total areal density ($\rho R_{tot} = \rho R_{fuel} + \rho R_{shell}$) of 55 ± 10 mg/cm$^2$ was inferred, and from the CPS data a $\rho R_{tot}=56 \pm 8$ mg/cm$^2$ was inferred, which clearly illustrate that the MRS provides high-fidelity data.

Figure 7-3: a) A schematic drawing of the capsules used for the OMEGA shot series 55074-55083. These shots were used to authenticate the MRS DSn measurement with the CPS measurements of the KO-p and KO-d spectra. In this series, 16μm thick CH plastic capsules, filled with 18 atm of DT gas, were imploded with 23kJ of energy that was delivered in a 1ns square laser pulse. This series produced a total neutron yield of $1.6 \times 10^{14}$ and a burn-averaged $T_i$ of 5.3 keV. b) Recoil deuteron spectrum (red points) measured with the MRS operated with the medium resolution foil (see Table 4-1). The best fit to the measured spectrum (blue line) was obtained as described in Chapter 3. From the fit to the DSn part of the spectrum (over which the TTn component is not important), a total areal density ($\rho R_{tot} = \rho R_{fuel} + \rho R_{shell}$) of 55 ± 10 mg/cm$^2$ was inferred. The analysis of the TTn component is described in detail in Chapters 8 and 9. c) Knock-on deuteron (KO-d) spectrum measured by CPS2. A $\rho R_{shell}$ of 9 ± 2 mg/cm$^2$ was inferred from the high-energy peak. d) Knock-on proton (KO-p) spectrum measured by CPS1. A $\rho R_{shell}$ of 47 ± 7 mg/cm$^2$ was determined from the plateau of the spectrum, giving a $\rho R_{tot}$ of 56 ± 8mg/cm$^2$, which is in excellent agreement with the MRS data, considering the statistical error and ±15% $\rho R$ asymmetries commonly encountered in this type of implosion.30, 59, 62
This authentication was repeated several times using different types of capsule implosions, which produced different $\rho R_{\text{tot}}$. The capsules used in these experiments are schematically shown in Figure 7-4a, and the results are shown in Figure 7-4b. The data are in good agreement, considering the error bars and that $\pm 15\% \rho R$ asymmetries typically observed in these types of implosions.\textsuperscript{30, 59, 62} These results indicate that the MRS technique provides high-fidelity $\rho R$ data for a wide range of primary neutron yields ($10^{12} - 10^{14}$) and $\rho R_s$ ($>10\text{mg/cm}^2$).\textsuperscript{24, 25}

7.3 Achieving high $\rho R_{\text{tot}}$ in OMEGA cryogenic implosions

To achieve high $\rho R_{\text{tot}}$ ($>100\text{mg/cm}^2$) at OMEGA, the laser pulse shape must be carefully tailored to control the dynamics of the implosion process.\textsuperscript{17, 28, 32, 96} The 1D radiation-hydrodynamics code LILAC\textsuperscript{31} is often used to design such an implosion. Figure 7-5 shows a LILAC simulation for OMEGA cryogenic DT implosion 55952 (more details of this simulated implosion and other implosions are provided in Appendix H). The top plot in Figure 7-5 shows the laser power profile used in this shot.\textsuperscript{26} Notice the three pickets (“triple-picket” pulse)\textsuperscript{28} in front of the main drive. These pickets are designed to begin compressing the shell without significantly raising the adiabat, as discussed in Chapter 2, before the main drive breaks out of the shell, into the gas, and drives the implosion to maximum compression (low-adiabat implosion). The lower plot shows the simulated trajectories of different fluid elements (of fixed mass) during the implosion. The thick blue curve is the outer ablator boundary. The plastic CD ablator is located between the blue and green curves, the DT ice-shell is between the green and red curves, and the DT gas lies within the red curve. The first picket at $\sim 0.1\text{ns}$ begins ablating the outer CD layer and sends a
shock through the DT ice that starts at 0.3ns. The second picket at 0.9ns launches a second shock, which travels faster than the first shock because of the higher temperature generated by the first shock. The third picket at ~1.6ns launches a third and even faster shock. The shocks from the three pickets approximately coalesce and break out at the inner surface of the DT ice shell at ~2.1ns. The shell begins to decelerate at around 3.6ns and peak compression and heating of the gas occur at ~3.8ns.

Figure 7-5 Top: Measured laser pulse shape for OMEGA cryogenic DT shot 55952. This implosion used a triple picket designed by Goncharov et al.28 Bottom: 1D hydro-dynamic LILAC31 simulation of this implosion. Each contour shows a group of fluid elements (of fixed mass) during the implosion. The blue curve represents the outer capsule ablator surface. The green curve is the outer shell ice layer, the DT gas lies within the red curve, which is the inner ice layer surface4 (LILAC Simulation of OMEGA cryogenic DT shot 55952 performed by P. B. Radha, LLE).

Figure 7-6 shows the simulated DT core-averaged temperature and $\rho R_{tot}$ (fuel and shell) as a function of time for the OMEGA cryogenic DT implosion 55952. As the shell begins to approach stagnation, significant $pdV$ work heats the core, causing the ion temperature to peak slightly before 4ns, while the peak $\rho R_{tot}$ occurs at ~4ns. The reason for this is that the core rebounds and cools slightly, reducing the burn rate, just as the shell reaches complete stagnation. All measured $\rho R_{tot}$ values discussed in this thesis are burn averaged values (because this is what is measured by the MRS), which are less than the peak $\rho R_{tot}$. See Appendix H for additional information about this simulated implosion and other simulated implosions.
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7.4 Diagnosing performance of cryogenic DT implosions at OMEGA using the MRS

7.4.1 Diagnosing average $\rho R_{tot}$

Obtaining high compression requires careful tailoring of the capsule and laser pulse, as discussed in the previous section. It also requires a good understanding of how the assembly of the fuel occurs for that particular design. The $\rho R$ data obtained with the MRS have been essential for understanding the fuel assembly and for guiding the cryogenic program at LLE to $\rho R_{tot}$ values up to ~300 mg/cm$^2$. Examples of MRS data obtained for three low-adiabat cryogenic DT implosions illustrate this in Figure 7-7a. These spectra are normalized by the primary neutron yield $Y_{DT}$ to visualize the differences in the DS$n$ energy region. As the relative intensity of the DS$n$ signal (neglecting profile effects) is proportional to $\rho R_{tot}$, the differences between the different spectra indicate differences in the $\rho R_{tot}$. A triple picket laser pulse shape (shown in Figure 7-8) was used to implode these capsules. These pulse shapes were designed to carefully launch sequential shocks, experimentally tuned by varying intensity and timing. The 55723 implosion (blue line) features an additional step in the main drive designed to reduce the strength of the main pulse shock. Best compression is achieved if the picket and main drive shocks are timed to coalesce at the fuel shell boundary. If the shocks coalesce too early, they will form a stronger shock, which will raise entropy in the main fuel and reduce compression. This makes shock timing critical in the effort of achieving highest possible $\rho R_{tot}$. Shot 55723 (blue data in Figure 7-7) produced the highest $\rho R_{tot}$ (295 ± 44 mg/cm$^2$) yet measured at OMEGA, which was achieved through a careful experimental tuning of the multi-picket pulse shape. In addition, Goncharov et al. have designed a direct-drive capsule implosion that is expected to ignite when the laser energy is scaled to direct-drive conditions on the NIF (NIF is currently an indirect-drive facility, but it is capable of polar direct-drive after some modifications to the facility have been made).
Figure 7-7: a) MRS measured recoil deuteron spectra for three cryogenic DT implosions on OMEGA. In these experiments, the MRS was operated in low-resolution mode (see Table 4-1). These spectra, which are convolutions of the neutron spectra and MRS response function, are normalized by the primary neutron yield \( Y_{\text{DT}} \). The inferred \( \rho_R \) values and associated errors from the chi-squared determined fits are also shown. b) Neutron spectra that give the best fits to the measured recoil-deuteron spectra, when convolved with the MRS response function. A summary of the MRS measurements of the DSn spectrum from all cryogenic DT implosions are shown in Appendix C.

Figure 7-8: Triple picket laser-pulse shapes used to implode the cryogenic DT capsules discussed in the text. The red and green pulse shapes launch four shocks while the blue launches five. The shocks are timed to coalesce at the inner surface of the main fuel. Shock mistiming can cause the shocks to coalesce early, forming a stronger shock that raises the entropy in the main fuel and reduces compression. The MRS was used to diagnose these implosions and help find the proper pulse shape for reaching high compression or \( \rho R_{\text{tot}} \). Shot 55723 (blue pulse shape with triple-pickets and step) has produced the highest \( \rho R_{\text{tot}} \) so far observed at OMEGA.\(^{26, 28}\)
The uncertainty of the inferred $\rho R_{\text{tot}}$ from the MRS data obtained at OMEGA is dominated by the statistical uncertainty in the DSn spectrum. This is because most of the systematic uncertainties associated with the MRS setup cancel in the DSn-to-primary ratio used to infer the $\rho R_{\text{tot}}$ (see Equation (3-2)). The uncertainties that do not cancel are associated with the nd-cross-sections and in the different transmission values at the DSn and primary-neutron energies. The uncertainty due to the cross-sections is determined to be $\pm 4.3\%^{25,97}$ and the uncertainty due to transmission differences is determined to be $\pm 3.8\%$, resulting in a total systematic error of $\pm 7\%$. According to the analysis in Chapter 6, the statistical uncertainty will continue to dominate the uncertainty of the inferred $\rho R_{\text{tot}}$ until $Y_{\text{DT}}>10^{13}$ and $\rho R_{\text{tot}}>200\text{mg/cm}^2$ have been achieved simultaneously, which has not yet occurred at OMEGA by the time this thesis was being written.

### 7.4.2 Diagnosing $\rho R_{\text{tot}}$ asymmetries

Implosion symmetry is important to achieving high compression in cryogenic implosions. Controlling and minimizing $\rho R_{\text{tot}}$ asymmetry is therefore essential. On OMEGA, $\rho R_{\text{tot}}$ asymmetries are mainly generated by capsule offsets from TCC and large-scale capsule defects (usually in the ice layer).$^{26, 58}$ Capsule offsets are due to vibrations of the stalk caused by the removal of the cryogenic shroud, moments before the implosion. This puts the target in a non-uniform irradiation field (see Figure 7-9). As a consequence, the implosions will be asymmetrically driven, leading to large $\rho R_{\text{tot}}$ asymmetries that reduce the overall implosion performance.

![Figure 7-9: Illustration of how the capsule offset affects the symmetry of the laser irradiation. When the capsule is offset from the center of chamber (or the center of the irradiation field), the laser intensity increases on the side closest to the center, which increases the compression on that side. Capsule offsets in direct-drive implosions at OMEGA are measured using time integrated X-ray pinhole cameras.$^{42}$](image)

Figure 7-10 shows a plot of the $\rho R_{\text{tot}}$ inferred from the CPS data (average of CPS1 and CPS2) as a function of $\rho R_{\text{tot}}$ inferred from the MRS data. Excellent agreement is shown between the two techniques for implosions with small capsule offsets (<30$\mu$m), smooth ice layers (ice layer RMS <3$\mu$m), and for $\rho R_{\text{tot}}$ values below the saturation of the CPS technique ($180\text{mg/cm}^2$).$^{25}$ Above ~180mg/cm$^2$, the CPS diagnostics can only give a lower bound on the inferred $\rho R_{\text{tot}}$, while the MRS can continue to provide accurate values. Implosions with large capsule offsets (>30$\mu$m) or
with rough ice layers show significant variations in the inferred $\rho R_{\text{tot}}$ between the techniques, which are caused by spatial asymmetries established by these perturbations (shown by grey boxes and blue triangle). This was demonstrated using charged-particle measurements in previous plastic surrogate capsule experiments by Li et al.\textsuperscript{61} and Seguin et al.,\textsuperscript{62} and in cryogenic implosions by Frenje et al.\textsuperscript{30} Hu et al. have also studied these effects using 2D DRACO hydrodynamic simulations.\textsuperscript{58} The post-shot simulated $\rho R$ asymmetries, using measured ice roughness and capsule offsets, are in agreement with those observed in these experiments.\textsuperscript{26}

Figure 7-10: $\rho R$ inferred from the CPS data (average of CPS1 and CPS2) as a function of $\rho R$ inferred from the MRS data. Good agreement is observed for symmetrical implosions with small capsule offsets and small RMS ice roughness up to the CPS saturation limit of $\sim180 \text{mg/cm}^2$, where only the MRS can accurately diagnose the implosion.\textsuperscript{26}

### 7.5 Diagnosing cryogenic DT implosion performance at the NIF using the MRS

The MRS on the NIF plays a critical role in guiding the NIC towards the demonstration of thermonuclear ignition and net energy gain. At the time of writing this thesis, the MRS has provided data that has been essential to addressing issues with the shock timing and drive symmetry in the first two cryogenic implosion campaigns using both THD and DT fuel mixtures. These experiments have already achieved record high values of $Y_{\text{DT}}$ and $\rho R_{\text{tot}}$ in ICF experiments. Although, this work is still ongoing, some of these results are discussed in the following section.

Examples of MRS spectra are shown in Figure 7-11 for NIF cryogenic implosions N110121, N110201, and N110608. Shot N110121 (taken on January 21, 2011) was imploded with a 1MJ
pulse, while N110201 and N110608 shots were imploded with a 1.3MJ pulse. Two of these implosions (N110121 and N110201) used THD fuels designed to decrease the primary DT neutron yield to enable the use of sensitive x-ray diagnostics, while one implosion (N110608) used equimolar DT. The recoil-deuteron spectra obtained with the NIF MRS on these shots are shown in Figure 7-11a. These recoil spectra are normalized by $Y_{\text{DT}}$ to directly show the different levels of $\rho_{\text{Rtot}}$ (and therefore differences in $\rho_{\text{Rseq}}$). The neutron spectra, which provide the best fits to the measured spectra, are shown in Figure 7-11b. On the basis of the $\rho_{\text{Rtot}}$ levels, these implosions clearly performed differently. For shots N110121, N110201, and N110608, the determined down-scattered ratios (DSRs) from the MRS data was $3.5 \pm 1.3\%$, $2.4 \pm 0.3\%$, and $4.7 \pm 0.4\%$, respectively. Utilizing the expression derived in Appendix A, the areal density of N110608 is $\sim 1\text{g/cm}^2$, more than three times higher than the record value obtained at OMEGA.26

Figure 7-11: a) $Y_{\text{DT}}$-normalized MRS recoil-deuteron spectra for NIF cryogenic implosions N110121, N110201, and N110608. Two of these shots (N110121 and N110201) used THD fuels, while shot N110608 used equimolar DT. The MRS spectra were obtained with the low resolution CD$_2$ foil described in Chapter 4. b) Neutron spectra that give best fits to the recoil-deuteron spectra (solid curves, which are convolutions of the neutron spectra and the MRS-response function). From these neutron spectra, a DSR of $3.5 \pm 1.3\%$, $2.4 \pm 0.3\%$, and $4.7 \pm 0.4\%$ was determined for shot N110121, N110201, and N110608, respectively. On the basis of these values, shot N110608 performed the best (highest compression).

Figure 7-12 shows the laser pulse shapes used to drive the implosions described in Figure 7-11.52, 98-100 The tuning of the implosion drive was performed by adjusting the intensity and timing

---

* The $\rho_{\text{Rseq}}$ of an ICF implosion can be determined from the yield ratio between $\rho_{\text{D}}$ and primary DT neutrons, commonly called down-scattered ratio (DSR). Derived in Appendix A, the $\rho_{\text{Rseq}}$ scales with DSR as $\rho_{\text{Rseq}} (\text{g/cm}^2) = 20 \times \text{DSR}$ when neglecting profile effects. This relationship also neglects any remaining $\rho_{\text{Rshell}}$. Efforts to experimentally determine any remaining $\rho_{\text{Rshell}}$ have not yet been done but are currently underway. It should be noted though that the neutron scattering cross-sections for typical ablator materials, i.e. CH, are significantly lower in the 10-12 MeV range than for DT for the same $\rho_{\text{R}}$ (see Appendix A), significantly reducing the effect of the ablator $\rho_{\text{Rshell}}$ on the measured DSR.
of the first two pickets as well as the main drive and its shoulder. The first two implosions were not tuned correctly, resulting in relatively low DSR (and $\rho R_{\text{tot}}$) values, as discussed in the previous section. The third shot shown here (N110608) was conducted after the shock-tuning campaign in May 2011, resulting in almost a factor of two higher DSR value and compression. The main reason for this was that the laser drive for N110608 provided better timing for shock-coalescence near the gas/ice boundary, which is required to maintain a low implosion adiabat and therefore reach maximum compression.

![Figure 7-12: Laser pulses used to drive the N110121, N110201, and N110608. The intensity and timing of the first two pickets, the shoulder, and the main drive are adjusted to tune the implosion. The shock timing must be optimized to minimize the adiabat in the main fuel to reach maximum compression. The major change in the timing of the main pulse for shot N110608 was partly due to revised shock-timing data obtained during specially designed key-hole experiments in May 2011,37 resulted in significant improvement of the implosion performance, as shown in Figure 7-11a.](image)

The MRS on the NIF has provided data that have been essential to the progress of NIC. The most recent MRS data obtained in September 2011, indicate that the implosion performance, characterized by the experimental Ignition Threshold Factor (ITFX),29 has improved about 50× since the first shot a year earlier. The ITFX is defined by

$$ITFX = \frac{Y_{DT}}{Y_0} \left(\frac{DSR}{0.07}\right)^{2.3}, \quad (7-1)$$

where $Y_0$ normalizes the ITFX metric to be equal to ~1 (based on thousands of 2D simulations) for a 50% probability of achieving a gain of one in an equivalent equimolar-DT implosion.29 Here, gain is defined as the ratio of thermonuclear energy produced to laser energy incident on the hohlraum. For hydro-equivalent THD implosions, the normalization factor $Y_0=3\times10^{15}f_d (3-2f_d)$, where $f_d$ is the deuterium fraction (atom %) of the core normalized so that $f_h + f_d + f_t=1$. The ITFX is a metric derived from a large simulation database to assess implosion performance in the context of achieving ignition. The main reason for the improvement in ITFX was the improved shock timing.101 In addition, going from a germanium-doped ablator to a silicon-doped ablator also improved the implosion performance, as the implosion velocity improved 10-15%.102 It is worth
noting that this analysis assumes the DT fuel of the core remains “un-stratified,” an assumption tested in non-cryogenic plastic-shell implosions at OMEGA in Chapter 9.

Figure 7-13: DT equivalent yield as a function of DSR (both values obtained from the NIF MRS), which is proportional to $\rho\overrightarrow{R}$. For hydro-equivalent THD implosions, the equimolar DT equivalent yield is equal to $Y_{\text{DT-eq}} = Y_n / f_d (3-2f_d)$, when neglecting alpha particle heating. From yield and DSR, measured by the MRS, the implosion performance (characterized by ITFX) was determined. From September 2010 to September 2011, the ITFX improved about 50 times.

7.6 Summary

For the first time, the DSn spectrum has been used to infer the $\rho\overrightarrow{R}_{tot}$ in ICF implosions. DSn measurements made with the MRS have played an essential role in diagnosing cryogenic DT implosion performance at OMEGA. New capsules and carefully tuned laser pulses have been designed and implemented to achieve $\rho\overrightarrow{R}_{tot}$ of $\sim300\text{mg/cm}^2$ at OMEGA. DSn measurements with the MRS at the NIF have already played an important role in tuning the implosions to the highest $\rho\overrightarrow{R}_{tot}$ values ever achieved in ICF (about 70-80% of the compression required for ignition).
8 - Measurements of the TT neutron spectrum at low reactant energies

This chapter presents the first measurements of the absolute neutron spectrum from the \( T(t,2n)4He \) (or tt) reaction using ICF implosions. In these experiments, which were carried out at the OMEGA laser, deuterium-tritium (DT) gas-filled capsules were imploded to probe the tt reaction in thermonuclear plasmas at low reactant center-of-mass (CM) energies. As the tt reaction is a mirror reaction to the \(^3He^3He\) solar fusion reaction, this study could have important implications to stellar nucleosynthesis. In addition, these spectral measurements lay the foundation for the tt yield measurement, which is discussed in Chapter 9. This chapter is structured as follows, Section 8.1 provides an introduction, Section 8.2 discusses measurements of the tt neutron spectrum at higher reactant energies, Section 8.3 shows measurements of the tt spectrum at OMEGA, and finally Section 8.4 summarizes.

8.1 Introduction

In Inertial Confinement Fusion (ICF) experiments at the OMEGA laser facility at the University of Rochester\(^{22}\) and the National Ignition Facility (NIF) at Lawrence Livermore National Laboratory,\(^{21}\) capsules are irradiated with lasers to compress and heat the fuel to high enough temperatures and densities for fusion reactions to occur. These thermal plasma environments more closely resemble the burning core in a star (e.g. thermonuclear reactant energy distributions and electron screening environment),\(^{14}\) than the conditions in accelerator experiments, thereby providing unique opportunities to explore new areas of low-energy plasma-nuclear science\(^{87}\) and stellar nucleosynthesis.\(^{10}\) One reaction of interest to both these areas is \( t(t,2n)4He \) (or tt). The tt reaction is a mirror reaction\(^{103-106}\) to the stellar \(^3He^3He,2p\)\(^4He\) (or \(^3He^3He\)) reaction,\(^{107}\) which is the dominate energy-producing step in the solar proton chain.\(^{10}\) Therefore, studying the tt reaction also provides information about the \(^3He^3He\) reaction, as mirror reactions have very similar nuclear behavior (after correcting for the difference in the coulomb potential and isospin).\(^{10, 13, 107}\) One probe of this nuclear behavior is the shape of the emitted particle spectra, which is sensitive to the final-state interactions between the emitted particles. The tt neutron spectrum is a broad continuum of energies due to the 3-body kinematics that govern the two neutrons and \(^4He\), emitted per reaction. The n-n and n-\(^4He\) final-state interactions modify the spectrum from an otherwise elliptical energy spectrum (if these interactions are insignificant\(^†\)).\(^{108}\) Therefore, measuring the tt

\(^*\) Mirror nuclei have the same number of nucleons with the special relationship that the number of protons in one mirror is equal to the number of neutrons in the other. The charge symmetry of the strong force causes wave-functions with a given isospin to be the same when some number of neutrons are replaced by protons (or vice versa). This property gives mirror nuclei very similar energy levels and state properties (these closely related states are also called isobaric analogue states). The small differences (typically) that do exist between mirror states are due to the Coulomb force and the smaller but also important charge-symmetry breaking (CSB) effect.

\(^†\) Even with zero final-state interactions the emitted spectrum will not be exactly elliptical because of the triton wave function in the entrance channel. For simplicity, this effect will be neglected in this chapter but \textit{ab initio} calculations will treat this properly.
neutron spectrum provides information that can be used to constrain models of these final-state interactions. In addition, a quantitative understanding of the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) neutron spectrum is important to ICF, as the spectrum must be well understood to make inferences of other important features in the ICF-neutron spectrum. In particular, the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) spectrum overlaps with part of the down-scattered neutron (DSn) spectrum, an essential gauge of implosion performance.\(^{26}\)

Using the implosion capabilities on OMEGA, the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) reaction can be studied in ICF implosions at reactant center-of-mass (CM) energies from 10-45 keV.\(^{24},^{43}\) This chapter presents measurements of the absolute neutron spectrum from the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) reaction utilizing a variety of deuterium-tritium (DT) gas-filled capsule implosions at the OMEGA laser facility. From these measurements, the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) neutron spectrum is found to differ significantly from accelerator experiments conducted at CM energies >100keV.\(^{55},^{109}\) More specifically, the “low-energy” ICF thermonuclear experiments herein show a negligible \( ^{5}\text{He} \) resonance (or \( ^{4}\text{He} \) final-state interaction).

8.2 The \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) neutron spectrum and previous measurements

As the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) reaction produces three particles in the final-state, the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) neutron energy spectrum is challenging to calculate theoretically.\(^{107}\) \textit{Ab initio} methods\(^{110}\) can be used to determine the spectral shape but are computationally intensive and are presently ongoing for the \( ^{7}\text{Be} + ^{7}\text{Be} \rightarrow 2 \text{n} + ^{6}\text{He} \) reaction at these energies.\(^{111}\) The neutron spectrum can be approximated using a three-body resonance model.\(^{13}\) This model includes the \( ^{n} + ^{4}\text{He} \), the ground-state \( ^{n} + ^{5}\text{He}(\text{GS}) \), and the excited-state \( ^{n} + ^{5}\text{He}^{*}(\text{ES}) \) resonances, summarized in Equations (8-1) to (8-3).

\[
\begin{align*}
\text{T} + \text{T} & \rightarrow 2 \text{n}(0 - 9.4\text{MeV}) + ^{2}\text{He} \quad Q=11.3 \text{ MeV}, \\
\text{T} + \text{T} & \rightarrow \text{n}(\sim8.7\text{MeV}) + ^{3}\text{He} \\
\text{T} + \text{T} & \rightarrow \text{n}(\sim7.7\text{MeV}) + ^{5}\text{He}^{*}
\end{align*}
\]  

(8-1)

(8-2)

(8-3)

The \( ^{n} + ^{4}\text{He} \) resonance channel (Equation 8-1) emits two neutrons over an energy range of 0-9.4MeV. As mentioned previously, if the neutrons and \(^{4}\text{He} \) nuclei do not interact and the initial-state wave functions are ignored, the neutron spectrum takes the form of an elliptical spectrum.\(^{54}\) However, this spectrum is modified by the \( \text{n-n} \) interaction, skewing the neutron spectrum towards lower energies as calculated by Lacina et al.\(^{54}\) and shown in Figure 8-1. The \( ^{5}\text{He}(\text{GS}) \) resonance modifies the neutron spectrum through the formation of the short-lived \(^{5}\text{He} \) nucleus in the ground-state and results in a neutron with a peak energy of 8.7 MeV (Eq. 2). Similarly, the excited-state resonance \( ^{5}\text{He}^{*}(\text{ES}) \) modifies the neutron spectrum through the formation of an excited \(^{5}\text{He}^{*} \) nucleus (whose energy level is 1.27MeV\(^{112}\) above the ground-state) and results in a neutron with an energy-distribution peak \( \sim7.7\text{MeV}^{*} \). The relative amplitudes of these resonance contributions have traditionally been determined from accelerator experimental data (> 100 keV).\(^{13},^{109}\)

\*

This neutron has a broad emission spectrum due to the very short lifetime of \(^{5}\text{He}^{*} \).
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One such experiment often used to normalize these resonance amplitudes was performed by Wong et al. who measured the \( ^{9}\text{Li} + ^{3}\text{He} \) neutron spectrum at a CM energy of 250 keV (see Figure 8-1b). These authors determined that all three resonance contributions were observable in the ratios of 70% \( n + n + ^{4}\text{He} \) (using Lacina calculated spectra), 20% \( n + ^{3}\text{He} \), and 10% \( n + ^{3}\text{He}^* \). In addition, at a CM energy of 110 keV, Allen et al. measured a \( n + ^{3}\text{He} \) ratio to \( n + n + ^{4}\text{He} \) of about 5%, indicating that the branching ratio is smaller at 110 keV than observed at 250 keV.

![Figure 8-1: a) Model neutron spectrum for the \( ^{9}\text{Li} + ^{3}\text{He} \) reaction including contributions from the \( n + n + ^{4}\text{He} \), \( n + ^{3}\text{He} \), and \( n + ^{3}\text{He}^* \) resonances. The \( n + ^{3}\text{He} \) resonance shapes were calculated using \( ^{5}\text{He} \) data from Tilley et al. and resonance amplitudes determined by the Wong spectrum. Contributions from the \( ^{5}\text{He} \) breakup neutrons are neglected because the GS is below the detection limit for the data discussed in this paper and the ES contribution is minimal (contributions from \( ^{5}\text{He} \) are shown \textit{a posteriori} to be negligible). b) Measured \( ^{9}\text{Li} + ^{3}\text{He} \)-breakup neutron spectrum at 90° from Allen et al. (green triangles) and Wong et al. (blue squares) at CM reactant energies of 110 keV and 250 keV, respectively. The best fits to the two data sets are also shown (solid lines) using the model described in part a.](image)

This apparent reactant-energy dependence of these resonance amplitudes poses the question of what happens at even lower reactant energies. To address this issue, the \( ^{9}\text{Li} + ^{3}\text{He} \) neutron spectrum has been obtained at lower reactant CM energies in the thermonuclear conditions for ICF implosions. To compare data from such an implosion to accelerator data, it is necessary to convert the observed implosion ion temperature \( (T_i) \) into the reactant CM energy. The peak (also called Gamow peak energy) of the reactant energy distribution can be expressed as \( E_{cm} = (b \frac{E}{T_i/3})^{2/3} \), which has a 1/e full-width of \( \Delta = 4(E_{cm}T_i/3)^{1/2} \). Here, the Gamow penetration factor \( (b) \), is \( b = \sqrt{2m_e \pi e Z_1 Z_2 / \hbar} \). For \( ^{9}\text{Li} \), \( b = 38.5 \) keV \( ^{1/2} \) and for \( ^{3}\text{He} \) \( b = 154 \) keV \( ^{1/2} \). Using the readily achievable in an OMEGA ICF implosion (2-15 keV), it is seen that CM energies of 10-45 keV can be explored.

### 8.3 Measurements of the \( ^{9}\text{Li} + ^{3}\text{He} \) neutron spectrum at OMEGA

The ICF experiments presented herein were conducted at the 60 beam, 30 kJ OMEGA laser facility. The absolute neutron spectrum, including the \( ^{9}\text{Li} + ^{3}\text{He} \) component, is measured at OMEGA with the Magnetic Recoil Spectrometer (MRS), discussed in detail in Chapter 4. This is
accomplished by first converting neutrons, incident on a 164µm thick CD₂ foil positioned close to the implosion, into elastically scattered recoil deuterons. Next, forward scattered recoil deuterons are selected, momentum-analyzed, and focused by a magnetic spectrometer onto an array of CR-39 detectors. The CR-39 array records the deuteron energy spectrum, which is finally used to determine the original neutron spectrum.

Figure 8-2a shows MRS data summed over the nominally identical⁷ OMEGA shots 55641-55647. In this series, six† 10µm thick CD capsules filled with 12 atm of DT fuel (\(f_T/f_D=0.63\)) were imploded with 23kJ of energy delivered in 1ns-square laser pulses, resulting in a total neutron yield of \(2.6\times10^{14}\). A burn averaged ion temperature of 8.0keV was determined from the neutron time-of-flight (nTOF) diagnostic suite for this implosion series. The MRS measured recoil deuteron spectrum is shown in Figure 8-2a, where the black points represent the primary dt and DSn data, and the red points represent mostly the tt data (some DSn signal exist in this region as well, indicated by the DSn fit). The primary 14 MeV dt peak is evident in Figure 8-2a at a deuteron energy of ~11.6MeV; the energy shift is a result of kinematics and energy loss in the CD₂ foil. The DSn spectrum is visible, isolated from other spectral components, in the deuteron-energy range 8-10 MeV. The solid line in Figure 8-2a represents the best fit of the primary dt and DSn components to the measured black data points.

In the fitting process, the neutron spectrum (Figure 8-2b) is folded with a Monte Carlo generated MRS-response function to create a modeled recoil deuteron spectrum. The magnitude of the DSn spectrum is used as a fit parameter to the measured data, and the fixed DSn shape is defined by the fuel and shell mixture and the differential cross section for n-D, n-T, and n-C scattering. To ensure that this fitted DSn level is sound, the inferred total (fuel and shell) areal density (\(\rho_R\)) from the DSn spectrum can be compared to well-established charged particle measurements. The DSn inferred \(\rho_R\) is 35±5mg/cm², which is in acceptable agreement with the complimentary charged particle inferred \(\rho_R\) of 40±6mg/cm². As already indicated, the tt spectrum dominates at deuteron energies below 8 MeV and is absent from the neutron model in Figure 8-2b; it will be determined directly from the data.

---

* For the experiments described in this chapter, the MRS was operated with a medium-resolution configuration, with a resolution of about 0.55 MeV (sigma).

† Six implosions were integrated to obtain better statistics because the neutron detection efficiency is relatively low. Nominally identical shell thickness, diameter, fill pressure, and laser profiles within an implosion series result in very similar nuclear-burn-averaged ion temperatures and DT yield. In this series, the shot-to-shot ion temperature varied by 3% and the DT yield varied by 39%.

‡ OMEGA shot 55645 was not a target shot and produced no yield.

§ The DSn spectrum is linearly proportional to the imploded capsule areal density.

** Areal density asymmetries of 15-20% are commonly encountered for these types of capsule implosions.
Figure 8-2: a) MRS measured recoil deuteron spectrum summed over OMEGA shots 55641-55647 (points). The deuteron peak at ~11.6 MeV is due to the primary 14 MeV dt neutrons. The width of the dt peak is primarily due to the MRS resolution. The DSn component is observed in the deuteron-energy range of 8-10 MeV. A best fit to the black data points for the dt and DSn components is shown by the solid black line. The remaining tt neutron signal (red data points) rises above the DSn background below 8 MeV. b) Modeled neutron spectrum for dt and down-scattered neutron (DSn) components that gives the best fit to the measured recoil deuteron spectrum for OMEGA shots 55641-55647 (black points discussed in part a).

The tt neutron spectrum is obtained by subtracting the best-fit contribution from DSn and then converting recoil deuteron energy to neutron energy through the MRS response function. This procedure was repeated for six different implosions series, utilizing capsules with shells made of 3.8 µm thick SiO2, 10 µm CD, and 15-20 µm CH, providing a range of $T_i$ between 3.5 - 8 keV with an average of 5.8 keV. Figure 8-3 shows the average-tt-neutron spectrum obtained from this analysis. Also shown are modeled neutron spectra, convolved with the MRS resolution, for the $n+n+^4$He resonance (solid red), along with 5% (dashed red) and 20% (dotted red) intensities of $n+^5$He(GS) resonance. The measured data shows that the $n+^5$He(GS) resonance is insignificant, given the uncertainty of about ~2% that is based on a $\chi^2$ sensitivity analysis.

---

* The $n+^5$He*(ES) resonance is neglected since the $n+^5$He(GS) is not observed.

† The spectrum determined in Fig. 3 is qualitatively supported by unpublished nTOF measurements of the tt neutron spectrum from $T_2$-gas filled implosions, conducted by V. Yu Glebov et al. [Bull. of Am. Phys. Soc. 2006, APS.2006.DPP.GO2.11], that suggested a spectrum dominated by the $n+n+^4$He resonance. It should, however, be noted that this data was only suggestive as a complicated nTOF detector response and neutron scattering made a quantitative measurement of the tt neutron spectrum very challenging.
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Figure 8-3: The tt neutron spectrum averaged over six different implosion series consisting of two 4 µm thick SiO₂, six 10µm CD, and seventeen 15µm CH, and five 20µm CH capsules, all filled with DT gas. The solid line shows the modeled $n+n+^4\text{He}$ resonance, while the dashed and dotted lines represent 5% and 20% contributions of $n+^5\text{He}(\text{GS})$, respectively. All three models were convolved with the MRS resolution for direct comparison to the measured data (the neutron energy resolution is 0.55MeV). As indicated by the plot, no $n+^5\text{He}(\text{GS})$ resonance is observable in the neutron spectrum.

Utilizing the results of Figure 8-3, the relative intensity of $n+^5\text{He}(\text{GS})$ to the $n+n+^4\text{He}$ resonance can be compared to accelerator experiments at higher CM energy, as shown in Figure 8-4. For this comparison, the average $T_i$ 5.8 keV for the data in Figure 8-3 corresponds to a peak reactant energy distribution of $E_{\text{CM}} = 23$ keV. The data at 23keV (CM energy) suggests a trend with the data obtained in the accelerator experiments at 110 keV and 250 keV. The negligibly small $n+^5\text{He}(\text{GS})$ resonance apparent in Figure 8-3 along with the suggested trend of Figure 8-4 implies that $n+^5\text{He}(\text{GS})$ is suppressed at these low reactant CM energies. Such an effect might be due to the dominance of a tunneling mechanism, where a proton tunnels from one triton to the other, thus excluding the $n+^5\text{He}(\text{GS})$ reaction. *Ab initio* calculations of the tt spectrum currently underway will help to explore this idea.
The relative strength of the n\(^{+5}\)He(GS) resonance amplitude shown in Figure 8-4 is of immediate relevance in ICF applications. Specifically, hydrodynamic simulations of ICF implosions using LASNEX indicate that the \(t\bar{t}\) reaction significantly contributes to the total neutron spectrum in tritium-rich THD implosions at the NIF.\(^{20}\) In particular, LASNEX simulates the \(t\bar{t}\) neutron emission using the resonance amplitudes obtained by Wong et al.\(^{109}\) at 250keV CM energy.\(^{114}\) In contrast, Figure 8-4 indicates that the n\(^{+5}\)He(GS) contribution to the \(t\bar{t}\) neutron emission is negligible for ICF. It is also interesting to note that the relative amplitudes of \(^3\)He\(^3\)He resonance channels (p\(+\)p\(^{+4}\)He and p\(^{+3}\)Li) have been determined from the Wong spectrum in some situations.\(^{109}\) This is for the reason that \(t\bar{t}\) and \(^3\)He\(^3\)He are mirror reactions.\(^{13}\) The results of Figure 8-4 additionally pose the question as to whether a similar relationship exists for \(^3\)He\(^3\)He in the case of the p\(^{+3}\)Li resonance. To that end, experiments have begun to directly measure the \(^3\)He\(^3\)He proton spectrum in OMEGA implosions.\(^{115}\)

To improve upon the measurements of the \(t\bar{t}\) neutron spectrum at OMEGA, future experiments using pure T\(_2\)-gas filled capsules are proposed that will greatly reduce the dt yield and thereby the DSn background. This will eliminate the principle source of background in these measurements and reduce the uncertainty in the measured spectrum. In addition, plans are underway to construct a low-energy neutron spectrometer (LENS)\(^{116}\) that will extend measurements of the \(t\bar{t}\) neutron spectrum to 0.1-5MeV. This will directly illuminate the n-n final-state interaction in the \(t\bar{t}\) spectrum, whose affect should be most apparent at neutron energies of ~4MeV.

### 8.4 Summary

In summary, the \(t\bar{t}\) neutron spectrum has been measured at low reactant energies in thermonuclear plasmas using a variety of ICF capsule implosions at OMEGA. The results show that, in contrast to accelerator data at higher CM energies (>100keV), the n\(^{+5}\)He resonance is...
insignificant at reactant energies relevant to ICF. This result is of immediate relevance in the interpretation of the ICF neutron spectrum at the NIF and raises the question about the resonance amplitudes for the $\text{He}^3\text{He}$ reaction, which is the dominant energy-producing step in the solar proton-proton chain.
9 – Evidence for stratification of DT fuel in ICF implosions

Neutrons released in fusion provide a window into the burning core, which reveal a wealth of information that cannot be obtained through any other means. Implosions that contain deuterium and tritium generally produce copious dt reactions and subsequent 14.1 MeV neutrons. These primary dt neutrons are discussed extensively in Chapter 5. Primary dt neutrons also undergo elastic scattering, producing down-scattered neutrons, which are used to infer areal density as discussed in Chapter 7. However, other primary reactions occur in the burning core (like dd and tt), when deuterium and tritium are present, but in much lower numbers because of their lower reactivity (recall Figure 1-3). In typical temperature ranges (2-15keV) the reactivity is $< 10^2$ times lower for dd and tt, making the measurements of these reactions quite challenging in DT implosions, because of the very high dt background. Despite the difficulty, new physics can be discovered by studying these reactions. For example, the tt reaction is now revealing new insights in both basic nuclear physics and in studying the dynamics of ICF implosions. This chapter discusses the measurements of the tt neutron spectrum, in DT implosions, and expands upon the results, which have been accepted for publication in the Physical Review Letters. This chapter is structured as follows, Section 9.1 provides an introduction, Section 9.2 derives the predicted dd/dt and tt/dt yield ratios, Section 9.3 shows the observed yield ratios and Section 9.4 discusses the role of fuel stratification, while Section 9.5 summarizes.

9.1 Introduction

In laser-driven Inertial Confinement Fusion (ICF), spherical capsules are compressed and heated to high enough temperatures and densities for fusion reactions to occur. The fusion products from these reactions carry information about the core, and can be used to diagnose the underlying implosion physics. For instance, measurements of fusion products from the D(d,p)T (dd) and D(3he,p)4He (d3he) reactions in D3He gas-filled capsule implosions at OMEGA have shown anomalous yield behavior, indicating that aspects of the underlying physics governing an ICF implosion are not completely understood. Based on scaling of D2 implosions with the same mass and particle density (which are “hydro-equivalent”), it was shown by Rygg et al. that the d3he proton and dd neutron yields were about 50% lower than the expected in equimolar D3He gas-filled capsule implosions. In another study, non-hydro-equivalent DT3He gas-filled capsule implosions have shown anomalous D(t,n)4He (dt) reaction yield behavior that was ~50% lower than expected. A third study showed indirect-drive experiments, with trace Ar dopants in D2 capsule implosions, which also had observed dd yields that were 30-50% of expectation. The

---

* Hydro-dynamic behavior was predicted to be the same for implosions with the same mass density, total particle density, and equation of state, despite having different fuel compositions.
results from these studies suggest species diffusion effects, as proposed by Amendt et al.\textsuperscript{117} These effects, which are to the best of our knowledge not included in simulations, appear to measurably degrade the nuclear yields of lighter ion species in an ICF implosion. Generalizing these observations from the different elemental mixtures (different Z) of previous work\textsuperscript{33, 47, 117} to include isotopic mixtures of the same Z (e.g., Z=1 for hydrogen, deuterium, tritium), is of fundamental interest. The latter case is particularly important, as it is directly relevant to current ignition experiments at the National Ignition Facility (NIF), where different mixtures of H, D and T are being utilized.

To address questions about ion diffusion in DT implosions, this chapter reports on measurements of the dd and tt reaction yields ($Y_{dd}$ and $Y_{tt}$) and how they contrast to the measured dt reaction yield ($Y_{dt}$). Spherical thin-glass (SiO$_2$) and thick-CH capsules were filled with DT-gas, and imploded using 23-30 kJ of energy delivered by the OMEGA laser in 1-ns square laser pulses. The absolute dd proton spectrum was measured by two magnet based charged particle spectrometers (CPSs),\textsuperscript{48, 118} and the dt neutron yield and ion temperature were measured with the suite of neutron time-of-flight (nTOF) detectors.\textsuperscript{44} The absolute dt and tt neutron spectra were measured with the Magnetic Recoil Spectrometer (MRS), discussed in detail in Chapter 4. The different reactions utilized in this study are summarized below.

\[
\begin{align*}
D + D & \rightarrow T + p(3.0\text{MeV}) \quad Q=4.0\text{ MeV} \quad (9-1) \\
D + T & \rightarrow n(14.1\text{MeV}) + \frac{3}{2}\text{He} \quad Q=17.6\text{ MeV} \quad (9-2) \\
T + T & \rightarrow 2n(0-9.4\text{MeV}) + \frac{3}{2}\text{He} \quad Q=11.3\text{ MeV} \quad (9-3)
\end{align*}
\]

As shown by Equations ((9-1) through (9-3)), the dd reaction produces a 3 MeV proton and a triton, and the dt reaction produces a 14.1 MeV neutron and an alpha particle. At ICF relevant conditions, the tt reaction produces two neutrons and an alpha particle (Equation (9-3)). The spectrum of these tt neutrons can be described by a 3-body continuum that is modified by the n-n and n-alpha final-state interactions.\textsuperscript{54}

\section*{9.2 Predicted dd/dt and tt/dt yield ratios in ICF implosions}

The yield ($Y_{12}$) for the different reactions is determined by integrating the spectrum of the dd protons, tt neutrons, and dt neutrons. To relate $Y_{12}$ to the conditions in an ICF implosion, the reaction yield can be expressed as

\[
Y_{12} = \int f_1 f_2 \frac{\rho(\vec{r}, t)^2}{\bar{m}^2} \langle \sigma v \rangle_{12} d\vec{r} \ dt,
\]

where $\langle \sigma v \rangle$ is the Maxwellian averaged reactivity, $f_1$ and $f_2$ are the atomic fractions of the reactants, $\rho$ is the fuel-mass density, $\bar{m}$ is the average reactant mass, and the Kronecker delta ($\delta_{12}$) accounts for double counting of identical reactants.\textsuperscript{16} Using Equation (9-4), the reaction yield ratio ($Y_{11}/Y_{12}$) can be expressed as
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\[
\frac{Y_{11}}{Y_{12}} = \frac{1}{2} \int f_1 \rho(\vec{r}, t)^2 \sigma_{11} d\vec{r} dt
\]
\[
= \frac{1}{2} \int f_1 f_2 \rho(\vec{r}, t)^2 \sigma_{12} d\vec{r} dt.
\] (9-5)

This expression can be simplified if the reactivity ratio for the two reactions is slowly varying within the temperature range of the reacting fuel, which is the case for the \(Y_{dd}/Y_{dt}\) and \(Y_{tt}/Y_{dt}\) measurements discussed in this paper \((T_i=9-18\text{ keV for } dd/dt, \text{ and } T_i=2-15 \text{ keV for } tt/dt)\). With this condition met, the reactivity ratio can be removed from the integral in Equation (9-5). Also, as hydrodynamic models of an ICF implosion often assume that the reactant density ratio \((f_1/f_2)\) is spatially and temporally constant during the implosion (although, we will show this to be inconsistent with the data herein), \(f_1\) and \(f_2\) can also be removed from the integrals. Now, the integrals cancel and the reaction yield ratio can be expressed as

\[
\frac{Y_{11}}{Y_{12}} \cong \frac{1}{2} \frac{f_1}{f_2} \frac{\sigma_{11}}{\sigma_{12}}.
\] (9-6)

Using the known reactivities (obtained from the ENDF/B-VII.0 database) for the \(dd, dt, \text{ and } tt\) reactions in the temperature range specified above, the expected \(Y_{dd}/Y_{dt}\) and \(Y_{tt}/Y_{dt}\) ratios in a DT implosion are given by

\[
Y_{dd}/Y_{dt} \cong 2.6 \times 10^{-3} \left( f_T/f_D \right)^{-1} (T_i=9-18 \text{ keV})
\] (9-7)

\[
Y_{tt}/Y_{dt} \cong 1.7 \times 10^{-3} \left( f_T/f_D \right) (T_i=2-15 \text{ keV}).
\] (9-8)

Here, \(f_T\) is the fraction of tritium in the core, \(f_D\) is the deuterium fraction in the core, and \(Y_{tt}\) is the \(tt\) reaction yield, which is half of the \(tt\) neutron yield because the 3-body branch emits two neutrons per reaction. Unless otherwise specified, all yields described herein refer to the reaction yield.

### 9.3 Measurements of the \(dd/dt\) and \(tt/dt\) yield ratios at OMEGA

To test this prediction, \(Y_{dd}\) can be determined in a DT implosion from the measured \(dd\) proton spectrum; an example is shown in Figure 9-1. This spectrum was obtained for OMEGA shot 39794 in which a 2.8\(\mu\)m thick \(SiO_2\) capsule filled with 20 atm of DT gas \((f_T=0.39, f_D=0.56\), and trace hydrogen impurity, or \(f_T/f_D =0.69)\) was imploded. A \(Y_{dd}\) of \(5.0 \times 10^{10}\) was determined from the spectrum, and a \(Y_{dt}\) of \(3.9 \times 10^{13}\) and \(T_i\) of \(11.8\text{ keV}\) were determined from the nTOF measurement. This results in a yield ratio of \(Y_{dd}/Y_{dt} = (1.3 \pm 0.2) \times 10^{-3}\) for this implosion, which is about a factor of three lower than \(3.7 \times 10^{3}\) predicted by Equation (9-7).
Similarly, $Y_a$ can be determined in a DT implosion from the measured $tt$ neutron spectrum; an example is shown in Figure 9-2. Figure 9-2a shows the neutron spectrum that best describes the recoil deuteron spectrum measured by the MRS (Figure 9-2b). This spectrum was obtained by integrating nine nominally identical OMEGA implosions (shots 55074-55083),\textsuperscript{*} using 16 µm CH capsules filled with DT fuel ($f_{T}/f_{D} = 0.63$) at 17.5 atm. A total $Y_{DT}$ of $1.6 \times 10^{14}$ and a burn averaged ion temperature of 5.3 keV were measured with the nTOF detector. As shown by Figure 9-2, the neutron spectrum consists of a $dt$ neutron component, a $tt$ neutron component and DSn component. The shape and magnitude of the DSn component are determined by the differential cross-sections for the n-d, n-t, n-c, and n-h elastic and inelastic scattering. From this neutron spectrum, a yield ratio of $Y_{dt}/Y_{Dt} = (4.1 \pm 0.5) \times 10^{-3}$ was determined, which is more than a factor of three larger than $1.1 \times 10^{-3}$ predicted by Equation (9-8).

\textsuperscript{*} Nine implosions were integrated to obtain better statistics because the neutron detection efficiency is relatively low when compared to charged particle measurements. Nominally identical shell thickness, diameter, fill pressure, and laser profiles result in very similar nuclear-burn-averaged ion temperatures and DT yield. In this series, the shot-to-shot ion temperature varied by 5% and the DT yield varied by 28%.
Figure 9-2: a) Neutron spectrum (black curve) that gives the best fit to the recoil deuteron spectrum measured with the MRS. b) Measured recoil deuteron spectrum (red points) obtained with the MRS. The spectrum is a convolution of the MRS-response function and neutron spectrum shown in part a. The deuteron peak at ~11.6 MeV is due to the primary dt neutrons. The width of this peak is primarily due to the MRS resolution. A DSn component is also observed in the deuteron-energy range 8-10 MeV, where other neutron sources are absent. The tt neutron spectrum dominates at deuteron energies below 7 MeV.

As an extension of the above study, the $Y_{dd}/Y_{dt}$ and $Y_{tt}/Y_{dt}$ ratios were determined for several series of different types of capsule-implosions, resulting in different burn averaged ion temperatures ($T_i$). In the case of the $Y_{dd}/Y_{dt}$ study, thin-glass capsules with thicknesses in the range of 2.4-3.7 μm were used, and in the case of the $Y_{tt}/Y_{dt}$ study, thin-glass capsules with thicknesses of 3.8 μm and CH (or CD) capsules with thicknesses of 10μm, 16μm, and 20μm were used. The initial DT fuel mixture was on average $f_T/f_D \approx 0.75$ for the $Y_{dd}/Y_{dt}$ study and $f_T/f_D \approx 0.62$ for the $Y_{tt}/Y_{dt}$ study. The differences in the initial $f_T/f_D$ are due to tritium decay and refueling of the DT inventory at OMEGA. The observed $Y_{dd}/Y_{dt}$ data are shown in Figure 9-3a as a function of ion temperature. For comparison, the expected yield ratios calculated using Equation (9-6) for these dt implosions are shown by the solid black curve. 1D LILAC hydrodynamic simulations were also used to calculate the yield ratios (blue triangles) and the results are in excellent agreement with Equation (9-6), as shown in Figure 9-3a. This comparison demonstrates that the observed ratios are significantly lower than expected from known reactivities alone, indicating a lower deuterium fraction in the core than expected. Similarly, Figure 9-3b illustrates the observed $Y_{tt}/Y_{dt}$ ratios, which are compared to the expected ratio (black solid curve) as a function of ion temperature. The observed reaction yield ratio is anomalously 3 to 6 times higher than predicted at ~4 keV and ~8 keV, respectively.
9.4 The potential role of fuel stratification

The relatively constant tt/dt (and dd/dt) reactivity ratio over the range of observed temperatures, and the consequential insensitivity to complex time-evolving density and temperature profiles strongly suggests this yield anomaly is due to a change in the reacting-fuel fractions $f_T/f_D$ induced by deuterium leaving the center of the implosion. These anomalies, which are stronger for $Y_{tt}/Y_{dt}$ than for $Y_{dd}/Y_{dt}$, could be caused by the combined effect of the centrally-peaked temperature profile and stratified fuel-species (recall the yield ratio is insensitive to the temperature profile only if $f_T/f_D$ is fixed). As the temperature profile is peaked at the center of the compressed core, where the fuel is tritium rich, the effective tt reactant temperature relative to dt and dd is higher. Because the reactivity is a strong function of temperature, this will further enhance $Y_{tt}/Y_{dt}$ and likewise suppress $Y_{dd}/Y_{dt}$. Therefore, these anomalous yield ratios indicate that $f_T/f_D$ has changed but cannot be directly used to infer $f_T/f_D$ without a self-consistent model of the density change in the core. However, implosion temperature and density profiles simulated using LILAC can be used to estimate the $\langle f_T/f_D \rangle$ (averaged over the DT burn region) required to produce the observed yield ratios in Figure 9-3. This work suggests that $\langle f_T/f_D \rangle$ has been increased by $\sim$40-70% above its pre-shot value during the implosion. More detailed estimates for $\langle f_T/f_D \rangle$ will be the subject of further study.

Some insight as to when stratification begins, may come from the fact that anomalous yield behavior is observed (Figure 9-3) in two different implosion types; thin-shell (2.4-3.8μm SiO$_2$) shock-driven “exploding-pusher” and thick-shell (10-20μm CH or CD) ablative-driven implosions. In both the exploding-pusher and ablative implosions, the laser launches a strong-
shock, significantly heating the gas and producing a “shock-yield” after rebounding off the center. By the time the shock-yield is produced, the shell is mostly ablated away for the exploding-pusher case and no additional yield is produced. However, for the ablatively-driven case much of the shell remains, which continues imploding inward until stagnation, where $pdV$-work heats the gas producing an additional “compression-yield.” Because both of these implosion types show an apparent change in $f_T/f_D$ in the core, this implies the change begins relatively early in the implosion process, shortly after the first shock breaks out of the shell and certainly by the time the shock rebounds off the center and the shock-yield is produced. This stratification may continue between the shock and compression-yield for the ablative implosions, but without temporal measurements of the relative yields, this cannot yet be definitively established.

A possible mechanism for the fuel stratification is plasma baro-diffusion, recently proposed by Amendt et al.\textsuperscript{117} to explain the previously mentioned $d^3$he and $dt^3$he yield anomalies, which causes lighter ions to diffuse away from the implosion center (and the heavier nuclei into the center). We propose future experiments with the aim of studying this possible mechanism and determining the role of the mass and charge of the fuel constituents. The first is to observe $^3$he$^3$he protons (which have recently been observed for the first time in ICF implosions),\textsuperscript{120} produced in different mixtures of $^3$He$^4$He gas-filled implosions. This combination will feature same the $Z$ but different constituent masses, which will directly complement this study but at $Z=2$. A second experiment would be to measure $^3$He deuterons using different mixtures of T$^3$He gas-filled implosions. T$^3$He deuterons have been observed in previous DT$^3$He gas-filled implosions,\textsuperscript{48} but not with the aim of studying possible diffusion effects. Any inferred stratification in $^3$He would then be isolated to the difference in charge as these constituents feature the same mass. A third experiment would look at the DD yield in hydro-equivalent THD fuel mixtures, analogous to the previously mentioned D$^3$He study.\textsuperscript{35}

**9.5 Summary**

In summary, the dd and tt reaction yields are anomalously low and high, respectively, when compared to the dt reaction yield. We hypothesize that this discrepancy is caused by a stratification of the fuel, which causes $f_T/f_D$ to increase at the center of the compressed core, an effect that becomes stronger with higher temperature. The anomaly is larger for $Y_{dd}/Y_{dt}$ than for $Y_{dd}/Y_{dt}$, which may be the result of the combined effect of the temperature profile and stratified fuel. This stratification of the fuel may be driven by plasma baro-diffusion\textsuperscript{117} of the fuel ions, which pushes the lighter ions from the imploding ICF core. The implications of these anomalous yields have bearing on other dt experiments in ICF including the ignition experiments planned on the NIF, potentially resulting in a more restrictive ignition threshold\textsuperscript{17,121} and reduced dt yield.
Summary

We stand on the frontier of a new era in fusion energy research, the era of alpha-particle heating and burning plasmas. In diagnosing burning plasmas, nuclear diagnostics like the Magnetic Recoil Spectrometer (MRS) are key, as they directly provide information about the burning core. In addition, nuclear diagnostics will excel in performance at high neutron yields, while most other diagnostics will fail.

The MRS was installed and commissioned on OMEGA in 2007. The interpretation of the MRS data is made through the response function, which was generated by a detailed Geant4 model, and is used to infer the original neutron spectrum. Reducing the background to the required level for the different measurements is a key challenge, as the most interesting features of the neutron spectrum, like down-scattered neutrons (DSn) and TT neutrons (TTn) are orders of magnitude below the primary DT neutrons, which constitute the main background. Significant polyethylene shielding around the MRS was used to directly attenuate the neutron background around the detector as much as possible. To reduce the background even further, the coincidence counting technique was developed to mitigate both intrinsic and neutron induced background. This new processing technique enables accurate low-signal measurements of the DSn or TTn components in the neutron spectrum.

For the first time, the DSn spectrum has been used to infer the areal density ($\rho R$) of ICF implosions. DSn spectra were accurately measured in a variety of low to moderate $\rho R$ implosions and are in excellent agreement with the well-established charged particle$^{48}$ measurements. This authenticates the DSn technique, which is important for diagnosing high $\rho R$ ($>180\text{mg/cm}^2$) cryogenic DT implosions, where most other techniques fail. Cryogenic DT implosions at OMEGA$^{26}$ are now regularly diagnosed using the DSn spectrum measured with the MRS. These measurements helped lead to a new triple-picket pulse design,$^{28}$ which provided improved compression, resulting in the highest $\rho R$s ever achieved at OMEGA.$^{26, 28}$ In addition, the MRS has been used to diagnose the DSn spectrum from THD and DT implosions at the NIF, during the beginning phases of the National Ignition Campaign. These results have already been central in tuning these implosions to the highest $\rho R$s achieved in ICF ($>1\text{ g/cm}^2$), which is over three times the range of the DT alphas.

The first measurements of the TTn spectrum in equimolar DT implosions at OMEGA have been conducted using the MRS. Both the TTn and the DD proton yield were compared to the DT neutron yield in DT implosions. From these measurements, it is concluded that the DD yield is anomalously low and the TTn yield is anomalously high, relative to the DT yield, an effect that is enhanced with increasing ion temperature. These results can be explained by a stratification of the fuel in the core of an ICF implosion, an effect that may be present in ignition experiments planned on the National Ignition Facility. In addition, the spectral measurements of the TT-neutron emission were conducted for the first time at reactant central-mass energies in the range of 15-30
keV. The results from these measurements indicate that the TT reaction proceeds primarily through the direct three-body reaction channel, producing a continuous TT-neutron spectrum in the range 0 – 9.5 MeV.

The MRS has already provided valuable and elucidating data that have been essential to the ICF program. However, its contribution in the years ahead, promise to be even more rewarding, as it continues to be a primary diagnostic in the ignition campaign when the yields will be significantly higher at the NIF.
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Appendix A - Nuclear cross-sections and center-of-mass vs laboratory frame

Nuclear cross-section data is used throughout this thesis to calculate important parameters such as scattering probabilities in the MRS foil, and scattered neutron spectra in imploded ICF capsules. Nuclear databases present data in many forms and often in the center-of-mass (CM) frame. This section will provide a basic discussion of some relationships, which can be used to manipulate nuclear data into appropriate forms for several topics discussed in this thesis. Here, the focus will be on non-relativistic two-body problems. The interested reader is referred to the *Kinematics of Nuclear Reactions* by Michalowicz,\textsuperscript{122} for an extension to relativistic and many-body problems.

Many problems in nuclear physics are often cast and solved in the CM reference frame, even though experiments are performed in the more familiar laboratory (lab) reference frame. The CM frame moves with the center-of-mass of the reactants. Figure A-1 illustrates a reaction between a particle with mass \( m_1 \) and kinetic energy \( E_1 \) that moves toward another particle with mass \( m_2 \), which is at rest in the lab frame.

![Figure A-1: a) Illustration of a reaction between two particles with masses \( m_1 \) and \( m_2 \) in the laboratory (lab) reference frame. Particle 1 has the kinetic energy \( E_1 \) in the lab frame and is moving toward particle 2, which is at rest in this frame. The reaction products (particles 3 and 4) have the masses \( m_3 \) and \( m_4 \) and kinetic energies \( E_3 \) and \( E_4 \). b) Same reaction given in the center-of-mass (CM) reference frame. In an elastic collision, \( m_1 = m_3 \) and \( m_2 = m_4 \).](image)

The CM velocity \( V \) is given by
\[ V = \frac{m_1v_1}{m_1 + m_2}. \] (A-1)

Here, \( v_1 \) is velocity of particle 1. Similarly, the CM frame velocities of particle 1 (\( v_{1\text{-CM}} \)) and particle 2 (\( v_{2\text{-CM}} \)) are given by

\[ v_{1\text{-CM}} = \frac{m_2v_1}{m_1 + m_2} \] (A-2)

\[ v_{2\text{-CM}} = \frac{m_1v_1}{m_1 + m_2} = V. \] (A-3)

The kinetic energy of the CM (\( E_{t\text{-CM}} \)) frame is given by

\[ E_{t\text{-CM}} = \frac{m_2E_1}{m_1 + m_2}. \] (A-4)

The kinematic relationship between the pre and post-reaction parameters are derived by using conservation of energy and momentum. In the non-relativistic limit, \( E_1 \ll m_1 \), the post-reaction CM angle (\( \Theta \)) can be related to the lab angle (\( \theta \)) using the constant of motion \( K \) for both particle 3 and particle 4.\(^{122}\)

\[ K_3 = \frac{V}{v_{3\text{-CM}}} = \frac{m_1m_3E_{t\text{-CM}}}{\sqrt{m_2m_4(E_{t\text{-CM}} + Q)}} \] (A-5)

\[ K_4 = \frac{V}{v_{4\text{-CM}}} = \frac{m_1m_4E_{t\text{-CM}}}{\sqrt{m_2m_3(E_{t\text{-CM}} + Q)}} \] (A-6)

\[ \tan \theta_3 = \frac{\sin \Theta_3}{\cos \Theta_3 + K_3}. \] (A-7)

\[ \tan \theta_4 = \frac{\sin \Theta_4}{\cos \Theta_4 + K_4}. \] (A-8)

The angular differential cross-section in the CM frame (most nuclear databases tabulate cross-sections in the CM frame) can be related to the differential cross-section in the lab frame through
\[
\frac{d\Omega_{3-CM}}{d\Omega_{3-lab}} = \frac{\sin\theta_3 d\theta_3}{\sin\theta_3 d\theta_3'} \quad (A-9)
\]

where

\[
\frac{d\theta_3}{d\theta_3} = \frac{d\tan\theta_3}{d\theta_3} = \frac{(1 + \tan^2\theta_3)(\cos\theta_3 + K_3)^2}{(1 + K_3 \cos\theta_3)} = \frac{1 + K_3^2 + 2K_3 \cos\theta_3}{1 + K_3 \cos\theta_3} \quad (A-10)
\]

and

\[
\frac{\sin\theta_3}{\sin\theta_3} = \frac{\frac{\sin\theta_3}{\cos\theta_3 + K_3/\sqrt{1 + \left(\frac{\sin\theta_3}{\cos\theta_3 + K_3}\right)^2}}}{(1 + K_3^2 + 2K_3 \cos\theta_3)^{1/2}}. \quad (A-11)
\]

Combining (A-10) with (A-11) yields

\[
\frac{d\sigma}{d\Omega_{3-lab}} = \frac{(1 + K_3^2 + 2K_3 \cos\theta_3)^{3/2}}{1 + K_3 \cos\theta_3} \frac{d\sigma}{d\Omega_{CM}}. \quad (A-12)
\]

Applying a similar analysis to particle 4 gives

\[
\frac{d\sigma}{d\Omega_{4-lab}} = \frac{(1 + K_4^2 + 2K_4 \cos\theta_4)^{3/2}}{1 + K_4 \cos\theta_4} \frac{d\sigma}{d\Omega_{CM}}. \quad (A-13)
\]

A useful relationship between the CM angles of particle 3 and particle 4 is \(\theta_4 = \pi - \theta_3\), which follows from the conservation of momentum in the CM frame. To derive the energy differential cross-section \(\frac{d\sigma}{dE}\) in the lab frame as a function of CM angular differential cross-section \(\frac{d\sigma}{d\Omega_{CM}}\), it is useful to first relate the energy of the reactants in the CM frame \((E_{3-CM} \text{ and } E_{4-CM})\) to \(E_{CM}\) (A-4). Following from the velocities of particle 3 and 4 in the CM frame, \(E_{3-CM}\) and \(E_{4-CM}\) can be expressed as

\[
E_{3-CM} = \frac{1}{2} m_3 v_{3-CM}^2 = \frac{m_4(E_{l-CM} + Q)}{(m_3 + m_4)} \quad (A-14)
\]

\[
E_{4-CM} = \frac{1}{2} m_4 v_{4-CM}^2 = \frac{m_3(E_{l-CM} + Q)}{(m_3 + m_4)}. \quad (A-15)
\]
From conservation of momentum in the direction perpendicular to the incident particle, we can express the following relationship

\[ m_3 v_{3\text{--lab}} \sin \theta_3 = m_3 v_{3\text{--CM}} \sin \Theta_3. \]  \hspace{1cm} (A-16)

Now, the lab energies \((E_3 \text{ and } E_4)\) can be expressed as functions of constants of motion \((K_3 \text{ and } K_4 \text{ from Equations (A-5) and (A-6)})\) and CM scattering angles \((\Theta_3 \text{ and } \Theta_4)\). These can be expressed as

\[ E_3 = E_{3\text{--CM}} \left( \frac{\sin \Theta_3}{\sin \theta_3} \right)^2 = E_{3\text{--CM}} \left( 1 + K_3^2 + 2K_3 \cos \Theta_3 \right). \]  \hspace{1cm} (A-17)

Following the same procedure for particle 4 yields

\[ E_4 = E_{4\text{--CM}} \left( 1 + K_4^2 + 2K_4 \cos \Theta_4 \right). \]  \hspace{1cm} (A-18)

The energy differential cross-section \(\frac{d\sigma}{dE_3}\) in the lab frame can now be expressed in terms of the CM angular differential cross-section \(\frac{d\sigma}{d\Omega_\text{CM}}\) via the constant \(K\), using the relationship

\[ \frac{dE_3}{d\Omega_\text{CM}} = \frac{E_{3\text{--CM}} 2 K_3 \sin \Theta_3}{2 \pi \sin \Theta_3}, \]  \hspace{1cm} (A-19)

which yields

\[ \frac{d\sigma}{dE_3} = \frac{d\sigma}{dE_3} \frac{d\sigma}{d\Omega_\text{CM}} = \frac{\pi}{K_3 E_{\text{CM--3}}} \frac{d\sigma}{d\Omega_\text{CM}}. \]  \hspace{1cm} (A-20)

Similarly for particle 4:
\[
\frac{d\sigma}{dE_4} = K_4 E_{CM-4} \frac{d\sigma}{d\Omega_{CM}} \quad (A-21)
\]

The MRS often diagnoses implosions of plastic capsules that contain carbon. This requires a good understanding of the spectrum of scattered neutrons from carbon. The elastic and inelastic angular differential cross-sections in the CM frame for 14MeV neutrons on carbon, obtained from the (Evaluated Nuclear Data File) ENDF/B-VII.0\textsuperscript{13} database, are shown in Figure A-2a. Figure A-2b shows the conversion of the CM angular differential cross-sections to the lab energy differential scattering cross-section for 14MeV neutrons using Equation (A-20).

![Figure A-2 a) Angular differential scattering cross-section for 14MeV neutrons on carbon as a function of CM angle for elastic and inelastic scattering from the first three excited states in C-12. These cross sections were obtained from the ENDF/B-VII.0 database.\textsuperscript{13} b) Energy differential scattering cross-section for 14MeV neutrons on carbon for elastic and inelastic scattering from the first three excited states in C-12 is plotted as a function of laboratory energy. These cross-sections were derived from the CM angular differential cross-sections shown in figure (a) using Equation (A-20).](image)

The expressions derived above are valid for any non-relativistic two-body reactions. However, these kinematic expressions are greatly simplified in the case of elastic (Q=0) neutron scattering. If we identify particle 3 as the neutron and particle 4 as the recoil nucleus, then \(m_1 = m_3 = 1\) and \(m_2 = m_4 = A\), where \(A\) is the mass number of the recoil nucleus. In this case, the relationship between the recoil angular differential cross-section \(\frac{d\sigma}{d\Omega_{lab-4}}\) (which is useful in determining the MRS detection efficiency) and CM angular differential cross-section \(\frac{d\sigma}{d\Omega_{CM}}\) is given by
\[
\frac{d\sigma}{d\Omega_{\text{lab}}} = 4 \cos \theta_4 \frac{d\sigma}{d\Omega_{\text{CM}}} \quad \text{(A-22)}
\]

The relationship between the energy differential scattering cross-section \(d\sigma/dE_3\) for the neutron and \(d\sigma/d\Omega_{\text{CM}}\) is also simplified and is given by

\[
\frac{d\sigma}{dE_3} = \frac{\pi (1 + A)^2}{AE_3} \frac{d\sigma}{d\Omega_{\text{CM}}} \quad \text{(A-23)}
\]

The relationship between the recoil scattering angle \((\theta_4)\) and CM neutron scattering angle \((\theta_3)\) can also be simplified, and expressed as

\[
\cos \theta_4 = \sqrt{\frac{1 - \cos \theta_3}{2}}. \quad \text{(A-24)}
\]

The energy of the recoil nucleus \((E_4)\) can now be simply expressed in terms of \(\theta_4\), i.e.,

\[
E_4 = \frac{4A}{(1 + A)^2} E_1 \cos^2 \theta_4. \quad \text{(A-25)}
\]

The \(d\sigma/d\Omega_{\text{CM}}\) curves for elastic scattering of 14 MeV neutrons off H, D, and T are shown in Figure A-3a. These cross sections were also obtained from the ENDF/B-VII.0\textsuperscript{13} database. The energy differential cross-sections for elastic neutron scattering are derived from Equation (A-23) and are shown in Figure A-3b. The n,2n reactions in D and T are also shown in this figure, and these cross sections were obtained from the CENDL-3.1 database.\textsuperscript{123} \(d\sigma/d\Omega_{\text{CM}}\) for elastic n-d scattering can be converted to the lab frame, using Equation (A-22), as shown in Figure A-4 for neutron energies of 5.6 MeV and 14.17 MeV. This quantity is important in computing the MRS detection efficiency, as discussed in Chapter 4.
Figure A-3: a) Angular differential cross-section for 14 MeV neutron elastic scattering off H, D, and T as a function of CM energy. These cross sections were obtained from the ENDF/B-VII.0 database. b) The lab-energy differential cross-sections (solid lines) derived using Equation (A-23) for elastic scattering of 14 MeV neutrons off H, D, and T using the cross-sections shown in figure (a). Also shown are the n,2n reactions in D and T, which were obtained from the CENDL-3.1 database (dashed lines).

Figure A-4: Angular differential cross section for elastic n-d scattering as a function of the recoil deuteron angle in the lab frame for neutron energies of 1.417 MeV (solid line) and 5.6 MeV (dashed line). The MRS detects forward scattered recoil deuterons ($\theta_r=0$). The two curves show that the $d\sigma/d\Omega_{lab}$ cross-section is higher at lower incident neutron energy, indicating that the MRS-detection efficiency is a function of neutron energy.
The scattered neutron spectrum from an ICF implosion (discussed in Chapter 3) can be calculated from the energy differential cross-section and the path integrated areal density ($\rho L$), as expressed by

$$\frac{Y_{DSn}(E)}{Y_{DT}} = N_a \frac{\sum_i \rho L_i \frac{d\sigma_i}{dE} f_i}{\sum_i m_i f_i}. \tag{A-26}$$

Here, $N_a$ is Avogadro’s number, $m_i$ is the atomic mass, and $f_i$ is atomic fraction. Recall from Chapter 3 that $\rho L = \rho R$ for a hot-spot implosion model (where all neutrons are produced at the center of the implosion). The scattered neutron spectrum for an equimolar DT implosion is shown in Figure A-5a. The different components, from each individual reaction, contributing to the spectrum are also shown. The scattered neutron spectrum for a CH plastic (H/C = 1.38/1) implosion is shown in Figure A-5b. This spectrum, which was normalized by the scattering material’s $\rho L$, was calculated using Equation (A-26). The components for the n-p elastic scattering and neutron-inelastic scattering in carbon, which contribute to the scattered neutron spectrum, are also shown in the figure. The down scattered neutron yield ($Y_{DSn}$) can be calculated by integrating Equation (A-26) or by integrating the curves in Figure A-5. The neutron energy range used for detecting DSn at OMEGA is 9.5-12.5 MeV, as discussed in Chapter 7. The relationship between $Y_{DSn}$ and the $\rho L$ for an equimolar DT implosion is given by

$$Y_{DSn} = \int_{9.5\text{MeV}}^{12.5\text{MeV}} Y(E) dE \sim 0.07 \rho L (g/cm^2) Y_{DT}. \tag{A-27}$$

At the NIF, $Y_{DSn}$ is typically defined as the down-scattered ratio (DSR), which is simply Equation (A-26), integrated over the energy range 10-12MeV. The relationship between DSR and $\rho L$ for an equimolar DT implosion is given by

$$DSR = \frac{Y_{DS-n}}{Y_{DT}} = \frac{1}{Y_{DT}} \int_{10\text{MeV}}^{12\text{MeV}} Y(E) dE \sim 0.05 \rho L (g/cm^2) \tag{A-28}$$
Figure A-5: a) The scattered neutron spectrum for an equimolar DT implosion, which is normalized by $\rho L$. b) The scattered neutron spectrum for a CH plastic implosion. The different components, associated with the different reactions (or scattering) processes, contributing to the scattered neutron spectrum are also shown in the figures.
Appendix B – Astrophysical S-factor, reactant distributions, and electron screening

Cross-sections for fusion reactions are extremely important for both nucleosynthesis and for fusion experiments like those discussed throughout this thesis. This section will discuss the “astrophysical S-factor” parameterization of the cross-section. This section will also show how the S-factor can be used to derive the thermonuclear reactant distribution of a burning plasma. In addition, the effect of electron screening on reaction cross-sections is also discussed.

A convenient and illuminating way of displaying and tabulating the reaction cross-sections is to use the astrophysical S-factor parametrization, which can be expressed as

\[ \sigma(E) = \frac{S(E)}{E} e^{-\sqrt{E_G/E}}. \]  

(B-1)

Here, \( E_G \) is the Gamow penetration energy that is expressed as \( E_G = 2 \left( \pi \alpha_f Z_1 Z_2 \right)^2 m_e c^2 \), where \( E \) is the reactant energy in the CM frame, \( \alpha_f \) is the fine structure constant, \( m_e \) is the reduced mass, and \( c \) is the speed of light. The utility of this parameterization is that the nuclear scale size (de Broglie wavelength squared \( \lambda^2 = (\hbar/p)^2 = \hbar^2/(2mE) \)) and Coulomb barrier penetration-factor, which vary extremely fast with CM energy, are separated from the slower varying nuclear component or S-factor. As an important example, the measured and evaluated cross-sections for the DT reaction are plotted as a function of the CM energy in Figure B-6a and the corresponding astrophysical S-factors are given in Figure B-6b. Notice a broad resonance evident in the DT S-factor. Figure B-6c and Figure B-6d show the astrophysical S-factors for the TT and He reactions, respectively. Both the TT and He reactions are non-resonant in this energy range and therefore their S-factors vary slowly with energy. Additional cross-sections and astrophysical S-factors for several reactions of interest are given in Figure B-7.
Figure B-6: a) Measured$^{124-130}$ and evaluated (ENDF/B-VII.0)$^{13}$ DT reaction cross-section as a function of CM energy. b) Measured and evaluated (ENDF/B-VII.0) S-factor for the DT reaction.$^{124-130}$ The S-factor provides a convenient way to display the reaction cross-sections as it separates the fast varying Coulomb penetration and de Broglie wavelength (nuclear size) from the slower varying nuclear physics component. b) Measured and evaluated (ENDF/B-VII.0) S-factor for the TT reaction.$^{13, 131-134}$ d) Measured$^{135-137}$ and evaluated (ENDF/B-VII.0)$^{13}$ S-factor for the $^3$He$^3$He reaction.
Figure B-7: Evaluated (ENDF/B-VII.0)\textsuperscript{13} reaction cross-section data (except the pp reaction which was derived from Adelberger et al.\textsuperscript{14}) and the corresponding astrophysical S-factor as a function of CM energy for several reactions of interest.

To illustrate the utility of the non-resonant S-factor, we consider the following calculation of the reactant energy distribution of a thermonuclear burn. This energy distribution can be derived directly from the Maxwellian averaged reactivity ($\langle \sigma v \rangle$) given by Equation (1-2). Figure B-8 shows the components inside the energy integral of Equation (1-2) and the resultant energy distribution of TT reactants at $T_i$=5keV. The peak of this distribution ($E_0$) is also called the Gamow peak energy.\textsuperscript{10, 16} Additionally, Figure B-9 shows the numerically calculated reactant energy...
distributions for several reactions of interest at four ion temperatures [1keV, 5keV, 50keV, and 200keV].

Figure B-8: Plot of the reactant energy distribution (red) of a Ti=5keV TT fusion burn, as a function of CM energy. The components of Equation (1-2), whose product make up this reactant distribution, are the velocity weighted Maxwellian distribution (dashed) and the cross-section (dotted). The peak of this distribution (E₀) is called the Gamow peak energy.

\[ F(E) \propto E_0 \frac{E-E}{T} \]

Number of reactions [au]

Reactant CM Energy [keV]
Figure B-9: Plot of the thermal reactant energy distributions (at four ion temperatures $T_i=1\text{keV}, 5\text{keV}, 50\text{keV}, 200\text{keV}$) as a function of CM reactant energy for the fusion reactions shown in Figure B-7. Note that these distributions have been individually scaled for easy comparison.

$E_0$ can also be calculated analytically for a non-resonant reaction* using the S-factor parameterization for the cross-section in Equation (1-2), as illustrated by

$$\langle \sigma v \rangle = \frac{8}{\pi m_r T\sqrt[3]{3/2}} \int_0^\infty S(E) e^{-\sqrt{E_G/E-T/E}} dE.$$  \hspace{1cm} (B-2)

If $S(E)$ is slow varying over the burn (non-resonant like the reactions shown in Figure B-6c and Figure B-6d) then it can be removed from the integral. Also, the quantity: $e^{-\sqrt{E_G/E-T/E}}$, can be approximated by a Gaussian distribution $\sim e^{-\frac{(E-E_0)^2}{\Delta^2}}$ using the method of steepest descent.$^{138}$ The peak of this distribution is $E_0 = (bT/2)^{2/3}$, where the $b = \sqrt{E_G}$ defined above. For TT, $b = 38.5 \text{keV}^{1/2}$ and for $^3\text{He}^3\text{He}$ $b=154 \text{keV}^{1/2}$ ($T_i$ and $E_0$ are expressed in keV). The $1/e$ full-width is $\Delta = 4(E_0T_i/3)^{1/2}$. Table B-1 summarizes Gamow peak energies and Gamow penetration energies for several reactions of interest.

---

* Note near a strong resonance reaction $E_0 \sim E_{\text{res}}$, where $E_{\text{res}}$ is the resonance energy. This is evident in the reactant distributions at $T_i=50\text{keV}$ and $200\text{keV}$ for DT in Figure B-9.
Table B-1: Gamow penetration energies (\(E_G\)) for several reactions of interest. Also provided is the Gamow peak energy (\(E_0\)) normalized by \(T^{2/3}\) where \(T\) is expected in keV.

<table>
<thead>
<tr>
<th></th>
<th>DT</th>
<th>DD</th>
<th>TT</th>
<th>(\text{D}^3\text{He})</th>
<th>(\text{^3He}^3\text{He})</th>
<th>PP</th>
<th>(\text{T}^3\text{He})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_0)(MeV)</td>
<td>1.18</td>
<td>0.99</td>
<td>1.48</td>
<td>4.73</td>
<td>23.67</td>
<td>0.49</td>
<td>5.92</td>
</tr>
<tr>
<td>(E_0)(keV)/(T_{\text{keV}}^{2/3})†</td>
<td>6.66</td>
<td>6.27</td>
<td>7.18</td>
<td>10.58</td>
<td>18.09</td>
<td>4.98</td>
<td>11.39</td>
</tr>
</tbody>
</table>

† In principle, this only works far away from resonances

For a resonant reaction, the Breit-Wigner form for the cross-section can be used to analytically evaluate Equation (1-2).\(^{10}\) A crude estimate of the reactivity can be obtained by assuming all reactions occur within a very narrow resonance where the width (\(\Gamma\)) is much less then the peak energy (\(E_{\text{res}}\)),\(^{16,138}\) which results in \(\langle \sigma v \rangle_{\text{narrow}} \sim \frac{8}{\pi m_e T^{3/2}} \frac{\Gamma}{2} \sigma(E_{\text{res}}) e^{-E_{\text{res}}/T}.\) This estimate is compared to the numerically evaluated reactivity \(\langle \sigma v \rangle\) for the DT and \(\text{D}^3\text{He}\) reactions in Figure B-10. This estimate only works near the DT and \(\text{D}^3\text{He}\) resonances but is accurate to about a factor of two near each resonance (despite the fact that these are broad resonances).

![Figure B-10: A comparison between the numerically evaluated \(\langle \sigma v \rangle\) for the resonant reactions DT and \(\text{D}^3\text{He}\), and a simple analytical estimate of \(\langle \sigma v \rangle_{\text{narrow}},\) assuming narrow resonances.](image)

Nuclear reaction cross-sections, like those shown in Figure B-6, are measured in the presence of electrons. Generally, the effect of electrons on the Coulomb barrier between reacting nuclei is negligible except at very low CM energies where the electrons effectively screen the repulsive Coulomb barrier and enhance the reaction cross-section. The enhancement, which is often significant in low-energy accelerator experiments, was modeled by Assenbaum et al.\(^{15}\) This enhancement can be expressed as
Here $U_e$ is the electron-screening energy, which is tabulated and available in Assenbaum et al.$^{139}$ and Aldelberger et al.$^{15}$ This model shows excellent agreement with the measured $^3$He reaction cross-section enhancement over the ENDF/B-VII.0 bare-nuclei cross-section (see Figure B-11a). When this model is applied to the DT and TT reactions, the predicted enhancement is negligible, except at energies much lower than relevant for ICF applications as shown in Figure B-11b. This means that screening effects are negligible in the reference DT and TT data, which have been obtained by laboratory accelerator experiments.

![Diagram of S-factor for D3He reaction](image1)

![Diagram of S-factor for DT and TT reactions](image2)

Figure B-11: a) The S-factor for the $^3$He reaction as a function of the CM energy. The data sets were obtained by Aliotta et al.$^{140}$ and Schroder et al.$^{141}$, which are contrasted to the bare-nuclei S-factor (solid curve) and electron-screened S-factor (dashed curve). The bare-nuclei S-factor is from the ENDF/B-VII.0 database.$^{13}$ Electron-screening enhancement is taken from Assenbaum et al.$^{139}$ b) The S-factor for the DT and TT reactions as a function of CM energy with the predicted accelerator electron screening effect (dashed curve) from the Assenbaum$^{15}$ model. The model shows that accelerator electron screening for the DT and TT reactions is negligible in the energy range of most ICF implosions (>10keV).

The Salpeter model$^{15}$ characterizes the effect of plasma electron screening in the thermonuclear plasmas that exist in ICF experiments and in the sun. As shown by Equation (B-4), the plasma electron screening is a function of the plasma temperature ($T$) and plasma Debye radius ($\lambda_D$).
The reaction enhancement factor \( f(E) \), is shown in Figure B-12 for the DT, TT, D\(^3\)He, and \(^3\)He\(^3\)He reactions as a function of plasma ion temperature \( T_i \), which illustrates that \( f(E) \) is negligible for all experiments described in this thesis (\( \rho \sim 5\)g/cm\(^3\)) and even for much denser implosions (\( \rho \sim 500\)g/cm\(^3\)), except for \(^3\)He\(^3\)He where electron screening may be important.

Figure B-12: Predicted enhancement for the DT, TT, D\(^3\)He, and \(^3\)He\(^3\)He reactions due to plasma electron screening calculated using the Salpeter\(^{15}\) model for \( \rho \sim 5\)g/cm\(^3\) in part a (achievable in an OMEGA implosion) and \( \rho \sim 500\)g/cm\(^3\) in part b (achievable in a NIF implosion). The predictions show that plasma electron screening is negligible in all measurements presented in this thesis.
Appendix C - OMEGA DSn Experimental Data Summary

Summary of OMEGA Cryogenic DT implosions diagnosed by the MRS

<table>
<thead>
<tr>
<th>OMEGA shot</th>
<th>( Y_{Dn} ) (X 10^{12})</th>
<th>( T_e ) (keV)</th>
<th>MRS ( \rho_{tot} ) (mg/cm^2)</th>
<th>MRS ( \sigma_{\rho_{tot}} ) (mg/cm^2)</th>
<th>CPS1 ( \rho_{tot} ) (mg/cm^2)</th>
<th>CPS1 ( \sigma_{\rho_{tot}} ) (mg/cm^2)</th>
<th>CPS2 ( \rho_{tot} ) (mg/cm^2)</th>
<th>CPS2 ( \sigma_{\rho_{tot}} ) (mg/cm^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>53808</td>
<td>3.5</td>
<td>2.1</td>
<td>68</td>
<td>42</td>
<td>161</td>
<td>31</td>
<td>62</td>
<td>7</td>
</tr>
<tr>
<td>53879</td>
<td>6.0</td>
<td>2.3</td>
<td>94</td>
<td>27</td>
<td>22</td>
<td>5</td>
<td>47</td>
<td>4</td>
</tr>
<tr>
<td>54886</td>
<td>5.5</td>
<td>2.1</td>
<td>98</td>
<td>15</td>
<td>135</td>
<td>9</td>
<td>87</td>
<td>6</td>
</tr>
<tr>
<td>54926</td>
<td>3.9</td>
<td>1.8</td>
<td>83</td>
<td>9</td>
<td>128</td>
<td>10</td>
<td>62</td>
<td>5</td>
</tr>
<tr>
<td>55230</td>
<td>3.7</td>
<td>2.2</td>
<td>191</td>
<td>22</td>
<td>sat</td>
<td>sat</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>55231</td>
<td>3.4</td>
<td>2.2</td>
<td>179</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55399</td>
<td>3.0</td>
<td>2.1</td>
<td>185</td>
<td>27</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55468</td>
<td>2.8</td>
<td>2.1</td>
<td>221</td>
<td>36</td>
<td>170</td>
<td>23</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55722</td>
<td>2.0</td>
<td>1.8</td>
<td>276</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>66</td>
<td>8</td>
</tr>
<tr>
<td>55723</td>
<td>1.9</td>
<td>1.8</td>
<td>295</td>
<td>47</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55826</td>
<td>1.9</td>
<td>1.8</td>
<td>236</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55947</td>
<td>7.6</td>
<td>2.2</td>
<td>64</td>
<td>15</td>
<td>na</td>
<td>na</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>55952</td>
<td>4.2</td>
<td>2.1</td>
<td>111</td>
<td>14</td>
<td>171</td>
<td>25</td>
<td>71</td>
<td>9</td>
</tr>
<tr>
<td>56043</td>
<td>2.8</td>
<td>2</td>
<td>179</td>
<td>26</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>56044</td>
<td>1.7</td>
<td>1.6</td>
<td>198</td>
<td>37</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>56046</td>
<td>2.2</td>
<td>1.9</td>
<td>168</td>
<td>31</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>57482</td>
<td>3.0</td>
<td>2.1</td>
<td>215</td>
<td>21</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>58197</td>
<td>2.3</td>
<td>1.8</td>
<td>178</td>
<td>50</td>
<td>160</td>
<td>24</td>
<td>178</td>
<td>50</td>
</tr>
<tr>
<td>58288</td>
<td>1.6</td>
<td>1.53</td>
<td>216</td>
<td>36</td>
<td>167</td>
<td>26</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>58970</td>
<td>1.9</td>
<td>1.98</td>
<td>114</td>
<td>21</td>
<td>143</td>
<td>22</td>
<td>49</td>
<td>12</td>
</tr>
<tr>
<td>OMEGA</td>
<td>Y_{D_{yn}}</td>
<td>T_i</td>
<td>MRS $\rho_{R_{tot}}$</td>
<td>MRS $\sigma_{p_{f}}$</td>
<td>CPS1 $\rho_{R_{tot}}$</td>
<td>CPS1 $\sigma_{p_{f}}$</td>
<td>CPS2 $\rho_{R_{tot}}$</td>
<td>CPS2 $\sigma_{p_{f}}$</td>
</tr>
<tr>
<td>-------</td>
<td>------------</td>
<td>-----</td>
<td>----------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>shot</td>
<td>(X 10^{12})</td>
<td>(keV)</td>
<td>(mg/cm^2)</td>
<td>(mg/cm^2)</td>
<td>(mg/cm^2)</td>
<td>(mg/cm^2)</td>
<td>(mg/cm^2)</td>
<td>(mg/cm^2)</td>
</tr>
<tr>
<td>54886</td>
<td>5.5</td>
<td>2.1</td>
<td>98</td>
<td>15</td>
<td>135</td>
<td>9</td>
<td>87</td>
<td>6</td>
</tr>
<tr>
<td>54926</td>
<td>3.9</td>
<td>1.8</td>
<td>83</td>
<td>9</td>
<td>128</td>
<td>10</td>
<td>62</td>
<td>5</td>
</tr>
<tr>
<td>OMEGA shot</td>
<td>$Y_{\text{DTn}}$ ($\times 10^{13}$)</td>
<td>$T_i$ (keV)</td>
<td>MRS $\rho_{\text{tot}}$ (mg/cm$^2$)</td>
<td>MRS $\sigma_{\text{pri}}$ (mg/cm$^2$)</td>
<td>CPS1 $\rho_{\text{tot}}$ (mg/cm$^2$)</td>
<td>CPS1 $\sigma_{\text{pri}}$ (mg/cm$^2$)</td>
<td>CPS2 $\rho_{\text{tot}}$ (mg/cm$^2$)</td>
<td>CPS2 $\sigma_{\text{pri}}$ (mg/cm$^2$)</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------------------</td>
<td>-------------</td>
<td>-------------------------------------</td>
<td>-------------------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>55230</td>
<td>3.7</td>
<td>2.2</td>
<td>191</td>
<td>22</td>
<td>sat</td>
<td>sat</td>
<td>49</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OMEGA shot</th>
<th>$Y_{\text{DTn}}$ ($\times 10^{13}$)</th>
<th>$T_i$ (keV)</th>
<th>MRS $\rho_{\text{tot}}$ (mg/cm$^2$)</th>
<th>MRS $\sigma_{\text{pri}}$ (mg/cm$^2$)</th>
<th>CPS1 $\rho_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS1 $\sigma_{\text{pri}}$ (mg/cm$^2$)</th>
<th>CPS2 $\rho_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS2 $\sigma_{\text{pri}}$ (mg/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55231</td>
<td>3.4</td>
<td>2.2</td>
<td>179</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>OMega Y_DTN</td>
<td>T_i</td>
<td>MRS ( \rho_{r_{tot}} )</td>
<td>MRS ( \sigma_{i_{pl}} )</td>
<td>CPS1 ( \rho_{r_{tot}} )</td>
<td>CPS1 ( \sigma_{i_{pl}} )</td>
<td>CPS2 ( \rho_{r_{tot}} )</td>
<td>CPS2 ( \sigma_{i_{pl}} )</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>------</td>
<td>------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>shot</td>
<td>( X \times 10^{15} )</td>
<td>(keV)</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td></td>
</tr>
<tr>
<td>55399</td>
<td>3.0</td>
<td>2.1</td>
<td>185</td>
<td>27</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td></td>
</tr>
<tr>
<td>55468</td>
<td>2.8</td>
<td>2.1</td>
<td>221</td>
<td>36</td>
<td>170</td>
<td>23</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>OMEGA shot</td>
<td>Y_{0Tn} (X 10^{12})</td>
<td>T_i (keV)</td>
<td>MRS \rho_{R_{tot}} (mg/cm^2)</td>
<td>MRS \sigma_{pR} (mg/cm^2)</td>
<td>CPS1 \rho_{R_{tot}} (mg/cm^2)</td>
<td>CPS1 \sigma_{pR} (mg/cm^2)</td>
<td>CPS2 \rho_{R_{tot}} (mg/cm^2)</td>
<td>CPS2 \sigma_{pR} (mg/cm^2)</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------</td>
<td>----------</td>
<td>-------------------------------</td>
<td>----------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>55722</td>
<td>2.0</td>
<td>1.8</td>
<td>276</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>66</td>
<td>8</td>
</tr>
<tr>
<td>55723</td>
<td>1.9</td>
<td>1.8</td>
<td>295</td>
<td>47</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>OMEGA shot</td>
<td>(Y_{\text{DTn}}) (\times 10^{12})</td>
<td>(T_i) (keV)</td>
<td>MRS (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>MRS (\sigma_{\text{pR}}) (mg/cm(^2))</td>
<td>CPS1 (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>CPS1 (\sigma_{\text{pR}}) (mg/cm(^2))</td>
<td>CPS2 (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>CPS2 (\sigma_{\text{pR}}) (mg/cm(^2))</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>55826</td>
<td>1.9</td>
<td>1.8</td>
<td>236</td>
<td>34</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>55947</td>
<td>7.6</td>
<td>2.2</td>
<td>64</td>
<td>15</td>
<td>na</td>
<td>na</td>
<td>49</td>
<td>6</td>
</tr>
</tbody>
</table>

![Graph of Deuteron Energy vs Counts/MeV](image1)

![Graph of Neutron Spectrum vs Neutron Energy](image2)
<table>
<thead>
<tr>
<th>shot</th>
<th>$Y_{\text{Dyn}}$ (X $10^{23}$)</th>
<th>$T_i$ (keV)</th>
<th>MRS $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>MRS $\sigma_{\rho R}$ (mg/cm$^3$)</th>
<th>CPS1 $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS1 $\sigma_{\rho R}$ (mg/cm$^3$)</th>
<th>CPS2 $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS2 $\sigma_{\rho R}$ (mg/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55952</td>
<td>4.2</td>
<td>2.1</td>
<td>111</td>
<td>14</td>
<td>171</td>
<td>25</td>
<td>71</td>
<td>9</td>
</tr>
<tr>
<td>56043</td>
<td>2.8</td>
<td>2</td>
<td>179</td>
<td>sat</td>
<td>26</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>OMEGA</td>
<td>(Y_{\text{Dyn}}) ((\times 10^{12}))</td>
<td>(T_i) (keV)</td>
<td>MRS (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>MRS (\sigma_{\text{pr}}) (mg/cm(^2))</td>
<td>CPS1 (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>CPS1 (\sigma_{\text{pr}}) (mg/cm(^2))</td>
<td>CPS2 (\rho R_{\text{tot}}) (mg/cm(^2))</td>
<td>CPS2 (\sigma_{\text{pr}}) (mg/cm(^2))</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------</td>
<td>---------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>shot</td>
<td>56044 (\times 10^{12})</td>
<td>1.7</td>
<td>1.6</td>
<td>198</td>
<td>37</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
<tr>
<td>shot</td>
<td>56046 (\times 10^{12})</td>
<td>2.2</td>
<td>1.9</td>
<td>168</td>
<td>31</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
</tbody>
</table>

Deuteron Energy [MeV]

Counts / MeV

Neutron Energy [MeV]

Neutron Spectrum [1/MeV]

Total
Primary
TT
Fuel
<table>
<thead>
<tr>
<th>OMEGA</th>
<th>( Y_{\text{Dyn}} )</th>
<th>( T_i )</th>
<th>MRS ( \rho R_{\text{tot}} )</th>
<th>MRS ( \sigma_{\text{pRT}} )</th>
<th>CPS1 ( \rho R_{\text{tot}} )</th>
<th>CPS1 ( \sigma_{\text{pRT}} )</th>
<th>CPS2 ( \rho R_{\text{tot}} )</th>
<th>CPS2 ( \sigma_{\text{pRT}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>( \times 10^{12} )</td>
<td>(keV)</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
</tr>
<tr>
<td>57482</td>
<td>3.0</td>
<td>2.1</td>
<td>215</td>
<td>21</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
<td>sat</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OMEGA</th>
<th>( Y_{\text{Dyn}} )</th>
<th>( T_i )</th>
<th>MRS ( \rho R_{\text{tot}} )</th>
<th>MRS ( \sigma_{\text{pRT}} )</th>
<th>CPS1 ( \rho R_{\text{tot}} )</th>
<th>CPS1 ( \sigma_{\text{pRT}} )</th>
<th>CPS2 ( \rho R_{\text{tot}} )</th>
<th>CPS2 ( \sigma_{\text{pRT}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>( \times 10^{12} )</td>
<td>(keV)</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
<td>(mg/cm(^2))</td>
</tr>
<tr>
<td>58197</td>
<td>2.3</td>
<td>1.8</td>
<td>178</td>
<td>50</td>
<td>160</td>
<td>24</td>
<td>178</td>
<td>50</td>
</tr>
<tr>
<td>OMEGA shot</td>
<td>$Y_{\text{DTn}} \times 10^{12}$</td>
<td>$T_i$ (keV)</td>
<td>MRS $\rho R_{\text{tot}}$ (mg/cm$^2$)</td>
<td>MRS $\sigma_{\text{pR}}$ (mg/cm$^2$)</td>
<td>CPS1 $\rho R_{\text{tot}}$ (mg/cm$^2$)</td>
<td>CPS1 $\sigma_{\text{pR}}$ (mg/cm$^2$)</td>
<td>CPS2 $\rho R_{\text{tot}}$ (mg/cm$^2$)</td>
<td>CPS2 $\sigma_{\text{pR}}$ (mg/cm$^2$)</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------</td>
<td>-------------</td>
<td>------------------------------------</td>
<td>------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>58288</td>
<td>1.6</td>
<td>1.53</td>
<td>216</td>
<td>36</td>
<td>167</td>
<td>26</td>
<td>sat</td>
<td>sat</td>
</tr>
</tbody>
</table>

### Neutron Spectrum [1/MeV]

#### Neutron Energy [MeV]

- **Total**
- **Primary**
- **TT**
- **Fuel**

### Deuteron Energy [MeV]

#### Counts / MeV

- **Response Matrix Fit**
- **data**

---

<table>
<thead>
<tr>
<th>OMEGA shot</th>
<th>$Y_{\text{DTn}} \times 10^{12}$</th>
<th>$T_i$ (keV)</th>
<th>MRS $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>MRS $\sigma_{\text{pR}}$ (mg/cm$^2$)</th>
<th>CPS1 $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS1 $\sigma_{\text{pR}}$ (mg/cm$^2$)</th>
<th>CPS2 $\rho R_{\text{tot}}$ (mg/cm$^2$)</th>
<th>CPS2 $\sigma_{\text{pR}}$ (mg/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58970</td>
<td>1.9</td>
<td>1.98</td>
<td>114</td>
<td>21</td>
<td>143</td>
<td>22</td>
<td>49</td>
<td>12</td>
</tr>
</tbody>
</table>
Appendix D – NIF DS\textsubscript{n} Experimental Data
Summary

Summary of NIF Cryogenic DT and THD implosions diagnosed by the MRS:

<table>
<thead>
<tr>
<th>NIF shot</th>
<th>NIF (\times 10^{14})</th>
<th>MRS Y\textsubscript{DTn}</th>
<th>MRS (\sigma_{Yn})</th>
<th>(T_i) (keV)</th>
<th>(\sigma_{Ti}) (keV)</th>
<th>MRS DSR</th>
<th>DSR (\sigma) (%)</th>
<th>MRS (\rho R_{tot}) (g/cm(^2))</th>
<th>MRS (\sigma_{\rho R}) (g/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>N110201</td>
<td>1.1</td>
<td>4.5</td>
<td>3.5</td>
<td>0.1</td>
<td>2.4</td>
<td>0.3</td>
<td>0.48</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>N110212</td>
<td>1.25</td>
<td>4.5</td>
<td>3.6</td>
<td>0.1</td>
<td>2.8</td>
<td>0.31</td>
<td>0.56</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>N110603</td>
<td>0.642</td>
<td>4.7</td>
<td>2.6</td>
<td>0.2</td>
<td>4.8</td>
<td>0.55</td>
<td>0.96</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>N110615</td>
<td>4.38</td>
<td>4.36</td>
<td>3.4</td>
<td>0.1</td>
<td>4</td>
<td>0.25</td>
<td>0.80</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>N110620</td>
<td>4.14</td>
<td>4.36</td>
<td>4.3</td>
<td>0.2</td>
<td>4.9</td>
<td>0.29</td>
<td>0.97</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>N110904</td>
<td>4.4</td>
<td>4.37</td>
<td>3.5</td>
<td>0.2</td>
<td>5.0</td>
<td>0.29</td>
<td>1.00</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>N110908</td>
<td>5.67</td>
<td>4.35</td>
<td>3.5</td>
<td>0.2</td>
<td>5.0</td>
<td>0.27</td>
<td>1.01</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

![Response Matrix Fit and Neutron Spectrum](image-url)
<table>
<thead>
<tr>
<th>NIF</th>
<th>MRS $Y_{DTn}$</th>
<th>MRS $\sigma_{yn}$</th>
<th>$T_i$</th>
<th>$\sigma_{T_i}$</th>
<th>MRS DSR</th>
<th>DSR $\sigma$</th>
<th>MRS $\rho_{R_{tot}}$</th>
<th>MRS $\sigma_{Tao}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>($X \times 10^{14}$)</td>
<td>(%)</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(%)</td>
<td>(%)</td>
<td>($g/cm^2$)</td>
<td>($g/cm^2$)</td>
</tr>
<tr>
<td>N110212</td>
<td>1.25</td>
<td>4.5</td>
<td>3.6</td>
<td>0.1</td>
<td>2.8</td>
<td>0.3108</td>
<td>0.56</td>
<td>0.06216</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NIF</th>
<th>MRS $Y_{DTn}$</th>
<th>MRS $\sigma_{yn}$</th>
<th>$T_i$</th>
<th>$\sigma_{T_i}$</th>
<th>MRS DSR</th>
<th>DSR $\sigma$</th>
<th>MRS $\rho_{R_{tot}}$</th>
<th>MRS $\sigma_{Tao}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>($X \times 10^{14}$)</td>
<td>(%)</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(%)</td>
<td>(%)</td>
<td>($g/cm^2$)</td>
<td>($g/cm^2$)</td>
</tr>
<tr>
<td>N110603</td>
<td>0.642</td>
<td>4.7</td>
<td>2.6</td>
<td>0.2</td>
<td>4.8</td>
<td>0.5472</td>
<td>0.96</td>
<td>0.10944</td>
</tr>
</tbody>
</table>

![Deuteron Energy](image)

![Neutron Spectrum](image)
<table>
<thead>
<tr>
<th>NIF</th>
<th>MRS Y_{DTn}</th>
<th>MRS \sigma_{yn}</th>
<th>T_i</th>
<th>\sigma_{fi}</th>
<th>MRS DSR</th>
<th>DSR \sigma</th>
<th>MRS \rho R_{tot}</th>
<th>MRS \sigma_{\rho R}</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>(X 10^{14})</td>
<td>(%)</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(%)</td>
<td>(%)</td>
<td>(g/cm^2)</td>
<td>(g/cm^2)</td>
</tr>
<tr>
<td>N110615</td>
<td>4.38</td>
<td>4.36</td>
<td>3.4</td>
<td>0.1</td>
<td>4</td>
<td>0.2544</td>
<td>0.8</td>
<td>0.05088</td>
</tr>
</tbody>
</table>

### Count / MeV vs. Deuteron Energy [MeV]

- **Response Matrix Fit**
- **Data**
- **Fuel**
- **TT**
- **Primary**

### Neutron Spectrum [Yield/MeV]

- **Total**
- **Primary**
- **TT**
- **Fuel**

---

<table>
<thead>
<tr>
<th>NIF</th>
<th>MRS Y_{DTn}</th>
<th>MRS \sigma_{yn}</th>
<th>T_i</th>
<th>\sigma_{fi}</th>
<th>MRS DSR</th>
<th>DSR \sigma</th>
<th>MRS \rho R_{tot}</th>
<th>MRS \sigma_{\rho R}</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot</td>
<td>(X 10^{14})</td>
<td>(%)</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(%)</td>
<td>(%)</td>
<td>(g/cm^2)</td>
<td>(g/cm^2)</td>
</tr>
<tr>
<td>N110620</td>
<td>4.14</td>
<td>4.36</td>
<td>4.3</td>
<td>0.2</td>
<td>4.87</td>
<td>0.2878</td>
<td>0.974</td>
<td>0.057563</td>
</tr>
</tbody>
</table>

### Count / MeV vs. Deuteron Energy [MeV]

- **Response Matrix Fit**
- **Data**
- **Fuel**
- **TT**
- **Primary**

### Neutron Spectrum [Yield/MeV]

- **Total**
- **Primary**
- **TT**
- **Fuel**
### Table 1: NIF MRS Parameters

<table>
<thead>
<tr>
<th>NIF</th>
<th>shot</th>
<th>MRS $Y_{\text{DTn}}$ ($\times 10^{14}$)</th>
<th>MRS $\sigma_{\text{Yn}}$ (%)</th>
<th>$T_i$ (keV)</th>
<th>$\sigma_{\text{Tn}}$ (keV)</th>
<th>MRS DSR (%)</th>
<th>DSR $\sigma$ (%)</th>
<th>MRS $\rho_{\text{Rtot}}$ (g/cm$^2$)</th>
<th>MRS $\sigma_{\text{PR}}$ (g/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N110904</td>
<td></td>
<td>4.4</td>
<td>4.37</td>
<td>3.5</td>
<td>0.2</td>
<td>5.02</td>
<td>0.2917</td>
<td>1.004</td>
<td>0.058332</td>
</tr>
<tr>
<td>N110908</td>
<td></td>
<td>5.67</td>
<td>4.35</td>
<td>3.5</td>
<td>0.2</td>
<td>5.03</td>
<td>0.2746</td>
<td>1.006</td>
<td>0.054928</td>
</tr>
</tbody>
</table>

### Graphs:
- **Deuteron Energy [MeV]**
  - Count / MeV vs. Deuteron Energy [MeV]
  - Response Matrix Fit
  - Data
  - Fuel
  - TT
  - Primary

- **Neutron Energy [MeV]**
  - Neutron Spectrum [Yield/MeV]
  - Total
  - Primary
  - TT
  - Fuel

### Notes:
- Counts / MeV
- Deuteron Energy [MeV]
- Neutron Spectrum [Yield/MeV]
- Neutron Energy [MeV]
### Appendix E - OMEGA TT Experimental Data Summary

<table>
<thead>
<tr>
<th>OMEGA integrated Target</th>
<th>Y_{DTn}</th>
<th>Ti</th>
<th>E_{CM}</th>
<th>Y_{TT-rx}/Y_{DT-rx}</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot numbers</td>
<td>(X 10^{13})</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(X 10^{-3})</td>
</tr>
<tr>
<td>55983-55989</td>
<td>3.8</td>
<td>3.5</td>
<td>16.5 ± 1.6</td>
<td>3.7 ± 0.7</td>
</tr>
<tr>
<td>54472-54474</td>
<td>3.2</td>
<td>3.8</td>
<td>17.5 ± 1.5</td>
<td>4.0 ± 0.7</td>
</tr>
<tr>
<td>58157-58159,58161-58162</td>
<td>7.4</td>
<td>5.1</td>
<td>21.3 ± 1.4</td>
<td>5.1 ± 0.7</td>
</tr>
<tr>
<td>55074-55083</td>
<td>15.8</td>
<td>5.3</td>
<td>21.7 ± 1.4</td>
<td>4.1 ± 0.5</td>
</tr>
<tr>
<td>58165,58209-58210</td>
<td>5.0</td>
<td>5.6</td>
<td>22.5 ± 1.4</td>
<td>4.8 ± 0.8</td>
</tr>
<tr>
<td>58163, 58208</td>
<td>13.2</td>
<td>7.4</td>
<td>27.3 ± 1.2</td>
<td>5.6 ± 0.7</td>
</tr>
<tr>
<td>55641-55647</td>
<td>25.5</td>
<td>8.0</td>
<td>28.7 ± 1.2</td>
<td>6.2 ± 0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OMEGA integrated Target</th>
<th>Y_{DTn}</th>
<th>Ti</th>
<th>E_{CM}</th>
<th>Y_{TT-rx}/Y_{DT-rx}</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot numbers</td>
<td>(X 10^{13})</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(X 10^{-3})</td>
</tr>
<tr>
<td>55074-55083</td>
<td>15.8</td>
<td>5.3</td>
<td>21.7 ± 1.4</td>
<td>4.1 ± 0.5</td>
</tr>
</tbody>
</table>

#### Deuterons and Neutrons Data

- **Deuteron Energy [MeV]**
- **Neutron Spectrum [1/MeV]**

![Deuteron Energy vs Counts/MeV](image1)

![Neutron Spectrum vs Neutron Energy](image2)
### Table

<table>
<thead>
<tr>
<th>OMEGA integrated shot numbers</th>
<th>Target Gas(atm)Shell[mm]</th>
<th>$Y_{DTn}$ $(X \times 10^{13})$</th>
<th>Ti (keV)</th>
<th>$E_{CM}$ (keV)</th>
<th>$Y_{TT-rx}/Y_{DT-rx}$ $(X \times 10^{-3})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>55641-55647</td>
<td>DT(12.1) CD[9.5]</td>
<td>25.5</td>
<td>8.0</td>
<td>28.7 ± 1.2</td>
<td>6.2 ± 0.5</td>
</tr>
<tr>
<td>58163, 58208</td>
<td>DT(10.1) SiO2[3.8]</td>
<td>13.2</td>
<td>7.4</td>
<td>27.3 ± 1.2</td>
<td>5.6 ± 0.7</td>
</tr>
<tr>
<td>OMEGA integrated Target</td>
<td>$Y_{DTn}$</td>
<td>Ti</td>
<td>$E_{CM}$</td>
<td>$Y_{TT-rx}/Y_{DT-rx}$</td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>----------</td>
<td>----</td>
<td>----------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>shot numbers</td>
<td>Gas(atm)Shell(mm)</td>
<td>($X \times 10^{13}$)</td>
<td>(keV)</td>
<td>(keV)</td>
<td>(X$10^{-3}$)</td>
</tr>
<tr>
<td>58165,58209-58210</td>
<td>DT(18.9)CH(14.1)</td>
<td>5.0</td>
<td>5.6</td>
<td>22.5 ± 1.4</td>
<td>4.8 ± 0.8</td>
</tr>
</tbody>
</table>

Deuteron Energy [MeV]

<table>
<thead>
<tr>
<th>OMEGA integrated Target</th>
<th>$Y_{DTn}$</th>
<th>Ti</th>
<th>$E_{CM}$</th>
<th>$Y_{TT-rx}/Y_{DT-rx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>shot numbers</td>
<td>Gas(atm)Shell(mm)</td>
<td>($X \times 10^{13}$)</td>
<td>(keV)</td>
<td>(keV)</td>
</tr>
<tr>
<td>58157-58159,58161-58162</td>
<td>DT(15)CH(15)</td>
<td>7.4</td>
<td>5.1</td>
<td>21.3 ± 1.4</td>
</tr>
<tr>
<td>shot numbers</td>
<td>Gas(atm)</td>
<td>Shell[mm]</td>
<td>$Y_{\text{DTn}}$</td>
<td>Ti</td>
</tr>
<tr>
<td>--------------</td>
<td>----------</td>
<td>-----------</td>
<td>------------------</td>
<td>----</td>
</tr>
<tr>
<td>55983-55989</td>
<td>DT(17)CH19.7</td>
<td></td>
<td>3.8</td>
<td>3.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>shot numbers</th>
<th>Gas(atm)</th>
<th>Shell[mm]</th>
<th>$Y_{\text{DTn}}$</th>
<th>Ti</th>
<th>$E_{\text{CM}}$</th>
<th>$Y_{\text{TT-rx}}/Y_{\text{DT-rx}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>54472-54474</td>
<td>DT(17)CH19.6</td>
<td></td>
<td>3.2</td>
<td>3.8</td>
<td>17.5 ± 1.5</td>
<td>4.0 ± 0.7</td>
</tr>
</tbody>
</table>
Appendix F – Fitting algorithm for analyzing MRS data

The minimum chi-square fitting method is used throughout this thesis to interpret the measured MRS recoil deuteron spectrum and the neutron spectrum that provides the best fit to the measured spectrum. The details of this fitting algorithm are illustrated in this Appendix. This method was adopted from the paper by Avni et al.\textsuperscript{142}, but the interested reader is referred to many excellent texts on the subject, such as the texts Bevington,\textsuperscript{143} Taylor,\textsuperscript{144} and Numerical Recipes.\textsuperscript{145} The following example is a from OMEGA shots 55641-55647, described in detail in Chapters 8 and 9.

We can describe the chi-square fitting routine by first defining the chi-square ($\chi^2$) metric

$$\chi^2 = \sum_i^N \frac{(y_i - \text{fit}(n)_i)^2}{\sigma_i^2}.$$  \hspace{1cm} (F-29)

Here, $N$ is the number of observables, $y_i$ is the value for each observable, $\sigma_i$ is the uncertainty for each observable, and $\text{fit}(n)_i$ is the model describing the observables, which is a function of $n$ parameters. The number of degrees of freedom ($d$) is then given by

$$d = N - n.$$  \hspace{1cm} (F-30)

If the $\text{fit}(n)_i$ requires normalization, the number of degrees of freedom is expressed as $d = N - n - 1$. A best fit is found by minimizing $\chi^2$. The uncertainty in the best-fit parameters of the model can be determined from the variation of $\chi^2$ (or $\Delta \chi^2$) from its minimum ($\chi_{\text{min}}^2$), as described in Avni\textsuperscript{142} and Bevington\textsuperscript{143}. In the case of one fitting parameter, the $1\sigma$ uncertainty can be determined by varying the parameter until $\chi^2 = \chi_{\text{min}}^2 + 1$ or $\Delta \chi^2 = 1$ (for inferring uncertainty in more interesting parameters see Bevington\textsuperscript{143}).

The reduced chi-square ($\chi_v^2$) metric is often used to evaluate a model of system and is defined as

$$\chi_v^2 = \frac{1}{d} \sum_i^N \frac{(y_i - \text{fit}(n)_i)^2}{\sigma_i^2}.$$  \hspace{1cm} (F-31)

On average, $\chi_v^2$ is ~1 when a model describes the data well. A distribution of $\chi_v^2$ is expected as a function of $d$ (see Bevington\textsuperscript{143} and Taylor).\textsuperscript{144} However, as a general rule of thumb a $\chi_v^2 >> 1$ indicates a poor model or an underestimated set of observable uncertainties, while $\chi_v^2 << 1$ indicates a model that over-fits the data or an overestimated set of observable uncertainties.
An example of a measured recoil deuteron spectrum from OMEGA shots 55641-55647 is depicted in Figure F-13a. The points are the measured data, while the black solid curve represents the best-fit to the data above ~8MeV (at deuteron energies below 8 MeV, the TTn spectrum is the dominating component, as discussed subsequently). Figure F-13b shows the neutron spectrum that best fits the measured recoil deuteron spectrum above ~8MeV. The absolute primary DT spectrum (red dashed curve) was determined by using the MRS detection efficiency and the number of observed counts in the primary peak (see Chapter 5). The DSn spectrum was adjusted in intensity (spectral shape fixed) until best fit to the solid data points was found in the deuteron-energy range 8-9.5 MeV (or when the minimum $\chi^2$ was found). As shown in Figure F-13c, the best fit was found for a $\rho_{R_{\text{tot}}}$ of 35±5mg/cm$^2$.

After obtaining the best-fit DSn spectrum, the TTn spectrum can be determined, as shown in Figure F-14. A modeled TTn spectrum was used and adjusted in intensity (spectral shape fixed) to find the best fit to the measured data points below 8 MeV in Figure F-14a. Figure F-14b shows the neutron spectrum that best-fits the whole MRS measured spectrum. Figure F-14c shows the $\chi^2$ as a function of the fit parameter $Y_{TT}/Y_{DT}$, which indicate that a best fit was found for a $Y_{TT}/Y_{DT}$ of $(6.2 \pm 0.5) \times 10^{-3}$. 

Figure F-13: a) Example recoil deuteron spectrum from OMEGA shots 55641-55647. The open and solid data points are the measured data, while the solid black data points are the data used in the fit to the DSn spectrum. The solid line represents the best-fit to the data and has been normalized by $Y_{DT}$. b) Best-fit neutron spectrum to the recoil deuteron spectrum in part a, excluding the TTn which is described in the subsequent figure. c) $\chi^2$ distribution as a function of the fit parameter $\rho_{R_{\text{tot}}}$. The best fit $\rho_{R_{\text{tot}}} = 35\pm5\text{mg/cm}^2$. 

After obtaining the best-fit DSn spectrum, the TTn spectrum can be determined, as shown in Figure F-14. A modeled TTn spectrum was used and adjusted in intensity (spectral shape fixed) to find the best fit to the measured data points below 8 MeV in Figure F-14a. Figure F-14b shows the neutron spectrum that best-fits the whole MRS measured spectrum. Figure F-14c shows the $\chi^2$ as a function of the fit parameter $Y_{TT}/Y_{DT}$, which indicate that a best fit was found for a $Y_{TT}/Y_{DT}$ of $(6.2 \pm 0.5) \times 10^{-3}$. 
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Figure F-14: a) Measured and modeled MRS recoil deuteron spectrum for OMEGA shots 55641-55647. b) Modeled neutron spectrum, which now includes the TTn, DSn, and primary components. The best-fit TTn spectrum was obtained from the solid data points. c) $\chi^2$ as a function of the fit parameter $Y_{TT}/Y_{DT}$. The best fit was found for a $Y_{TT}/Y_{DT}$ of $(6.2 \pm 0.5) \times 10^{-3}$.
Appendix G - Description of coincidence counting analysis program

The coincidence counting analysis of the MRS data (described in detail in Chapter 6) is performed using a developed windows based C++ analysis program. The current version of this program and its main algorithm are described briefly in this section.

The CCT program reads binary scan files produced by the scan software developed by Seguin et al.\textsuperscript{48} primarily for the processing of CR-39 data taken at OMEGA and the NIF. A screen capture of the user interface of CCT analysis program is shown Figure G-15. The CCT analysis program allows the user to plot coincidence distributions as a function of track-contrast, diameter, eccentricity, x and y coordinate distributions, and relative dx and dy locations (front coordinate minus back coordinates).
The basic algorithm behind the CCT analysis program is as follows. The program opens the binary scan files, and then applies specified constraints, which allows regions of the CR-39 to be isolated spatially or cuts to be applied in contrast, diameter, and eccentricity. The coordinate system of the backside scan is then realigned using pin mark fiducials, as described in Chapter 6. A search for a correlated back-side track within the search radius ($R_c$) is performed for each found front-side track that meets the constraints. Every pair of correlated front-side and back-side tracks are recorded. When the search for correlated tracks is finished, several plots of the coincidence distribution are generated.

Figure G-15: User interface of the coincidence counting program. Several plots of diameter, contrast, dx/dy, and N(x) distribution of found coincidences are also shown.
Figure G-16: Flow diagram describing the coincidence counting program algorithm.
Appendix H- LILAC simulations of select OMEGA implosions

Hydrodynamic simulations are often used to study ICF implosions or design ICF implosion experiments. These simulations provide detailed information of the implosion dynamics (such as time and space evolving density, temperature, and burn profiles). The following section shows three types of simulations relevant to the OMEGA data shown in thesis: simulation of a shock-driven exploding pusher, an ablative-driven plastic, and a low-adiabat cryogenic implosion. These simulations were performed using the 1D hydrodynamics code LILAC (LILAC simulations performed by P. B. Radha, LLE).  

In particular, this appendix presents numerous LILAC simulated capsule implosion parameters such as thermonuclear yield, n_i, T_i, Pressure, velocity, and acceleration as a function of time. Each parameter is color-mapped and superimposed on the simulated capsule radius versus time, described in detail in Figure 7-5. This allows the evolution of each parameter, in space and time, to be more easily visualized. In some cases, a parameter may undergo rapid change near stagnation. In these cases, a log_{10} plot is also included to better show the evolution.

H.1 Shock-driven exploding pusher

In a shock-driven exploding pusher, the capsule has typically a thin glass SiO_2 or a thin plastic ablator. This thin shell is completely ablated away, driving a single strong shock into the gas. This shock compresses the gas and converges to the center where it rebounds. The rebounding shock compresses gas once again and a shock-burn is produced. Shot 58163 is an example of such an implosion, which utilized a 10.1 atm DT gas-filled SiO_2 capsule with an 804 \mu m radius shell, which was 3.9 \mu m thick. The short hand notation for this target type is: DT(10.1)SiO_2[3.9]. The 1D LILAC simulation for shot 58163 is shown in Figure H-17 through Figure H-21. The lower plot in Figure H-17 shows the simulated trajectories of different fluid elements (of fixed mass) during the implosion. The thick black curve at largest radius is the outer boundary SiO_2 shell. The second thick black curve is the DT gas boundary with the SiO_2 shell.
Figure H-17: Top: Laser pulse shape for the exploding pusher shot 58163, showing the laser power in TW, as a function of time. Bottom: Simulated capsule radius as a function of time. The burn profile as a function of radius and time is also plotted.

Figure H-18: Simulated ion temperature profile as a function of radius and time for shot 58163.
Figure H-19: Simulated ion density profile as a function of radius and time for shot 58163.

Figure H-20: Simulated pressure profile as a function of radius and time for shot 58163.
H.2 Ablatively-driven plastic shell implosion

In an ablatively-driven implosion, the laser ablates the outer parts of the plastic shell, forcing the remaining shell to implode inwards. The imploding shell compresses and heats the central gas through $pdV$ work, producing a hot-spot. Shot 55983 utilized a 17atm DT gas-filled CH capsule, with a $446 \, \mu m$ radius shell, which was $19.8 \, \mu m$ thick. The short hand notation for this target type is: DT(17)Ch[19.8]. In this type of the implosion, a thicker plastic shell is used to compress and heat the central gas. The 1D LILAC simulation for shot 55983 is shown in Figure H-22 through Figure H-26. The lower plot in Figure H-22 shows the simulated trajectories of different fluid elements (of fixed mass) during the implosion. The thick black curve at largest radius is the outer thin-Al coating. The second thick black curve is the CH-shell boundary, and the third inner-most thick black curve is the DT gas boundary.

Figure H-21: Simulated acceleration (a) and velocity (b) profiles as a function of radius and time for shot 58163.
Figure H-22: Top: Laser pulse shape for ablatively-driven shot 55983, showing the laser power in TW, as a function of time in ns. Bottom: Simulated capsule radius as a function of time. The burn profile as a function of radius and time is also plotted.
Figure H-23: Simulated ion temperature profile as a function of time for shot 55983.

Figure H-24: Simulated ion density profile as a function of radius and time for shot 55983.

Figure H-25: Simulated pressure profile as a function of radius and time for shot 55983.
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H.3 Cryogenic DT implosion

In a low-adiabat cryogenic implosion, triple picket laser pulses in front of the main drive are often used. These pickets are designed to begin compressing the shell (as discussed Chapter 2) before the main pulse drives the implosion to maximum compression. This implosion also utilizes a thin 10.5\textmu m CD ablator, followed by a 55.9\textmu m cryogenic DT ice layer, filled to \sim 650 atm of DT gas. The total capsule radius was 438\textmu m. The short hand notation for this target type is: CD[10.5]DT(55.9). The lower plot shows the simulated trajectories of different fluid elements (of fixed mass) during the implosion. The thick black curve at largest radius is the outer CD ablator boundary. The second thick black curve is the DT ice-shell boundary, and the third inner-most thick black curve is the DT gas boundary. The first picket at \sim 0.1ns begins ablating the outer CD layer and sends a shock through the DT ice that starts at 0.3ns. The second picket at 0.9ns launches a second shock, which travels faster than the first shock (because of higher temperature generated by the first shock). The third picket at \sim 1.6ns launches a third and even faster shock. The shocks from the three pickets approximately coalesce and break out of the DT ice shell at \sim 2.1ns. The shell begins to decelerate at around 3.6ns and peak compression and heating of the gas occur at \sim 3.8ns. The 1D LILAC simulation for shot 55952 is shown in Figure H-27 through Figure H-31.
Figure H-27: Top: Laser pulse shape for cryogenic DT shot 55952, showing the laser power in TW, as a function of time in ns. Bottom: Simulated capsule radius as a function of time. The burn profile as a function of radius and time is also plotted. This implosion is discussed extensively in Chapter 7.
Figure H-28: Simulated ion temperature profile as a function of radius and time for shot 55952.
Figure H-29: Simulated ion density profile as a function of radius and time for shot 55952.

Figure H-30: Simulated pressure profile as a function of radius and time for shot 55952.
Figure H-31: Simulated acceleration (a) and velocity (b) profiles as a function of radius and time for shot 55952.