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Executive Summary

The fiscal year ending in September 2007 concluded the
fifth year of the five-year renewal of Cooperative Agreement
DE-FC52-92F19460 with the U.S. Department of Energy. This
annual report serves as the final report for the Agreement and
summarizes progress in laser-fusion research at the Labora-
tory for Laser Energetics (LLE) during the past fiscal year. It
also reports on LLE’s progress on laser, optical materials, and
advanced technology development; work on the OMEGA EP
(extended performance) laser project; operation of OMEGA for
the National Laser Users’ Facility (NLUF) and other external
users; and programs focusing on the education of high school,
undergraduate, and graduate students during the year.

Progress in Laser-Fusion Research

The laser-fusion research program at the University of
Rochester’s Laboratory for Laser Energetics (LLE) is focused
on the National Nuclear Security Administration’s (NNSA’s)
Campaign-10 inertial confinement fusion (ICF) ignition
and experimental support technology, operation of facilities
(OMEGA), and the construction of OMEGA EP—a high-
energy petawatt laser system. While LLE is the lead laboratory
for research into the direct-drive approach to ICF ignition, it
also takes a lead role in certain indirect-drive tasks within the
National Ignition Campaign.

During this past year progress in the laser-fusion research
program was made in three principal areas: OMEGA direct-
drive and indirect-drive experiments and targets; development
of diagnostics for experiments on OMEGA, OMEGA EP, and
the National Ignition Facility (NIF); and theoretical analysis
and design efforts aimed at improving direct-drive-ignition
capsule designs and advanced ignition concepts such as fast
ignition and shock ignition.

1. National Ignition Campaign Experiments
In FYO7, LLE scientists in collaboration with scientists
from the Massachusetts Institute of Technology (MIT) Plasma

Science and Fusion Center (PSFC) inferred, for the first time,
a neutron-averaged areal density in excess of 200 mg/cm?
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from direct-drive cryogenic D, implosions on the OMEGA
laser. This set of measurements completed an NNSA Level-2
milestone and demonstrated conclusively that hydrogen can
be compressed to fuel densities required for both indirect-
and direct-drive-ignition capsules. The neutron-averaged
areal density was inferred from the energy loss of secondary
protons produced in the core along five different directions.
The measured particle spectra were in close agreement with
LILAC 1-D code predictions, indicating that the fuel assembly
proceeded according to 1-D simulations up to the peak density
of the implosions, i.e., ~140 g/cc (or approximately 700 times
the density of liquid deuterium). Results of these experiments
were presented at the 49th Annual Meeting of the American
Physical Society Division of Plasma Physics and have been
submitted for publication.

Experiments were conducted on OMEGA to investigate
the energy coupling and implosion symmetry achieved in an
indirect (hohlraum)-driven target using a multicone geometry
and elliptical phase plates (p. 212). Indirect-drive-ignition target
designs planned for the National Ignition Facility (NIF) aim at
concurrent objectives of minimizing laser-energy losses due
to stimulated Brillouin scattering (SBS) or stimulated Raman
scattering (SRS) and maximizing the capsule drive symmetry.
The OMEGA experiments, which used specially designed
phase plates that produced elliptical irradiation patterns on
the hohlraum wall, demonstrated significant improvement in
coupling. The improved coupling correlates with reduced losses
from SRS and SBS. In the same experiments, the implosion
symmetry was investigated for the first time using a multicone
laser drive smoothed with phase plates.

OMEGA planar direct-drive experiments investigated the
role of preheat in the stabilization of the Rayleigh-Taylor (RT)
instability. Compression of an ICF target is very sensitive to
any preheat experienced by the driven target. Nonlocal-electron
preheat is a potentially major source of preheat for ICF targets
(caused by electrons with energies of ~10 keV and hot electrons
with energies of ~100 keV). The RT-instability growth rate of
target modulations at the ablation surface is sensitive to pre-
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heat because the increased ablation velocity (caused by target
decompression) reduces the RT growth. The experiments showed
significant reduction in the RT growth rate for short-wavelength
(i.e., less than 30-um) perturbations driven by high-intensity
(1 x 1015 W/cm?) compared to lower-intensity (5 x 104 W/em?2)
UV irradiation. These results were presented at the 49th Annual
Meeting of the American Physical Society Division of Plasma
Physics and will be submitted for publication.

The speed and heating of convergent shocks are of funda-
mental importance for the design of ignition and high-gain ICF
capsules. Strong, spherically converging shocks are formed
by the rapid deposition of energy on the capsule’s surface
(laser energy in the case of direct-drive or x rays in the case
of indirect-drive targets). All of the generated shocks must
propagate through hot, already-shocked material; this adds
uncertainty in the shock speed and strength. In collaboration
with MIT PSFC, the products of two nuclear-reaction types
induced by the central collapse of convergent shocks were
measured temporally and spectrally on OMEGA (p. 148).
Observations of these products provided information about
the speed and heating of the shocks, as well as the state of the
imploding capsule at the time of shock collapse. Comparison of
these data to predictions from 1-D hydrodynamic simulations
revealed numerous differences that will be used in the future
to develop improved models for these implosions.

A comprehensive set of experiments was completed on
OMEGA (p. 1) to track the flow of laser energy in a target.
Time-resolved measurements of laser absorption in the corona
were performed on imploding directly driven capsules. The
mass ablation rate was inferred using time-resolved Ti K-shell
spectroscopy of stationary (nonimploding), solid CH spherical
targets that were configured with a buried tracer layer of Ti.
Shock heating was also measured. A detailed comparison of
the experimental results and the simulations indicates that a
time-dependent flux limiter in the thermal transport model is
required to simulate the laser-absorption measurements.

In another collaborative OMEGA experiment with MIT
PSFC, nuclear measurements of fuel-shell mix in inertial
confinement implosions were carried out (p. 14). The extent of
fuel—shell mix was probed in imploded capsules containing a
deuterated plastic (CD) layer and filled with pure 3He. Spectral
measurements of the high-energy protons produced by the
D-3He fusion reaction were used to constrain the level of mix
at shock time, to demonstrate that some of the fuel mixes with
the CD layer, and that capsules with a higher initial fill density
or thicker shells are less susceptible to the effects of mix.

Vi

2. Target Diagnostics for OMEGA, OMEGA EP, and the NIF

To improve the understanding and predictions of the shock-
heated and compressed temperature and density conditions
in the main fuel layer of an imploding capsule, exploratory
experiments were undertaken on OMEGA by LLE scientists
in collaboration with Rutherford Appleton Laboratory, Oxford
University, and LLNL scientists to measure the temperature and
ionization conditions in shock-heated and compressed targets
using noncollective spectrally resolved x-ray scattering (p. 191).
The shock-heated shell is predicted to have plasma conditions
in the warm dense matter (WDM) regime. Measuring WDM
conditions is challenging because the temperature of the plasma
is too low (~10 V) to emit x rays and dense plasmas cannot be
optically probed. The experiments succeeded in determining
an upper limit of Z =2 and 7, = 20 eV for the ionization and
electron temperature, respectively, of directly driven, Br-doped
CH foils. The experiments demonstrated that x-ray scattering
is a promising technique to probe spatially averaged plasma
conditions in the DT shell of an imploding target during the
laser irradiation to determine the shell adiabat.

Current designs for both direct-drive-ignition (DDI) and
indirect-drive-ignition (IDI), high-gain ICF targets require a
layer of condensed (cryogenic) hydrogen fuel that adheres to the
inner surface of a spherical ablator. NIF ignition capsules (both
DDI and IDI) require a total root-mean-square (rms) devia-
tion of less than 1 #m in the uniformity of the DT-ice layer.
Measurement of the ice-layer radius over the entire surface
of the capsule with submicron resolution is required to verify
that this specification has been met. LLE scientists developed
an improved system for three-dimensional characterization of
spherical cryogenic capsules using ray-trace analysis of mul-
tiple shadowgraph views (p. 46). A 3-D ray-tracing model was
incorporated into the backlit optical shadowgraph analysis (the
primary diagnostic for ice-layer characterization of transparent
targets at LLE). The result was an improved self-consistent
determination of the hydrogen/vapor surface structure for
cryogenic targets.

Neutron core imaging will be used on NIF implosions to
identify ignition-failure mechanisms such as poor implosion
symmetry or inadequate convergence/areal density. Neutron
imaging on OMEGA is obtained by placing an appropriate
aperture in front of a spatially sensitive neutron detector [see,
for example, the report on the Commissariat 2 I’Energie Atom-
ique (CEA) work on p. 270]. Similar systems will be used on
the NIF. LLE, in collaboration with CEA, LLNL, and LANL,
has conducted an optimization study (p. 203) to understand the
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effects and trade-offs of the neutron-imaging system’s compo-
nent tolerances on the overall quality of the system.

3. Theoretical Analysis and Design

Ignition target designs based on a wetted-foam ablator offer
higher coupling efficiency for NIF DDI capsules than is possible
with conventional solid-DT-ablator capsules. Simulations were
carried out on the performance of wetted-foam targets driven
by 1 MJ on the NIF (p. 26). A stability analysis was performed
using the two-dimensional hydrodynamic code DRACO. A
nonuniformity budget analysis was constructed and suggests
that two-dimensional smoothing by spectral dispersion (SSD)
or an alternative scheme using multiple frequency modulators
(presented at the 49th Annual Meeting of the American Physi-
cal Society Division of Plasma Physics) may reduce single-
beam nonuniformities to levels required for ignition.

To produce ignition with direct-drive targets at the 1-MJ
level, NIF capsules require relatively thin shells (initial aspect
ratio ~5) driven at high velocities (~4 x 107 cm/s). The per-
formance of such implosions is sensitive to the growth of RT
instability on the ablation front. Low-velocity implosions with
low in-flight aspect ratio (IFAR) have good stability properties
during the acceleration phase. However, such targets would
fail to ignite for moderate driver energies because the hot-spot
temperature and pressures are too low. In collaboration with
the University of Rochester Fusion Science Center (FSC), we
have investigated (p. 234) the possibility of using a spheri-
cally converging shock wave propagating through the shell
during the coasting phase of the implosion to enhance the
compression of the hot spot and significantly improve ignition
conditions. The ignitor shock is launched at the end of the
laser pulse and must collide with the return shock near the
inner shell surface. We show that a two-step ignition scheme
can be configured by combining a fuel-assembly laser pulse
and a shock-driving power spike. Such configurations can lead
to a significant reduction in the energy required for ignition
and high gain.

Fast ignition is another two-step ignition scheme that uses
fast electrons (or protons) to heat an assembled high-density
fuel core. In direct-drive fast ignition, the high-energy driver
used for the compression is a conventional short-wavelength
(A < 0.53 um) laser while a high-intensity laser (power ~
petawatts) with a longer wavelength (A > 0.53 um) is used to
produce the high-energy charged particles. During FY07 we
conducted comprehensive hydrodynamic simulations of igni-
tion and burn for direct-drive fast-ignition fusion targets (p. 74).
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The simulations show that even modest-sized UV-laser drivers
(for the target compression), with an energy of ~100 kJ, can
produce a fuel assembly yielding maximum gain close to ~60
with the appropriate ignition laser pulse. At a total energy of
~1 MJ, the total gain of the optimized fast-ignition target is ~160
for an ignition pulse of ~100 kJ. The basis of these designs will
be tested on OMEGA EP beginning in FY09.

Lasers, Optical Materials, and Advanced Technology

In recent years, the output power of fiber lasers has increased
to levels in excess of a kilowatt. These lasers are widely used
in high-power applications such as material processing and
industrial manufacturing. Nonlinear effects such as SBS and
SRS and self-focusing can limit the power scalability in fibers.
Self-focusing can lead to beam-quality degradation through a
process called filamentation. Filamentation has been studied
extensively in semiconductor lasers over the past two decades;
however, little such work has been done in fiber lasers. A theo-
retical model for the filamentation effect in a large-mode-area
(LMA) fiber laser is discussed starting on p. 55. This model
predicts the output-power thresholds at which the filamenta-
tion will occur for a given set of optical-fiber parameters; a
simplified threshold expression is also provided. The results
are consistent with previous experiments.

Although the damage threshold of fiber lasers is increased
with the use of LMA’s, their increased mode area in traditional
step-index fibers introduces higher-order transverse modes
that can potentially degrade the laser beam. Many designs of
LMA fibers for high-power applications have been developed
for beam-quality control. These design features have included
internal structures, external structures, refractive-index, and
gain-dopant designs in multimode fibers. However, the impact
of transverse spatial-hole burning (THSB) on beam quality
has largely been ignored. As a beam with nonuniform trans-
verse intensity distribution propagates through the fiber, the
gain becomes more saturated where the intensity is highest.
As the gain sampled by each transverse mode changes, the
net beam profile, and thus the beam quality, changes. At high
power this effect becomes pronounced due to heavily saturated
population inversion. We report (p. 120) on measurements
of the beam-quality factor for an ASE source based on an
ytterbium-doped LMA multimode fiber as a function of pump
power. A localized multimode model is presented contain-
ing spatially resolved gain and a modal decomposition of
the optical field. Numerical simulations are performed with
this model and compared to the experimental results. The
comparison validates the model and demonstrates TSHB’s
impact on beam quality.

vii
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We report on comprehensive experimental and theoretical
studies of the time-resolved generation and detection of coher-
ent acoustic phonons (CAP’s) in very high quality GaN single
crystals (p. 88). These studies were performed using a femto-
second, two-color, all-optical pump/probe technique. Very
good agreement is observed between the theoretical modeling
and experimental measurements, indicating that this approach
makes it possible to successfully generate nanoscale acoustic
waves at the surface of bulk semiconductors and, simultane-
ously, to nondestructively probe the material’s structure deep
below the surface. This approach should be very promising in
producing and detecting CAP waves in a large variety of bulk
semiconductor materials.

Holographic volume Bragg gratings (VBG’s) represent a
new class of robust, highly efficient, and spectrally selective
optical elements that are recorded in photo-thermo-refractive
glass. VBG’s have extremely high spectral and angular dis-
persions that are higher than any dispersive elements previ-
ously used. VBG’s are stable at elevated temperatures, have
a high optical-damage threshold similar to that of bulk glass
materials, and have a high diffraction efficiency and low
losses, allowing their use in laser resonators. In collaboration
with scientists from OptiGrate and the College of Optics and
Photonics/CREOLE, University of Central Florida, we report
(p. 115) on the demonstration of instrument-limited suppres-
sion of out-of-band amplified spontaneous emission (ASE) in
aNd:YLF diode-pumped regenerative amplifier (DPRA) using
a VBG element as a spectrally reflective element. A VBG with
99.4% diffraction efficiency and a 230-pm-FWHM reflection
bandwidth produced a 43-pm-FWHM output spectral width in
an unseeded DPRA compared to 150-pm FWHM in the same
DPRA with no VBG.

In a second article (p. 135) by the same collaborative team as
above we report on analytical and experimental studies of pump-
induced temporal contrast degradation in optical parametric
chirped-pulse amplifiers (OPCPA’s). OPCPA systems will be
playing an increasingly important role in the exploration of the
new regimes of laser—matter interaction at intensities in excess of
1022 W/em?. Such experiments can be adversely affected by laser
light present before the main pulse. The temporal contrast of the
laser pulse is the ratio of the peak power of the main pulse to the
power of the light in some predetermined temporal range before
the main pulse. Incoherent laser and parametric fluorescence can
significantly degrade the contrast of the pulse. In this report we
quantify the effect of incoherent pump-pulse ASE on contrast
degradation in OPCPA systems and present an experimental
technique using VBG crystals to mitigate this problem.

viii

Polycrystalline ceramics such as chemical-vapor—deposited
(CVD) silicon carbide, polycrystalline alumina, and aluminum
oxynitride display a great potential for advanced optical appli-
cations in severe environments that require high hardness, high
toughness, and excellent thermal properties. These materials
are nominally fully dense, and there is growing interest in
grinding and ultimately polishing them to nanometer levels
of surface microroughness. We have developed a procedure
(p.- 98) for estimating subsurface damage depth induced by
deterministic microgrinding of hard polycrystalline optical
ceramics with diamond-bonded tools. This estimate comes
from tracking the evolution of surface microroughness with
the amount of material removed by multiple MRF spots of
increasing depth into the surface. This technique also provides
information regarding the specimen microstructure (i.e., grain
size), mechanical properties (hardness and fracture roughness),
and the grinding conditions (i.e., abrasive size used), from
extended spotting with the MRF process.

Key to the success of a multipetawatt laser such as
OMEGA EP is the ability to produce meter-scale, high-optical-
quality, high-damage-resistance, high-efficiency, multilayer
dielectric diffraction (MLD) gratings. The specific require-
ments for OMEGA EP are a diffraction efficiency greater than
95%, peak-to-valley wavefront quality of less than A/10 waves,
and a laser damage threshold greater than 2.7 J/cm? for 10-ps
pulses. The multilayer dielectric grating consists of a film of
Si0, etched to form a grating structure with 1740 lines per mil-
limeter. The structure resides on top of a multilayer dielectric
high-reflector stack composed of alternating layers of SiO,
and HfO,. The cleanliness of this structure is of paramount
importance to its survivability. An article starting on p. 228
describes the results of an investigation conducted by LLE
to further optimize a final MLD diffraction grating cleaning
process called “piranha clean” that will increase laser-damage
resistance to meet LLE specifications.

Status and Progress of OMEGA EP

The OMEGA EP project is in its fifth year. In FY07 an
allocation of $2.25 million completed the $89 million fund-
ing required for the project. The project will be completed in
April 2008.

The first quarter of FY07 was highlighted by the start
of shot operations. Propagating shots on Beamline 1 were
used to characterize spatially resolved gain profiles for the
amplifier chain. The amplifiers and laser diagnostics met all
performance objectives with high reliability. Beamline 1 was
also tested for amplification of the broadband short-pulse
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source. The spectral transmittance of a chirped-pulse source
beam with 8-nm bandwidth was characterized. Analysis of
the spectral transmittance data indicated that there were no
spectral anomalies in the four-pass beamline. This is a favor-
able and important result for the short-pulse performance of
the OMEGA EP beamlines.

In the second quarter of FY(Q7, progress was highlighted by
the completion of the spatial-filter vacuum vessel subsystem.
These tubes are a vital component of the architecture of the
beamline, used to transport and image the high-power beam
from one portion of the laser to the next. There are 108 indi-
vidually welded and machined tube sections, custom fabricated
to OMEGA EP requirements. Center sections include access
features to the pinhole regions that proved to be very useful
during the initial alignment and commissioning operations.
Also during this second quarter the grating compressor inter-
nal structures, on the project critical path, started to arrive
at LLE.

Acquisition of the grating compressor internal structure
concluded in the third quarter, approximately one year behind
initial plans. Delays in the acquisition are largely attributable to
managing potential contamination sources. Contamination in
any form is a serious threat to the performance of the compres-
sor optics—a threat that was minimized through the control of
materials and fabrication processes. Ultimately, the tables were
successfully cleaned to the LLE-required precision cleaning
standard and installed during the third quarter. This allowed
the installation of the internal assemblies to begin. All eight of
the tiled-grating assemblies were completed and tested offline
in preparation for the compressor loading. Also during the third
quarter, two of the remaining three beams were activated to
~3-kJ IR energy at the beamline output calorimeters.

During the fourth quarter of FY07 the fourth and final
beamline was activated to ~3-kJ IR energy level. Loading of
grating compressor optics continued, along with the assembly
and installation of the UV diagnostic systems. At the end
of FY07, 68 of the 104 optical assemblies were loaded into
the grating compressor chamber. Alignment was completed
through the four main alignment paths to the primary compres-
sor optics. Each of the two Fizeau interferometer arms that will
be used to verify grating tiling within the vacuum vessel was
completed as were the up-collimators that send full aperture
infrared beams to the grating and transport paths. The optical
alignment made good progress in part due to the internal struc-
ture design flexibility, allowing temporary alignment fixtures
to be placed in a variety of locations.
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Overall, the project completed most objectives for FY07 and
continues to make satisfactory progress toward project comple-
tion. In addition to having operated the beamlines with trained
and qualified operators, the project is successfully operating all
key enabling technologies. Development is complete, engineer-
ing is complete, and by the end of the year all of the following
project elements will have achieved operating status:

* optical parametric chirped-pulse-amplification
front-end sources

* deformable mirrors and wavefront-control systems

* plasma-electrode Pockels cells (double pulse)

* 40-cm-aperture disk amplifiers

* 4]-cm x 141-cm-aperture tiled gratings

* diffractive color correctors

» frequency-conversion crystals

National Laser Users’ Facility (NLUF) and External
Users’ Programs

More than half (54%) of the OMEGA shots in FY07 were
dedicated to external users including the NLUF programs,
LLNL, LANL, SNL, CEA, and AWE (Atomic Weap-
ons Establishment).

FY07-FY08 NLUF Experiments

Fiscal year 2007 was the first year of a two-year period of
performance for the NLUF projects approved for FYO7-FYO08
funding and OMEGA shots. A total of 121 shots were conducted
for six NLUF projects. Their progress is detailed beginning on
p- 242 in the following reports:

* Recreating Planetary Core States on OMEGA in FY07
(R. Jeanloz, University of California, Berkeley)

* Experimental Astrophysics on the OMEGA Laser
(R. P. Drake, University of Michigan)

* Laboratory Experiments on Supersonic Astrophysical
Flows Interacting with Clumpy Environments
(P. Hartigan, Rice University)

*  Multiview Tomographic Study of OMEGA Direct-Drive-
Implosion Experiments
(R. Mancini, University of Nevada, Reno)

e Monoenergetic Proton Radiography of Laser—Plasma-
Generated Fields and ICF Implosions
(R. D. Petrasso and C. K. Li, Massachusetts Institute
of Technology)
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* X-Ray Compton Scattering on Compressed Matter
(R. Falcone and H. J. Lee, University of California
at Berkeley)

FY07 LLNL OMEGA Experimental Programs

In FY07, LLNL led 422 target shots on the OMEGA Laser
System; this rate was 9.3% higher than the planned allocation.
Approximately 57% of these LLNL-led shots were dedicated
to advancing the National Ignition Campaign (NIC) in prepa-
ration for future experiments on the NIF; the remainder were
dedicated to experiments for the high-energy-density science
(HEDS) program. Objectives of the OMEGA NIC Campaigns
included the following:

e Laser—plasma interaction studies in physical conditions
relevant for the NIF ignition targets

» Studies of the impact of x-ray flux originating from out-
side the laser entrance hole (LEH) on the radiation
temperature of a hohlraum

e Characterization of the properties of warm, dense
matter—specifically radiatively heated Be

» Studies of the physical properties of capsules based
on Cu-doped Be and high-density carbon

e Determination of the ablator performance during the
implosion of NIC-candidate ablators

» Experiments to detect and study second-shock-melting,
high-density carbon

* High-resolution measurements of velocity nonuniform-
ities created by microscopic pertubations in NIF abla-
tor materials

The LLNL HEDS campaigns included the following
experiments:

e Quasi-isentropic (ICE) drive used to study material
properties such as strength, equation of state, phase,
and phase-transition kinetics under high pressure

e Late-time hohlraum-filling studies

e Laser-driven dynamic hohlraum (LDDH) implosion
experiments

* The development of an experimental platform to study
nonlocal thermodynamic equilibrium (NLTE) physics
using direct-drive implosions

* Opacity studies of high-temperature plasmas under
LTE conditions

* Development of long-duration, point-apertured, point-
projection x-ray backlighters

o Studies of improved hohlraum heating efficiency using
cylindrical hohlraums with foam walls

FY07 LANL OMEGA Experimental Programs

During FY07, LANL fielded a range of experiments on
OMEGA to study ICF and high-energy-density laboratory
plasma (HEDLP) physics. LANL conducted 192 target shots,
21.5% higher than the planned allocation.

As reported starting on p. 259, the LANL-led campaigns
included the following experiments:

» Studies of radiation transport in inhomogeneously
mixed media where discrete particles of random size

are randomly dispersed in a host material

* Off-Hugoniot experiments to explore the hydrodynamic
evolution of embedded layers subject to radiative heating

* NIF Platform #5—aimed at developing x-ray diagnostic
techniques to measure temperature in future NIF radia-
tion transport experiments

e The “symergy” experiment to test the concept of using
thin shells to quantify asymmetry during the foot of NIF

ignition drive pulse

e The “convergent ablator” campaign, to characterize the
ablator performance in scaled NIF capsules

e Laser—plasma interaction experiments

* The “Hi-Z” experiment to study the effects of instability
growth and the resulting mix

* Studies of reaction history using a double laser pulse

» “DT ratio—>He” experiment to investigate the effect of
helium on yield and reaction history of DT implosions

FY07 Annual Report
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* The “beta-mix” experiment to develop a radiochemical
diagnostic to study mix in NIF experiments

FY07 SNL OMEGA Experimental Programs

During FYO07, SNL scientists led 15 target shots on the
OMEGA laser—36% more than the nominal allocation. The
SNL experiments focused on measurements of the high-density
carbon ablation rate conducted on planar ablator samples driven
by radiation from a halfraum. These experiments are reported
on pp. 268-260.

FY07 CEA OMEGA Experimental Programs

During FY07, CEA scientists led 40 experiments on
OMEGA (equal to the nominal allocation). Reports on the
experiments begin on p. 270 and include the following:

e Measurements of wall and laser-spot motion in cylindri-
cal hohlraums

* Development of neutron imaging on OMEGA

e Neutron flux and duration measurements with CVD dia-
mond detectors

FY07 AWE OMEGA Experimental Programs

AWE scientists conducted 26 OMEGA target shots in
FY07—30% more than the nominal allocation. The experi-
ments were focused on studies of radiation transport through
enclosed spaces with inwardly moving walls—key to under-
standing the physics of laser-heated hohlraums.

FYO07 Laser Facility Report

The OMEGA facility conducted 1514 target shots for a
variety of users in FY07 (see Fig. 1). The OMEGA Avail-
ability and Experimental Effectiveness averages for the year
were 92.8% and 95.9%, respectively. Highlights of the year
included the following:

* A total of 27 D, and 17 DT low-adiabat cryogenic target
implosions that required high-contrast pulse shapes were
performed.

* An offline OMEGA frequency-conversion-crystal (FCC)
tuning test bed was developed.

e More than 25 new or significantly modified target-diagnostic
systems were qualified for use on the OMEGA Experimental
Facility in FYO7. These diagnostics supported LLE, LLNL,
LANL, AWE, and CEA experiments.

FY07 Annual Report

» Significant modifications were made to the OMEGA Laser
Facility in FYO7 to integrate the OMEGA EP short-pulse
beam into the OMEGA target chamber.
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Figure 1

FY07 OMEGA target shot summary.

Education at LLE

As the only major university participant in the National ICF
Program, education continues to be an important mission for
the Laboratory. A report on this year’s Summer High School
Research Program is described in detail on p. 238. Fourteen stu-
dents participated in this year’s program. The William D. Ryan
Inspirational Teacher Award was presented to Mr. Christian
Bieg, a physics teacher at Fairport High School.

Graduate students are using the OMEGA laser for fusion
research and other facilities for HED research and technol-
ogy development. They are making significant contributions
to LLE’s research activities. Twenty-nine faculty from five
departments collaborate with LLE’s scientists and engineers.
Presently, 77 graduate students are involved in research projects
at LLE, and LLE directly sponsors 42 students pursuing Ph.D.
degrees via the NNSA-supported Frank Horton Fellowship Pro-
gram in Laser Energetics. Their research includes theoretical
and experimental plasma physics, high-energy-density physics,
x-ray and atomic physics, nuclear fusion, ultrafast optoelectron-
ics, high-power-laser development and applications, nonlinear
optics, optical materials and optical fabrications technology,
and target fabrication.

Approximately 68 undergraduate students participated in
work or research projects at LLE this past year. Student projects
include operational maintenance of the OMEGA Laser System;
work in laser development, materials, and optical-thin-film—
coating laboratories; and programming, image processing,
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and diagnostic development. This is a unique opportunity for
students, many of whom will go on to pursue a higher degree in
the area in which they gained experience at the Laboratory.

In addition, LLE directly funds research programs within
the MIT Plasma Science and Fusion Center, the State University

Xii

of New York (SUNY) at Geneseo, the University of Nevada,
Reno, and the University of Wisconsin. These programs involve
atotal of approximately 16 graduate students, 27 undergraduate
students, and 7 faculty members.

Robert L. McCrory
Director, Laboratory for Laser Energetics
Vice Provost, University of Rochester

FY07 Annual Report



Laser Absorption, Mass Ablation Rate, and Shock Heating
in Direct-Drive Inertial Confinement Fusion

Introduction

Inertial confinement fusion (ICF) occurs when a spherical shell
target containing cryogenic thermonuclear fuel (i.e., DT) is
imploded.!~® The implosion is initiated by the ablation of mate-
rial from the outer surface using either intense laser beams (direct
drive)?3:0-8:9 or x rays produced in a high-Z enclosure (indirect
drive).*” The ablated shell mass forms a coronal plasma that sur-
rounds the target and accelerates the shell inward via the rocket
effect. When the higher-density shell converges toward the target
center and is decelerated by the lower-density fuel, a hot spot
forms. Compression by the cold, dense shell causes the pressure
and DT fusion reaction rate of the hot spot to increase. It is pre-
dicted that the ar-particle fusion products will deposit sufficient
energy in the hot spot to launch a thermonuclear burn wave out
through the cold, dense fuel in the shell just prior to stagnation
when the areal density of the hot spot exceeds 0.3 g/cm? and the
hot-spot temperature reaches 10 keV (Ref. 4). Energy gain with
hot-spot ignition depends on the implosion velocity of the shell
Vimp- the shell areal density pRpe; at the time of burn, and the
in-flight shell adiabat o = Py / Pgermi» defined as the ratio of
the pressure in the main fuel layer Py, to the Fermi-degenerate

pressure P 1012

A physical understanding of the energy transport from the
laser to the target is required to develop capsule designs that can
achieve energy gain with ICF. An experimental investigation of
direct-drive energy coupling is the subject of this article. The
60-beam, 30-kJ, 351-nm OMEGA Laser Systeml3 is used to
irradiate millimeter-scale, spherical and planar plastic and cryo-
genic D, and DT targets on nanosecond time scales with peak
intensities / ranging from 1013 to 10> W/cm?. High levels of laser
drive uniformity are achieved with 2-D smoothing by spectral
dispersion (SSD) and polarization smoothing (PS).14 The three
major parts of energy coupling—Ilaser absorption, electron ther-
mal transport, and shock heating of the target—were diagnosed
with a wide variety of experiments. The experimental results are
compared with the simulations of the 1-D hydrodynamics code
LILAC,!S which is used to design ignition targets for the 1.8-M1J,
351-nm, 192-beam National Ignition Facility (NIF).10 The initial
design of a direct-drive-ignition target relies on 1-D simulations
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to optimize the energetics of the implosion. Subsequent calcula-
tions are performed with the 2-D hydrodynamics code DRACO
to mitigate the deleterious effects of hydrodynamic instabili-
ties on target performance.!” Energy coupling to the target is
primarily a 1-D effect; therefore, comparisons of experimental
results with 1-D LILAC simulations are presented. The physics of
direct-drive energy coupling is similar for plastic and cryogenic
targets. The initial coupling is identical since cryogenic targets
have a thin plastic ablator; however, the subsequently formed
lower-Z, hydrogen-isotope, coronal plasma absorbs less laser
energy. Plastic targets reduce the complexity and cost of the
experiment and increase the shot rate.

ICF target acceleration and deceleration are realized when
hot, low-density plasma pushes against cold, high-density
plasma, making the target implosion inherently susceptible to
the Rayleigh-Taylor (RT) hydrodynamic instability.*2-18-20
High-gain, direct-drive ICF target implosions require accurate
predictions of the shell adiabat « since it defines the mini-
mum energy needed for hot-spot ignition and the amount of
ablative stabilization in the RT growth rate. The shell adiabat
is tuned by varying the temporal pulse shape of the laser
irradiation. The minimum energy for hot-spot ignition scales
as Epip o< (al-g/ Visrfp) (Refs. 11 and 12); hence, low-adiabat
implosions with high-implosion velocities require less laser
energy to ignite. A higher adiabat at the ablation front reduces
the RT growthrate Yp1 = Ogt ‘/kig — BrrV,» Where agrand Bgr
are constants, k is the wave number of the perturbation, and g
is the target acceleration (Refs. 18 and 19), by increasing the
ablative stabilization term,2!-22 which is proportional to the
velocity of the ablation front with respect to the unablated shell
V,,. The ablation velocity depends on the shell adiabat V, oc a3/
(Ref. 19). A balance must be struck between the laser energy
and the shell stability constraints to choose a shell adiabat.

A schematic of direct-drive energy coupling is presented in
Fig. 109.1. After the initial breakdown of the target surface with
the intense laser beams, the laser light no longer propagates to
the ablation front. Instead, the expanding coronal plasma forms
a critical electron density ng, = Zmc? / e2)2, where m is the



LASER ABSORPTION, MASS ABLATION RATE, AND SHOCK HEATING IN DIRECT-DRIVE INERTIAL CONFINEMENT FUSION

electron mass, c is the speed of light, e is the electron charge,
and A, is the laser wavelength, and the laser energy is absorbed
primarily via inverse bremsstrahlung in the underdense corona
having electron densities less than the critical density n, < n,
where n, (A; = 351 nm) = 9 x 102! cm=3. The fraction of laser
energy absorbed in the corona, f;,, is inferred from measure-
ments of the scattered light.

‘ Ablation front

Laser drive:
A =351 nm
T ~ nanoseconds
I1=1013-1015 W/cm?2

e~ conduction

/

Shock
velocity

E15065IR Critical-density surface

Figure 109.1

Diagram illustrating the flow of energy from the laser to the target in direct-drive
ICF. Typical laser irradiation conditions are listed. The laser energy is absorbed
in the corona at densities less than the critical density via inverse bremsstrahlung.
Thermal electron conduction transports the absorbed energy to the ablation front.
Laser ablation launches a shock wave in the ablator or shell of the target.

As shown in Fig. 109.1, the energy flows from the criti-
cal-density surface to the ablation front via electron thermal
transport. This process is calculated in LILAC'S using a flux-
limited thermal transport model.?3 The efficiency Mhydro Of this
process can be obtained by comparing the mass ablation rate
1 to the measured laser absorption fraction f,p.* The mass
ablation rate is inferred from time-resolved x-ray burnthrough
measurements of laser-driven targets with buried high-Z tracer
layers.24-34 To eliminate the early burnthrough due to the RT
instability growth,34 the measurements are performed on solid,
plastic spherical targets. In contrast to an accelerating, spherical
shell target with a buried high-Z layer, a solid target does not
accelerate and is not susceptible to the RT instability; therefore,
the burnthrough measurement will be affected only by the laser
ablation. The effects of the Richtmyer—Meshkov instability on
the burnthrough experiments presented here have been estimated
to be negligible. Both the ablation pressure P and the mass
ablation rate depend on the amount of energy coupled to the
ablation front: P ec (fyps/Thydrol )?/3 and ri1 oc ( fabsThydrol )1 3 and
the implosion velocity is proportional to the ratio of the ablation
pressure to the mass ablation rate V. oc (P /1) (Ref. 4).

2

The laser ablation process launches a shock wave into the
target that compresses and heats the shell (Fig. 109.1). This
primary source of heating determines the adiabat for the bulk
of the shell. X-ray radiation and energetic electrons provide
additional but lower levels of shell heating. Diagnosing the
plasma conditions in the shock-heated shell and modeling its
equation of state are challenging since they straddle the bound-
aries between Fermi-degenerate, strongly coupled, and weakly
coupled plasmas (i.e., 1023 cm™ < n, < 10** cm= and 10 eV <
T, <40 eV). Such plasmas are too cold to emit x rays and too
dense to be probed with optical Thomson scattering. The
amount of shock heating in planar-CH-foil targets was diag-
nosed with time-resolved x-ray absorption spectroscopy>>—’
and noncollective spectrally resolved x-ray scattering.38

The implosion can be divided into four stages: shock
propagation, acceleration phase, deceleration phase, and peak
compression. This article concentrates on the first two stages,
when the laser irradiates the target and when the shell adia-
bat is set. It is organized as follows: A description of the 1-D
hydrodynamics code and its predictions are presented in 1-D
Hydrodynamics Code (p. 2). The scattered-light measure-
ments are presented in Laser-Absorption Experiment (p. 3).
The laser-driven burnthrough measurements are described in
Mass-Ablation-Rate Experiment (p. 5). The shock-heating
measurements are presented in Shock-Heating Experi-
ment (p. 8). Throughout this article, the highly reproducible
experimental results achieved with a high level of laser drive
uniformity are shown to constrain the modeling of direct-drive
energy transport from the laser to the target. The limitations
of the flux-limited thermal-transport model?3 and further
improvements in the modeling are presented in Discussion
(p- 11). A nonlocal treatment of the thermal transport, which
is in progress,3 is expected to improve agreement between the
simulation and the experiment.

1-D Hydrodynamics Code

Direct-drive implosions on the OMEGA Laser System
are routinely simulated with the 1-D hydrodynamics code
LILAC.!S This code is used to design high-gain, direct-drive
implosions for the NIF.6-3- The electron thermal conduction
that throttles the energy flow in direct-drive ICF is challenging
to model.23:3940 Ag described below, it is currently simulated
with a flux-limited thermal-transport model. The main objec-
tive of this detailed investigation is to tune the physics models
in LILAC by comparing the predicted laser absorption, mass
ablation rate, and shock heating with the measured quantities.
Accurate simulations of OMEGA experiments will instill
confidence in the target designs for the NIF.
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A detailed description of LILAC can be found elsewhere!?
with the main features of the code described in this section.
Laser absorption is calculated using a ray-trace algorithm
that models inverse bremsstrahlung. Transport of radiation is
modeled through multigroup diffusion with the Los Alamos
National Laboratory Astrophysical Tables*! providing the
opacities. The SESAME tables are used to model the equation of
state. LILAC uses a flux-limited Spitzer—Hzrm*2 electron-ther-
mal-conduction model that calculates the effective heat flux g.¢¢
using a sharp cutoff model [i.e., g.¢r = min(gsy, fggs)]- The heat
flux is proportional to the temperature gradient ggy = —KV7,.
In the region where ggy > ggs, the heat flux is calculated as a
fraction f of the free stream limit ggg = n7T,V, where K is the
heat conductivity, T, is the electron temperature, V= T, / m,
is the thermal electron velocity, and n, is the electron density.
The coefficient fis commonly referred to as a “flux limiter.”
Typical values of f for simulations of direct-drive experiments
are 0.04 < f<0.1. The larger the flux limiter, the closer the heat
flux is to the classical Spitzer—Harm limit.

The classical heat-transport theory of Spitzer—Hérm is valid
when the mean free path of the electron is much smaller than
the temperature-gradient length of the plasma. This is not a

Warm OMEGA implosions between
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good approximation for the steep gradients near the critical
density in direct-drive ICF. Nonlocal energy-transport cal-
culations have been proposed using Fokker—Planck codes to
model the heat flux in direct-drive ICF when the temperature
scale length is a few electron mean free paths;*? however, until
recently such calculations have been implemented with limited
success in hydrodynamics codes.*> A new nonlocal-transport
model using a simplified Boltzmann equation (Krook model)
has been developed and incorporated in LILAC.>

Laser-Absorption Experiment

The fraction of laser energy absorbed in the corona is
inferred from power measurements of the 351-nm light scat-
tered from spherical implosions*4~47 of cryogenic D, and
plastic-shell targets.*® Scattered light is detected behind two
focusing lenses in the full-aperture backscatter stations (FABS)
of beams 25 and 30: time-resolved spectra and calorimetric
measurements are recorded.*® Time-resolved spectra of the
scattered light collected between the focusing lenses are also
recorded. The scattered light is assumed to be distributed uni-
formly over 47 since the calculated deviations from isotropy
are in the 1% to 2% range. As shown in Fig. 109.2, there is
good agreement (within +2% rms) between time-integrated
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Figure 109.2

Time-integrated laser-absorption fraction measured on OMEGA for a variety of targets, laser pulse shapes, and irradiation energies. Good agreement is observed
between the LILAC prediction (square symbols) and the measurements recorded in beams 25 and 30 (circle symbols) with the full-aperture backscatter stations

(FABS25 and FABS30).
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absorption data and the LILAC predictions for a wide variety
of targets, laser pulse shapes, and irradiation energies. (The
overall accuracy of the FABS calorimetry is estimated at 1%
to 2% rms. Systematic errors of <3% between the calorimeters
in the two FABS stations arise from the shot-to-shot varia-
tions in the transmissions of the blast shields protecting the
OMEGA focus lenses that are coated with target debris from
experiments. These errors are calibrated and corrected during
routine system maintenance every few weeks.)

Since the shell adiabat is tuned by varying the temporal
pulse shape of the laser irradiation, power measurements of the
scattered light are essential to characterize the drive. The time-
resolved scattered-light spectrum presented in Fig. 109.3(a) was
recorded for the shaped laser pulse drive shown on a linear
scale in Fig. 109.3(a) and a log scale in Fig. 109.3(b). The laser
pulse has a low-intensity foot followed by a higher-intensity
main drive. The shell adiabat is set during the foot portion of
the pulse. A comparison of the time histories of the measured,
spectrally integrated, scattered-light signal and the LILAC
prediction is shown in Fig. 109.3(b). Two flux limiters were
considered: f = 0.06 and f = 0.1. Overall the LILAC predic-
tion for the scattered-light power is in good agreement with
the measurement over more than three orders of magnitude;
however, some differences (10% of the absolute scattered-light
fraction) are observed that could affect the shock dynamics

Measured absorption fraction = 67%
LILAC (f=0.06) = 67%

LILAC (f=0.1)=77%

351.5

Wavelength (nm)

Incident

E15205aJR

(i.e., shock timing and shock strength). It is difficult to ascribe
a single rms error estimate to the time-resolved absorption (or
scattered-light) measurements. The absorption and scattering
processes are affected by detailed coronal plasma conditions
created by the incident laser pulse shape. During the first 100 ps
of the laser pulse and at low intensities, the discrepancy can be
as high as 50% or more without affecting the time-integrated
absorption, while later in the plasma evolution, nonlinear
effects can instantaneously lead to enhanced scattering of up
to 10%. These discrepancies are well outside the experimental
error bars, which depend on the dynamic range and the record-
ing intensities on the streak camera. The discrepancy revealed
with the scattered-light power is not evident in shock-velocity
measurements, which can discriminate between the flux limit-
ers under consideration.3%->°

The measured absorption is systematically higher than
predicted during the first 100 to 200 ps of the laser pulse. This
is difficult to see in Fig. 109.3(b) because of the compressed
time scale. The higher absorption at early times during the
initial plasma formation is more apparent with a double-picket
laser pulse (i.e., a train of two 100-ps laser pulses separated
by 400 ps with ~12 J/beam in the first pulse and ~18 J/beam
in the second pulse) experiment. The double-picket laser pulse
shape is presented in Fig. 109.4(a), with the resulting streaked
spectrum of the measured scattered light shown in Fig. 109.4(b).

Scattered
LILAC (f=0.1)

0 1 2 3 4
Time (ns)

Total scattered-
light power (TW)

Figure 109.3

(a) Time-resolved spectral measurement of 351-nm scattered laser light for a shaped laser pulse irradiating a spherical DT cryogenic implosion target having
a 95-um-thick cryogenic DT layer inside a 5.4-um-thick CD shell. The incident pulse shape (solid curve) and the broad incident spectrum (dotted curve) are

overplotted on linear scales. (b) Spectrally integrated power measurement of scattered laser light (dashed curve) recorded with a laser pulse shape (bold solid

curve) incident on target. LILAC predictions for two flux limiters are shown: f=0.06 (dotted curve) and f= 0.1 (solid curve). Time-integrated laser absorption

fractions are listed for the three scattered-light curves.
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Figure 109.4

(a) Intensity of double-picket laser pulse shape irradiating a spherical plastic
target, and (b) associated time-resolved, spectral measurement of scattered
laser light. Measured time-integrated laser absorption fractions are listed for
the two 100-ps picket pulses and compared with the LILAC predictions for
two flux limiters (f=0.06 and f= 0.1). The first pulse has ~12 J/beam and the
second pulse has ~18 J/beam.

Although the 52% temporally integrated absorption fraction
inferred from the experiment for the first peak is higher than the
39% LILAC prediction with f=0.06, a simulation with a higher
flux limiter of f = 0.1 (predicted absorption fraction = 53%)
matches the experimental result. After the corona is estab-
lished with the first pulse, the measured absorption fraction of
the second pulse (72%) is matched with the lower flux limiter
(predicted absorption fraction = 72%), while the higher flux
limiter of f= 0.1 overpredicts an absorption fraction of 84%.
Therefore, the flux limiter needs to vary in time to simulate the
measured absorption fraction. Fokker—Planck simulations have
predicted a time-varying flux limiter.*> The enhanced absorp-
tion at early times is likely due to resonance absorption at very
low IA3 < 1013 Wum? /cm? with concomitant low energetic
electron production (7} < 10 keV). In the overall energetics
this enhanced absorption is negligible; however, the energetic
electrons can deposit their energy in the shell.

The time-resolved scattered-light spectra shown in
Figs. 109.3(a) and 109.4(b) contain significant information. The
initial rapid blue shift in the spectra is directly related to the
rapid buildup of the plasma corona whose optical path length
decreases as the plasma size increases. This is most easily
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seen in Fig. 109.4(b) where the incident laser bandwidth was
very narrow compared to the scattered-light spectra shown. In
addition, the broad incident spectrum presented in Fig. 109.3(a)
(dotted line) changes dramatically during the high-intensity
part of the laser pulse, indicating that nonlinear processes are
changing the spectra and possibly the scattered-light levels. A
detailed investigation of these spectra is currently underway.

Mass-Ablation-Rate Experiment

The mass ablation rate is inferred from time-resolved x-ray
burnthrough measurements24—34 of solid, spherical plastic targets
with buried tracer layers of Ti. Hydrodynamic instabilities are
expected to have negligible effects on the inferred mass abla-
tion rate since these targets do not accelerate. The 1-D simula-
tions show that the shell trajectory of an imploding target has
a negligible effect on the mass ablation rate for the 1-ns square
laser pulse; therefore, the non-accelerating, solid, spherical burn-
through target is predicted to have a mass ablation rate similar
to the shell target. The target shown in Fig. 109.5 is irradiated
with 60 beams smoothed with 2-D SSD and PS,!* using a 23-kJ,
1-ns square laser pulse with a peak intensity of 1 x 1015 W/cmZ.
The ablation time is measured for three ablator thicknesses (2,
5, and 8 um) to sample the mass ablation rate at different times
during the laser pulse. It is predicted that the mass ablation rate
for the 1-ns square laser pulse, having near-constant laser irradia-
tion, has small temporal variations; therefore, the burnthrough
experiment is not preferentially sampling particular times
during the laser pulse. The mass ablation rate is inferred from
the onset of the K-shell emission of the ablated Ti tracer layer.
Prior to ablation the Ti layer is too cold to emit x rays; however,
as the Ti is ablated into the hot corona, a significant fraction of

Ti buried
at2,5,
or 8§ um

0.86 mm

Drive intensity: 1 x 1015 W/cm?2
Drive: 23-kJ, 1-ns square laser pulse
E15327JR

Figure 109.5

Diagram of nonaccelerating target used for laser-driven burnthrough experiment.
The solid, spherical plastic (CH) target has a buried tracer layer of Ti (0.1 xm
thick). The target specifications and laser irradiation conditions are shown.




LASER ABSORPTION, MASS ABLATION RATE, AND SHOCK HEATING IN DIRECT-DRIVE INERTIAL CONFINEMENT FUSION

its population is ionized to the He-like and H-like charge states
and emits K-shell emission in the 4.5- to 5.5-keV photon energy
range. The experimental signature of burnthrough is given by
the Ti He,, emission.

Time-resolved, Ti K-shell spectroscopic measurements
were performed with x-ray streak cameras’! outfitted with a
Bragg crystal spectrometer that used a flat RbAP (rubidium
acid phthalate) crystal to disperse the spectrum onto a gold
photocathode. The time axis for the streaked x-ray spectra
was established as follows: The streak speed of the camera is
calibrated using a temporally modulated ultraviolet laser pulse
(i.e., a sequence of eight consecutive Gaussian laser pulses
having a 548-ps period). The temporal resolution, defined
by the streak speed and the photocathode slit width, is 50 ps.
Defining the time ¢ = 0 is challenging because the initial x-ray
emission from the target is below the detection threshold of
the diagnostic. Using the 4.5-keV x-ray continuum emission
as a timing fiducial, the absolute timing is determined by
synchronizing the measured pulse with the simulated one as
described below. The synchronization is performed for each
flux limiter under consideration since the temporal shape of the
x-ray pulse depends on the flux limiter. The standard deviation
of the difference between the measured and simulated x-ray
pulse duration is 50 ps; therefore, the uncertainty in the mea-
sured burnthrough time is estimated to be £50 ps. The spectra

CH[430]Ti[0.1]CH[2]
2221 ATi Heg

...2.494 A Ti H,,

2.610 A Ti He,,
...2.705A Ca Hep

Energy (keV)

...3.021 A'Ca H,,

...3.1I77 A 'c1 He,

recorded for the 2-um CH ablator are shown in Fig. 109.6(a).
The laser strikes the target at # = 0 ns and the onset of the Ti
He,, signature burnthrough emission occurs around 0.3 ns. A
similar measurement is presented in Fig. 109.6(b) for the 8-xm
CH ablator. The spectral resolving power (E/AE ~ 50) is limited
by source broadening but is clearly high enough to resolve the
prominent Ti K-shell emissions. The streaked spectra presented
in Fig. 109.6 show that the burnthrough occurs later for the
target with the thicker CH ablator, as expected.

Weak Ca K-shell emissions are observed in the burnthrough
x-ray spectra of Fig. 109.6. Calcium is a surface contaminant
of the solid plastic target introduced during production of the
sphere. The calcium layer is ablated into the coronal plasma
and emits K-shell emission around the same time as Ti. It is
an experimental artifact that does not affect the measured
burnthrough time.

The x-ray emission from the corona is simulated by post-
processing the LILAC prediction with the time-dependent
atomic physics code Spect3D.52 As mentioned above, the
x-ray continuum emission from the target during the first few
hundred picoseconds is below the detection threshold of the
diagnostic; therefore, the absolute timing of the measurement
is established by synchronizing the measured x-ray continuum
in the 4.5-keV range with the LILAC/Spect3D prediction. The

CH[430]Ti[0.1]CHI8]
2:2.221 A TilHeg

w2494 ATiH, —
Q610 A Ti He,,
...2.705 A Ca Heﬁ

Energy (keV)

123.021 A CaH,

2:3.177 A Ca He,,
| | |

. 00 05 1.0 15 20
Signature Time (ns)
burnthrough
emission Ti He,,
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Figure 109.6

(a) Streaked x-ray spectrum recorded on a laser-driven burnthrough experiment with the prominent Ti K-shell emissions identified for the 2-xm-thick CH
ablator. The mass ablation rate is inferred from the signature Ti He,, emission. (b) Streaked x-ray spectrum for the 8-xm-thick CH ablator. Calcium is a sur-

face contaminant of the solid plastic target introduced during production of the sphere. The calcium layer is ablated into the coronal plasma and emits K-shell

emission around the same time as Ti.
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synchronized x-ray pulses are shown in Fig. 109.7(a) for the
8-um CH ablator. In Fig. 109.7(b), the temporal evolution of the
Ti He,, emission predicted with LILAC/Spect3D is compared
with the measured burnthrough emission for the 8-ym CH
ablator. Two flux limiters (f=0.06 and f= 0.1) were considered,
and the experimental results are closer to the predictions with
the higher flux-limiter value. Comparisons of the predicted

~4.5-keV x-ray continuum
CHI[430]Ti[0.1]CH[8]

1.00 T T N T |
= (a) 42668 i f=0.06
5 f=0.1->
3
£ 010 -
)
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> < Expt.
=

0.01 ' -

00 05 10 15 20
E15068JR Tlme (HS)
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and measured burnthrough times for these two flux limiters
are presented in Fig. 109.8 for the ablators under consideration.
The burnthrough time is defined as the time at which the Ti He,
emission reaches 10% of its peak intensity. It is clear from
Fig. 109.8 that the burnthrough experiment is more consistent
with the higher mass ablation rate of the LILAC prediction with
f=0.1. A flux limiter of f= 0.1 was also needed to simulate the

Ti He,, emission
CH[430]Ti[0.1]CHI8]

I
(b) 42668

| | I l
00 05 1.0 1.5 2.0

Time (ns)

Figure 109.7

(a) Time histories of the measured (diamond symbols) and simulated (dotted curve for f = 0.06 and solid curve for f = 0.1) x-ray continuum in the ~4.5-keV
range, and (b) time histories of the measured (diamond symbols) and simulated (dotted curve for f= 0.06 and solid curve for f = 0.1) Ti He,, emission for the

laser-driven burnthrough experiment.
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Figure 109.8

A comparison of the measured laser-driven burnthrough time and (a) the LILAC prediction with a flux limiter f= 0.06 and (b) the LILAC prediction with a flux

limiter f= 0.1 for the three ablators under consideration.
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ablation-front perturbation oscillations for Richtmyer—Meshkov
instability experiments on OMEGA 333

Shock-Heating Experiment

The shock wave launched by laser ablation into the target is
the primary source of heating for the bulk of the shell. X-ray
radiation and energetic electrons from the corona can provide
additional heating to portions of the shell near the ablation front.
The amount of shock heating in planar-CH-foil targets was
diagnosed using two techniques: time-resolved x-ray absorption
spectroscopy and noncollective spectrally resolved x-ray scatter-
ing. A detailed description of the latter experiment can be found
elsewhere.38 The results of the former experiment will be briefly
described in this section; however, a more detailed version will
be published separately.” Planar geometry is a good approxi-
mation for the shell during the shock-propagation stage of the
implosion since convergence can be neglected. It also provides
better diagnostic access than a spherical shell target.

Local shell conditions were measured using time-resolved
x-ray absorption spectroscopy of plastic foil targets with a
buried tracer layer of Al as shown in Fig. 109.9. As the shock
wave propagates through the Al, it compresses and ionizes the
Al The buried depth of the tracer layer is varied to probe the
plasma conditions in different regions of the target. As shown
in Fig. 109.10, Al 1s—2p x-ray absorption spectroscopy of a CH
planar target with a buried Al tracer layer (1 to 2 xm thick) was
performed with a point-source (i.e., <100-¢m) Sm backlighter
irradiated with laser intensities of ~101® W/cm?2. The overall

thickness (~50 xm) of the drive foil was chosen to delay the accel-
eration phase until after the absorption spectra were recorded,
minimizing the influences of hydrodynamic instabilities on the
measurements. The direct-drive target was irradiated with up to
18 laser beams that were smoothed with phase plates, 2-D SSD,
and PS.1 The overlapped intensity had a uniform drive portion
with a 400-m diameter and peak intensities in the range of 1014
to 101> W/cm?2. The Sm M-shell emission in the 1.4- to 1.7-keV
range overlaps the bound—bound absorption features of Al near
1.5 keV and probes the uniform drive portion of the target.>

Tracer Solid CH Ablation front
layer W
-
—
-
-
< ]
bl g
Xrays and T Z Laser
energetic T G irradiation
electrons < T
-~ O
—
-
-—
-
—
<«
Shock velocity
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Figure 109.9

Diagram of the target used to diagnose the shock-heated conditions of a direct-
drive ICF target. X-ray radiation and energetic electrons provide additional
heating. X-ray absorption spectra of buried high-Z tracer layer are used to
diagnose the plasma conditions in the shock-heated target. The position of
the layer is varied to probe different regions of the target.

1.0- to 2.0-um Backlighter A 1.1 x 1016 W/cm2

Al layer beams /
20 to 50 ym —| — K
X rays el 80-um
To x-ray (1400 to 1700 eV) ?Zf 400-nim, Sm microdot
streak camera — unlform -
drive .
CH | CH
/ Drive
Bragg crystal 5025 yum _>| I(_ / beams
AE=3¢eV /
At <100 ps [~0.1to1.0x 1015 W/cm2
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Figure 109.10

Layout of the Al 1s—2p absorption-spectroscopy experiment showing the Sm backlighter, the plastic drive foil with the buried Al layer, and the Bragg

crystal spectrometer.
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The frequency-dependent transmission of the shock-heated Al
layer, obtained from the ratio /(v) / Iy(v)= el=1(v.ne T,)paL| of
the transmitted backlighter spectrum /(v) to the incident Sm
spectrum /((v), depends on the mass absorption coefficient y
and the areal density of the Al layer pAL. The absorption coef-
ficient is sensitive to variations in n, and T, for the shock-heated
conditions under consideration.3® The high electron densities
cause the spectral line shapes of the bound—bound absorption
features to be Stark-broadened beyond the instrumental spectral
resolution (~3 eV). The incident and transmitted spectra were
recorded with an x-ray streak camera’! outfitted with a Bragg
crystal spectrometer that used a flat RbAP crystal to disperse
the spectrum onto a low-density Csl photocathode. The temporal
resolution of the measurement was ~100 ps.

The sensitivity of the absorption spectroscopy to variations
in the electron temperature is illustrated in Fig. 109.11. The
predicted Al 1s—2p absorption spectra, obtained by post-pro-
cessing the LILAC simulation for shot #44116 with the time-
dependent atomic physics code Spect3D,>2 are compared to the
electron temperature in the Al layer. The target had a 1-um-
thick Al layer buried at a depth of 10 #m in a 50-um-thick CH
target and was irradiated with a 1-ns square laser pulse having
a peak intensity of 1 x 1015 W/cm?. A flux limiter of 0.06 was
used for the simulation. The electron temperature in the Al
layer was calculated as follows: The LILAC/Spect3D spectra

LILAC/Spect3D simulated
1s—2p absorption spectra
T
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Figure 109.11

Temporal evolution of the Al 1s—2p absorption spectrum simulated with
LILAC using f=0.06 and Spect3D for shot #44116. The target had a 1-um-
thick Al layer buried at a depth of 10 #m in a 50-um-thick CH target and
was irradiated with a 1-ns square laser pulse having a peak intensity of 1 x
1015 W/em?. The predicted electron temperature in the Al layer is also plotted
(solid curve). Higher-charge states of Al are ionized in succession and absorb
in 1s—2p transitions as T, increases.
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were compared with spectra calculated with the time-depen-
dent atomic physics code PrismSPECT 2 assuming uniform
shell conditions for various combinations of n, and T,. The
best fit between the LILAC/Spect3D spectra and PrismSPECT
was determined based on a least-squares-fitting routine, which
inferred n, and 7, simultaneously. The accuracy of the 7,
inference is 10%, while the uncertainty of the n, inference
is about a factor of 2. The stair step in the simulated electron
temperature observed in Fig. 109.11 around 0.5 ns is due to the
discrete electron temperatures considered in the spectral fitting
routine. Higher-charge states of Al are ionized in succession
and absorb in ls—2p transitions as the shell 7, increases. At
time 7 = 0 ns, the laser irradiation of the target begins. When
the shock propagates through the buried Al layer, the sharp rise
in the temperature ionizes the Al and the lowest-charge states
of Al (i.e., F-like and O-like) are observed in 1s—2p absorption.
The second rise in electron temperature at 0.75 ns occurs when
the heat front penetrates the Al layer and ultimately ionizes it
to the K shell. The minimum electron temperature that can be
currently diagnosed using this technique is ~10 eV.

Time-resolved x-ray absorption spectroscopy was per-
formed using a 50-um-thick target with a 1- or 2-gm-thick
Al layer buried at a depth of 10 um. Two laser intensities
were studied: 1 x 101* W/cm? generating a 10-Mbar shock
and 1 x 101> W/cm? generating a 50-Mbar shock. The pre-
dicted, shocked mass density in the Al layer for the higher
intensity drive is ~8 g/cm3. The streaked x-ray spectra are
presented in Fig. 109.12 with the prominent absorption fea-
tures identified. The cold K edge of Al can be observed prior
to the shock arrival at the Al layer. The diagnostic utility
of the temperature and density dependence of the K-edge
shift is currently being studied. Only the F-like Al 1s—2p
absorption feature is observed with the lower drive intensity
[Fig. 109.12(a)]. The three lowest-charge states (F-like, O-like,
and N-like) appear in absorption when shock heated by the
higher intensity [Fig. 109.12(b)]. The Sm backlighter and
the CH/AI1/CH target have the same 1-ns square laser pulse
drive, but the Sm backlighter was fired 200 ps earlier than
the drive foil to optimize the backlighter brightness for the
shock-heating period of the Al layer. The higher charge states
associated with the heat-front penetration that are predicted
in Fig. 109.11 are not observed in Fig. 109.12(b) because the
Sm backlighter was off at that time. The temporal onset of
the 1s—2p absorption depends on the buried depth of the Al
layer and the shock velocity.

The measured spectral line shapes were compared with sim-
ulated absorption spectra calculated with LILAC and Spect3D.
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A detailed description can be found elsewhere.3’ Reasonable
agreement was observed for the lower drive intensity; however,
the higher-charge states were observed in the measured absorp-
tion spectrum compared to the simulated absorption spectrum
for the higher drive intensity. This indicates that the measured
electron temperature is higher than the prediction. The mea-
sured spectra were compared with simulated spectra calculated
with PrismSPECT>? assuming uniform shell conditions for
various combinations of n, and 7. The best fit to the measured
spectra was determined based on a least-squares-fitting routine,
which inferred n, and 7, simultaneously. The electron density
inferred from the higher laser drive intensity was 1 x 1024 cm™3
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Figure 109.12

Time-resolved x-ray absorption spectra recorded for drive intensities of
(@) 1 x 10 W/cm?2 and (b) 1 x 10'> W/cmZ2. The prominent absorption
features are identified.

and for the lower drive intensity was 5 x 1023 cm™3, consistent
with the 1-D predictions. The time history comparing the pre-
dicted electron temperature with the measurements is shown
in Fig. 109.13. Again, the simulated electron temperature was
calculated as follows: (1) LILAC was post-processed with
Spect3D and (2) the simulated absorption spectra were fitted
with PrismSPECT, assuming uniform electron temperature
and density in the Al layer. These calculations were performed
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Figure 109.13

Comparison of time-resolved electron temperature in the Al layer inferred
from the experiment (triangles) with LILAC simulations using f = 0.06
(dashed curves) and f = 0.1 (solid curves) for drive intensities of (a) 1 x
10 W/cm? and (b) 1 x 101> W/ecm?2.
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for two flux limiters (f'= 0.06 and f'= 0.1). For the lower drive
intensity the predicted electron temperatures for both flux limit-
ers are close to the time-resolved electron temperatures inferred
from the measured absorption spectra [Fig. 109.13(a)]. These
experimental measurements are consistent with the results from
the noncollective spectrally resolved x-ray scattering experi-
ment of a similar drive foil: an upper limit of 7, = 20 eV was
inferred in those experiments.’® The time-resolved electron
temperatures inferred from the measured absorption spectra
are higher than the simulated ones for the 1 x 10!5 W/cm? drive
intensity [Fig. 109.13(b)]. The simulation with the higher flux
limiter predicts more shock heating and an earlier penetration
of the heat front. The initial level of measured shock heating
is higher than the simulation with = 0.1; however, the timing
of the heat-front penetration is similar.

Discussion

The experimental results indicate that the energy trans-
port from the critical density to the ablation front cannot be
described by flux-limited diffusion and may be nonlocal. The
role of nonlocal thermal transport is twofold: (1) It results in an
effective time-dependent flux limiter that influences the laser
absorption fraction, the shock timing, and the shock-heated
conditions. (2) It results in preheat through the transport of
energetic electrons, which would increase the shell tempera-
ture. All of the experimental results presented in this article
were compared with LILAC simulations having flux limiters
of f=0.06 and f = 0.1. The measurements are accurate enough
to distinguish between these two models. In some cases the
simulations with the higher flux limiter were closer to the
experimental observables. A higher flux limiter was needed
to reduce the discrepancies between the simulations and mea-
surements for the early-time laser absorption, the mass ablation
rate with laser irradiation of 1 x 101> W/cm?2, and the shock
heating with laser irradiation of 1 x 101> W/cm?2. Preheat due
to energetic electrons and x rays from the corona may explain
shock heating at laser irradiation of 1 x 10> W/cm?. These
observations are consistent with the effects of nonlocal electron
thermal transport.3? Other effects influencing the measure-
ments also need to be investigated. The higher early-time laser
absorption may be caused by resonance absorption,>* which is
not included in the LILAC prediction. LILAC may be under-
estimating the predicted electron temperature due to shock
heating. The accuracy of modeling the electron temperature in
the Al layer needs to be investigated. The simulations with the
lower flux limiter of f= 0.06 were close to the measurements
of shock heating at laser irradiation of 1 x 10 W/cm?. This
could be consistent with a nonlocal electron thermal transport
if the preheat is negligible at the lower intensity.
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This detailed comparison of the results from the experiment
and LILAC reveals the limitations of a flux-limited thermal-
transport model for direct-drive ICF: a single-flux limiter can-
not explain all the experimental observables. Laser absorption
measurements indicate a time-dependent flux limiter is required.
However, a nonlocal treatment of the thermal transport currently
under development3? is expected to improve agreement between
the simulations and the experimental results.

Conclusion

An investigation of direct-drive energy coupling was con-
ducted to tune the physics models of the 1-D hydrodynamics
code LILAC. The flow of energy from the laser to the target
was inferred by measuring the laser absorption fraction, the
mass ablation rate, and the amount of shock heating. The highly
reproducible experimental results achieved with a high level of
laser drive uniformity constrain the modeling of direct-drive
energy coupling. All of the experimental results were compared
with LILAC simulations having flux limiters of f=0.06 and f =
0.1. The detailed comparison reveals the limitation of a flux-lim-
ited thermal-transport model for direct-drive ICF: a single-flux
limiter cannot explain all the experimental observables. Fur-
thermore, simulations of laser absorption measurements need a
time-dependent flux limiter to match the data. The experimental
results indicate that the energy transport from the critical density
to the ablation front is probably nonlocal. A nonlocal treatment of
the thermal transport in LILAC is expected to improve the agree-
ment between the simulations and the experimental results.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FC52-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of DOE does not constitute
an endorsement by DOE of the views expressed in this article.

REFERENCES
1. J. Nuckolls et al., Nature 239, 139 (1972).

2. J. D. Lindl, R. L. McCrory, and E. M. Campbell, Phys. Today 45,
32 (1992).

3. R. L. McCrory, J. M. Soures, C. P. Verdon, F. J. Marshall, S. A.
Letzring, S. Skupsky, T. J. Kessler, R. L. Kremens, J. P. Knauer, H. Kim,
J. Delettrez, R. L. Keck, and D. K. Bradley, Nature 335, 225 (1988).

4. 1. D. Lindl, Inertial Confinement Fusion: The Quest for Ignition and
Energy Gain Using Indirect Drive (Springer-Verlag, New York, 1998).

5. S.E. Bodner, D. G. Colombant, J. H. Gardner, R. H. Lehmberg, S. P.
Obenschain, L. Phillips, A. J. Schmitt, J. D. Sethian, R. L. McCrory,
W. Seka, C. P. Verdon, J. P. Knauer, B. B. Afeyan, and H. T. Powell,
Phys. Plasmas §, 1901 (1998).

11



LASER ABSORPTION, MASS ABLATION RATE, AND SHOCK HEATING IN DIRECT-DRIVE INERTIAL CONFINEMENT FUSION

6.

11.

14.

15.

16.

18.

12

P. W. McKenty, V. N. Goncharov, R. P. J. Town, S. Skupsky, R. Betti,
and R. L. McCrory, Phys. Plasmas 8, 2315 (2001).

J. D. Lindl et al., Phys. Plasmas 11, 339 (2004).

P. W. McKenty, T. C. Sangster, M. Alexander, R. Betti, R. S. Craxton,
J. A. Delettrez, L. Elasky, R. Epstein, A. Frank, V. Yu. Glebov, V. N.
Goncharov, D. R. Harding, S. Jin, J. P. Knauer, R. L. Keck, S. J. Loucks,
L. D. Lund, R. L. McCrory, F. J. Marshall, D. D. Meyerhofer, S. P.
Regan, P. B. Radha, S. Roberts, W. Seka, S. Skupsky, V. A. Smalyuk,
J. M. Soures, K. A. Thorp, M. Wozniak, J. A. Frenje, C. K. Li, R. D.
Petrasso, F. H. Séguin, K. A. Fletcher, S. Padalino, C. Freeman,
N. Izumi, J. A. Koch, R. A. Lerche, M. J. Moran, T. W. Phillips, G. J.
Schmid, and C. Sorce, Phys. Plasmas 11, 2790 (2004).

R.L. McCrory, S. P. Regan, S. J. Loucks, D. D. Meyerhofer, S. Skupsky,
R. Betti, T. R. Boehly, R. S. Craxton, T. J. B. Collins, J. A. Delettrez,
D. Edgell, R. Epstein, K. A. Fletcher, C. Freeman, J. A. Frenje, V. Yu.
Glebov, V. N. Goncharov, D. R. Harding, I. V. Igumenshchev, R. L.
Keck, J. D. Kilkenny, J. P. Knauer, C. K. Li, J. Marciante, J. A. Marozas,
F. J. Marshall, A. V. Maximov, P. W. McKenty, J. Myatt, S. Padalino,
R. D. Petrasso, P. B. Radha, T. C. Sangster, F. H. Séguin, W. Seka, V. A.
Smalyuk, J. M. Soures, C. Stoeckl, B. Yaakobi, and J. D. Zuegel, Nucl.
Fusion 45, S283 (2005).

R. Betti, K. Anderson, T. R. Boehly, T. J. B. Collins, R. S. Craxton, J. A.
Delettrez, D. H. Edgell, R. Epstein, V. Yu. Glebov, V. N. Goncharov,
D.R. Harding, R. L. Keck, J. H. Kelly, J. P. Knauer, S. J. Loucks, J. A.
Marozas, F. J. Marshall, A. V. Maximov, D. N. Maywar, R. L. McCrory,
P. W. McKenty, D. D. Meyerhofer, J. Myatt, P. B. Radha, S. P. Regan,
C. Ren, T. C. Sangster, W. Seka, S. Skupsky, A. A. Solodov, V. A.
Smalyuk, J. M. Soures, C. Stoeck, W. Theobald, B. Yaakobi, C. Zhou,
J. D. Zuegel, J. A. Frenje, C. K. Li, R. D. Petrasso, and F. H. Séguin,
Plasma Phys. Control. Fusion 48, B153 (2006).

M. C. Herrmann, M. Tabak, and J. D. Lindl, Nucl. Fusion 41, 99 (2001).

R. Betti, K. Anderson, V. N. Goncharov, R. L. McCrory, D. D. Meyerhofer,
S. Skupsky, and R. P. J. Town, Phys. Plasmas 9, 2277 (2002).

. T. R. Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer,

J. H. Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring,
F. J. Marshall, R. L. McCrory, S. F. B. Morse, W. Seka, J. M. Soures,
and C. P. Verdon, Opt. Commun. 133, 495 (1997).

S.P.Regan, J. A. Marozas, R. S. Craxton, J. H. Kelly, W. R. Donaldson,
P. A. Jaanimagi, D. Jacobs-Perkins, R. L. Keck, T. J. Kessler, D. D.
Meyerhofer, T. C. Sangster, W. Seka, V. A. Smalyuk, S. Skupsky, and
J. D. Zuegel, J. Opt. Soc. Am. B 22, 998 (2005).

J. Delettrez, R. Epstein, M. C. Richardson, P. A. Jaanimagi, and B. L.
Henke, Phys. Rev. A 36, 3926 (1987); J. Delettrez, Can. J. Phys. 64,
932 (1986).

J. Paisner et al., Laser Focus World 30, 75 (1994).

P. B. Radha, V. N. Goncharov, T. J. B. Collins, J. A. Delettrez, Y. Elbaz,
V. Yu. Glebov, R. L. Keck, D. E. Keller, J. P. Knauer, J. A. Marozas, F. J.
Marshall, P. W. McKenty, D. D. Meyerhofer, S. P. Regan, T. C. Sangster,
D. Shvarts, S. Skupsky, Y. Srebro, R. P. J. Town, and C. Stoeckl, Phys.
Plasmas 12, 032702 (2005).

H. Takabe et al., Phys. Fluids 28, 3676 (1985).

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

R. Betti, V. N. Goncharov, R. L. McCrory, and C. P. Verdon, Phys.
Plasmas 5, 1446 (1998).

S. P. Regan, J. A. Delettrez, V. N. Goncharov, F. J. Marshall, J. M.
Soures, V. A. Smalyuk, P. B. Radha, B. Yaakobi, R. Epstein, V. Yu.
Glebov, P. A. Jaanimagi, D. D. Meyerhofer, T. C. Sangster, W. Seka,
S. Skupsky, C. Stoeckl, D. A. Haynes, Jr., J. A. Frenje, C. K. Li, R. D.
Petrasso, and F. H. Séguin, Phys. Rev. Lett. 92, 185002 (2004).

V. N. Goncharov, J. P. Knauer, P. W. McKenty, P. B. Radha, T. C.
Sangster, S. Skupsky, R. Betti, R. L. McCrory, and D. D. Meyerhofer,
Phys. Plasmas 10, 1906 (2003).

K. Anderson and R. Betti, Phys. Plasmas 10, 4448 (2003).

R. C. Malone, R. L. McCrory, and R. L. Morse, Phys. Rev. Lett. 34,
721 (1975).

W. Seka, J.-L. Schwob, and C. Breton, J. Appl. Phys. 42, 315 (1971).
F. C. Young et al., Appl. Phys. Lett. 30, 45 (1977).

B. Yaakobi and T. C. Bristow, Phys. Rev. Lett. 38, 350 (1977).

B. H. Ripin et al., Phys. Fluids 23, 1012 (1980).

M. H. Key, R. G. Evans, and D. J. Nicholas, Rutherford Appleton Labora-
tory, Chilton, Didcot, Oxon, England, Report RL-78-020/XAB (1978).

B. Yaakobi, T. Boehly, P. Bourke, Y. Conturie, R. S. Craxton,
J. Delettrez, J. M. Forsyth, R. D. Frankel, L. M. Goldman, R. L.
McCrory, M. C. Richardson, W. Seka, D. Shvarts, and J. M. Soures,
Opt. Commun. 39, 175 (1981).

T.J. Goldsack et al., Opt. Commun. 42, 55 (1982); T. J. Goldsack et al.,
Phys. Fluids 25, 1634 (1982).

M. H. Key et al., Phys. Fluids 26, 2011 (1983).
A. Hauer et al., Phys. Rev. Lett. 53, 2563 (1984).

J. Delettrez, R. Epstein, M. C. Richardson, P. A. Jaanimagi, and B. L.
Henke, Phys. Rev. A 36, 3926 (1987).

D. K. Bradley, J. A. Delettrez, and C. P. Verdon, Phys. Rev. Lett. 68,
2774 (1992).

D. J. Hoarty et al., J. Quant. Spectrosc. Radiat. Transf. 99, 283 (2006).

T.R. Boehly, J. A. Delettrez, J. P. Knauer, D. D. Meyerhofer, B. Yaakobi,
R. P.J. Town, and D. Hoarty, Phys. Rev. Lett. 87, 145003 (2001).

H. Sawada, S. P. Regan, R. Epstein, D. Li, V. N. Gonchraov, P. B.
Radha, D. D. Meyerhofer, T. R. Boehly, V. A. Smalyuk, T. C. Sangster,
B. Yaakobi, and R. C. Mancini, “Investigation of Direct-Drive Shock
Heating Using XRay Absorption Spectroscopy,” to be submitted to
Physics of Plasmas.

H. Sawada, S. P. Regan, D. D. Meyerhofer, I. V. Igumenshchev, V. N.
Goncharov, T. R. Boehly, T. C. Sangster, V. A. Smalyuk, B, Yaakobi,
G. Gregori, S. H. Glenzer, and O. L. Landen, “Diagnosing Direct-
Drive, Shock-Heated Plastic Planar Foils with Noncollective Spectrally
Resolved X-Ray Scattering,” to be submitted to Physics of Plasmas.

LLE Review, Volume 109



39.

40.

41.

42.

43.

44,

45.

46.

V. N. Goncharov, O. V. Gotchev, E. Vianello, T. R. Boehly, J. P. Knauer,
P. W. McKenty, P. B. Radha, S. P. Regan, T. C. Sangster, S. Skupsky,
V. A. Smalyuk, R. Betti, R. L. McCrory, D. D. Meyerhofer, and
C. Cherfils-Clérouin, Phys. Plasmas 13, 012702 (2006).

A. R. Bell, R. G. Evans, and D. J. Nicholas, Phys. Rev. Lett. 46,
243 (1981).

W. F. Huebner et al., Los Alamos National Laboratory, Los Alamos,
NM, Report LA-6760-M (1977).

L. Spitzer, Jr. and R. Hdrm, Phys. Rev. 89, 977 (1953).

A. Sunahara, J. A. Delettrez, C. Stoeckl, R. W. Short, and S. Skupsky,
Phys. Rev. Lett. 91, 095003 (2003).

W. Seka, L. M. Goldman, M. C. Richardson, J. M. Soures, K. Tanaka,
B. Yaakobi, R. S. Craxton, R. L. McCrory, R. Short, E. A. Williams,
T. Boehly, R. Keck, and R. Boni, in Plasma Physics and Controlled
Nuclear Fusion Research 1982 (IAEA, Vienna, 1983), Vol. I,
pp. 131-137.

J. M. Soures, T. C. Bristow, H. Deckman, J. Delettrez, A. Entenberg,
W. Friedman, J. Forsyth, Y. Gazit, G. Halpern, F. Kalk, S. Letzring,
R. McCrory, D. Peiffer, J. Rizzo, W. Seka, S. Skupsky, E. Thorsos,
B. Yaakobi, and T. Yamanaka, in Laser Interaction and Related
Plasma Phenomena, edited by H. J. Schwarz, H. Hora, M. J. Lubin, and
B. Yaakobi (Plenum Press, New York, 1981), Vol. 5, pp. 463—481.

W. Seka, R. S. Craxton, J. Delettrez, L. Goldman, R. Keck, R. L.
McCrory, D. Shvarts, J. M. Soures, and R. Boni, Opt. Commun. 40,
437 (1982).

LLE Review, Volume 109

47.

48.

49.

50.

S1.

52.

53.

54.

LASER ABSORPTION, MASS ABLATION RATE, AND SHOCK HEATING IN DIRECT-DRIVE INERTIAL CONFINEMENT FUSION

M. C. Richardson, R. S. Craxton, J. Delettrez, R. L. Keck, R. L. McCrory,
W. Seka, and J. M. Soures, Phys. Rev. Lett. 54, 1656 (1985).

W. Seka, V. N. Goncharov, J. A. Delettrez, D. H. Edgell, I. V.
Igumenshchev, R. W. Short, A. V. Maximov, J. Myatt, and R. S.
Craxton, “Time-Dependent Absorption Measurements in Direct-Drive
Spherical Implosions,” to be submitted to Physics of Plasmas.

S. P. Regan, D. K. Bradley, A. V. Chirokikh, R. S. Craxton, D. D.
Meyerhofer, W. Seka, R. W. Short, A. Simon, R. P. J. Town, B. Yaakobi,
J. J. Caroll III, and R. P. Drake, Phys. Plasmas 6, 2072 (1999).

T. R. Boehly, E. Vianello, J. E. Miller, R. S. Craxton, T. J. B. Collins,
V. N. Goncharov, I. V. Igumenshchev, D. D. Meyerhofer, D. G. Hicks,
P. M. Celliers, and G. W. Collins, Phys. Plasmas 13, 056303 (2006).

D. H. Kalantar et al., in 22nd International Congress on High-Speed
Photography and Photonics, edited by D. L. Paisley and A. M. Frank
(SPIE, Bellingham, WA, 1997), Vol. 2869, pp. 680—685.

Prism Computational Sciences, Inc., Madison, WI 53711.

0. Gotcheyv, V. N. Goncharov, J. P. Knauer, T. R. Boehly, T. J. B. Collins,
R. Epstein, P. A. Jaanimagi, and D. D. Meyerhofer, Phys. Rev. Lett. 96,
115005 (2006).

W. L. Kruer, The Physics of Laser—Plasma Interactions, Frontiers in

Physics, Vol. 73, edited by D. Pines (Addison-Wesley, Redwood City,
CA, 1983).

13



Nuclear Measurements of Fuel-Shell Mix in Inertial Confinement
Fusion Implosions on OMEGA

Introduction

Turbulent mix is a vital concern in inertial confinement fusion
(ICF)"-2 since it can quench the nuclear burn in the hot spot
prematurely, or even extinguish it entirely. The saturation of
Rayleigh-Taylor (RT) instability growth at a density interface
leads to small-scale, turbulent eddies that in turn lead to mix-
ing of the high- and low-density materials.? These mixing
processes can disrupt the formation of the low-density hot
spot, lowering its temperature and reducing its volume. The
resulting lower nuclear production can fail to ignite the capsule.
Understanding the extent of mix under different conditions is
a crucial step toward mitigating its adverse effects.

A substantial and sustained effort to understand hydrody-
namic instabilities and mix has been ongoing for many decades,
due in large part to their heavy impact on ICF. Reviews of the
literature on experimental, computational, and theoretical work
on hydrodynamic instabilities and mix can be found on, for
example, the first page of Refs. 4 and 5. Related work on mix
in ICF implosions includes papers by Li,® Radha,” Regan,® and
Wilson,? as well as many others.

This article reviews and extends aspects of the work pub-
lished by Li e al.% over a wider range of capsule parameters.
In addition, we calculate a quantitative upper limit on the null
result published by Petrasso ef al.!0 of the amount of mix at
the time of shock collapse, which occurs before the onset of
the deceleration phase. Results from time-dependent nuclear
production history measurements of the mix region will be
published elsewhere.!! A brief review of the causes and effects
of mix can be found in the next section. The remaining sections
(1) describe the experimental setup, (2) present experimental
observations, (3) describe the constraint on the amount of
fuel-shell mix between shock collapse and deceleration-phase
onset, and (4) summarize our results.

Causes and Effects of Mix

When a fluid of density p; accelerates a heavier fluid of
density p,, the fluid interface is RT unstable. The rapid growth
of initial perturbations sends spikes of the heavy fluid into the
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light fluid, while bubbles of the light fluid penetrate into the
heavy fluid. The exponential growth eventually saturates into a
nonlinear regime where the spike and bubble amplitudes grow
quadratically in time. As the spikes and bubbles continue to inter-
penetrate, velocity shear between the two fluids results in further
instability (the drag-driven Kelvin—Helmbholtz instability), caus-
ing the spike tips to “mushroom” and roll up on increasingly finer
scales, increasing the vorticity of the flow and eventually leading
to mixing of the two fluids on the atomic scale.

In ICF, both the acceleration and deceleration phases have
RT-unstable surfaces.2 The low-density ablating mass pushes
against the high-density “payload” during the acceleration phase,
and after further convergence and compression, the high-density
shell is stopped by the low-density hot spot during the deceleration
phase. Initial perturbations are seeded by laser and target surface
nonuniformities, and growth of these perturbations during the
acceleration phase can feed through to the inner surface and con-
tribute to seeding perturbations for the deceleration phase.?

Unmitigated RT growth during the acceleration phase
can eventually break through the shell, compromising its
compressibility and reducing the attainable areal density of
the assembled target at stagnation. RT growth during the
deceleration phase can send spikes of cold, dense fuel into the
central hot spot, potentially disrupting its formation. Even if
the spikes do not reach the center, their penetration and the
resultant mixing of the cold, dense shell with the low-density
hot spot will cool the outer regions of the hot spot, reducing
the volume participating in nuclear production.

Experimental Setup

Direct-drive implosions were conducted on OMEGA,'Z with
60 beams of frequency-tripled (351 nm) UV light in a 1-ns square
pulse and a total energy of 23 kJ. One-THz-bandwidth smoothing
by spectral dispersion and polarization smoothing of the laser
beam were used.!? The beam-to-beam energy imbalance was
typically between 2% and 4% rms. The spherical capsules had
diameters between 860 and 940 ym, plastic-shell thicknesses of
20, 24, or 27 um, and a surface coating of 0.1 #m of aluminum.
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Three target configurations were used (Fig. 109.14): The
reference “CH” capsules had shells made of plastic (CH)
and a gaseous fill of D, and 3He. “CD” capsules had gaseous
fills of pure 3He, and a shell made mostly of CH, except for
a l-um layer of deuterated plastic (CD) on the inner surface.
“CD offset” capsules are like the CD capsules, except that the
1-um CD layer is offset from the inner surface by 1 #m of CH.
The composition of the ordinary plastic consists of an H to C
ratio of 1.38, and the deuterated plastic has a D to C ratio of
1.56 (Ref. 6).

19 to 26 um CH

20 to 27 um CH

CH capsule CD capsule

18 to 25 um CH

450-um
radius

CD offset capsule

E15586JR

Figure 109.14

0.5 or 2.5 mg/em? of pure *He gas fills a 20- to 27-um-thick plastic shell with a
1-um deuterated layer either adjacent to the inner surface (CD capsule) or offset
from the inner surface by 1 #m (CD offset capsule). The reference (CH capsule)
contains D3He gas and has no deuterated layer. Whereas CH capsules will
produce D3He protons whenever the fuel gets sufficiently hot, CD capsules will
produce only D3He protons if the fuel and shell become atomically mixed.

The pure 3He gases were filled to initial pressures of 4 and
20 atm at a temperature of 293 K, corresponding to initial mass
densities (pq) of 0.5 and 2.5 mg/cm3. The D2—3He gas is an
equimolar mixture of D to 3He by atom and is filled to a hydro-
dynamically equivalent initial pressure as the pure->He fill, as
described in Ref. 14. Because fully ionized D and 3He have the
same value of (1 + Z)/A, mixtures with the same mass density
will also have the same total particle density and equation of
state and can be considered hydrodynamically equivalent. For
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the 4- and 20-atm 3He fills, the hydrodynamically equivalent
D2—3He pressures are 3.6 and 18 atm, respectively.

Hydrodynamic simulations of capsule implosions using the
1-D code LILAC'S showed only minor differences in the timing
and profiles between the equivalent CH and CD implosions.
The convergence ratio C,, defined as the initial inner capsule
radius over the fuel—shell interface radius at the time of stag-
nation, for capsules with different shell thicknesses and initial
fill density is shown in Table 109.1.

Table 109.1: Predicted convergence ratio C, calculated by LILAC
for different capsule parameters. Capsules with higher
convergence ratios are expected to be more susceptible
to mix. The convergence ratio does not differ signifi-

cantly between CH and CD capsules.
po (mg/cm?) Thickness (xm) C, (1-D)
0.5 20 38.0
0.5 24 35.2
0.5 27 31.5
2.5 20 14.9
2.5 24 14.5
2.5 27 13.8

The following primary nuclear reactions can occur in targets
containing both D, and 3He:

D +D — >He +n(2.45 MeV),
D+D — T+p(3.0 MeV), %))
D +°He —~ “He +p(14.7 MeV),

where the number in parentheses is the mean birth energy of
the second product.

The set of capsules shown in Fig. 109.14 is ideal for studying
the nature and extent of turbulent mix in ICF implosions. Whereas
implosions of CH capsules will produce DHe protons whenever the
fuel gas gets sufficiently hot, heating alone is not sufficient for D°He
production in CD and CD offset capsules. To produce measurable
D3He yields, these capsules require in addition the mixing of the fuel
and shell on an atomic scale. Measurement or absence of the D°He
yield in implosions of CD offset capsules can be used to ascertain
the extent into the shell that turbulent mixing processes reach.

Fuel—-shell mix is not a requirement to produce DD-n yields
in CD and CD offset implosions, but measurement of the DD-n
yield provides a useful way to determine if the CD layer was
heated to temperatures near 1 keV.
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The primary diagnostics for this study were wedged-range-
filter (WRF) spectrometers, 1© to measure the D*He proton yield
and spectrum, and neutron time-of-flight (n"TOF) scintillator
detectors,!” to measure the DD-n yield. On a given shot, up to
six WRF spectrometers were used simultaneously to improve
the estimate of the D3He yield.!® The D3He proton spectrum
measured from implosions of D3He-filled CH capsules often
shows two distinct components, corresponding to DHe proton
emission shortly after the collapse of the converging shock and to
emission during the deceleration phase, about 300 ps later.10-18

Experimental Results
1. Yield Measurements

Turbulent mixing of the fuel and shell is demonstrated by
measurements of finite D*He yields (Yy)in 3He-filled, CD capsules
(see Fig. 109.15 and Ref. 6). The shock component, apparent in the
spectrum of the CH capsule implosion above 14 MeV, is absent in
the CD capsule. All D3He yields reported in this section for CH

T T ]
> 107 3
(5] E 7
\E/ - .
>~ 106 1 um CD
105 : i
9 12 15 18
E15587JR E (MCV)
1.5 T T 1 um CD
S 1.0k .
X
Z 1 um CD
§ 05k - 1 um CH
0.0 bt
9 18

E (MeV)

E15588JR

16

capsules will include only the compression component; the shock
component will be considered in the following section.

The D3He yields from CD capsules are at least two orders
of magnitude higher than would be expected by the interaction
of thermal 3He ions penetrating through the CD layer surface,®
even with enhanced surface area resulting from a RT-perturbed
surface. The D3He yields are at least three orders of magnitude
higher than the maximum that would be expected if some 3He
had diffused into the CD layer between the times of fabrica-
tion and implosion.® For yields as high as have been observed,
there must be a region that has been heated to at least 1 keV and
where the fuel and shell have experienced atomic mix.

Significant D3He yield from CD-offset implosions dem-
onstrates that there is substantial mixing of the fuel with the
“second” 1-um layer of the shell (Fig. 109.16). Thermal *He ions
cannot penetrate through the first micron of the shell to produce

Figure 109.15

D3He proton spectra from a CH capsule (shot 37642) and from a
CD capsule (shot 32828) with 2.5-mg/cm3 initial fill density. The
high D3He yield from CD implosions demonstrates the existence of
fuel—shell mix. The CD implosion yield, although substantially less
than the yield from the CH implosion, is much higher than what would
be expected in the absence of turbulent fuel-shell mix.

Figure 109.16

D3He proton spectra from a CD capsule (shot 37636) and from a CD off-
set capsule (shot 37641) with 0.5-mg/cm? initial fill density. The D3He
yield drops by only a factor of 5 to 10 when the CD layer is offset from
the inner surface by 1 4m, demonstrating that a substantial amount of
the second micron of the shell is mixed with the fuel.
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these yields, so the second micron must be exposed to the fuel by
bubble growth and then mixed through turbulent processes.

The decreasing yields for increasing p in CD capsules con-
trast strongly with the increasing yields for increasing initial py
in the reference CH capsules (see Fig. 109.17). This is evidence
that the extent of mix is reduced for increasing initial fill den-
sity, since Y}, in CD implosions is lower, even though the core
conditions are more favorable for nuclear production, as seen
by the higher value of ¥, for CH implosions. ¥, in CD-offset
implosions decreases by an additional factor of 5 and 10 com-
pared to inner CD capsule implosions for 0.5 and 2.5 mg/cm3
fills, respectively.

The lower DD-n yield (Y,) for CD implosions with higher
P indicates that less heating of the CD layer occurred in these

NUCLEAR MEASUREMENTS OoF FUEL-SHELL Mix IN INERTIAL CONFINEMENT FUSioN ImpPLoSIONS oN OMEGA

implosions. Additional heating of the inner surface of the shell
can occur through thermal conduction from and turbulent mix
with the hot fuel. The lower Y,, supports the picture of reduced
mix for higher-density fills.

Yields in both CH and CD implosions decrease with increas-
ing shell thickness (Fig. 109.18). Thicker shells decrease ¥, by
alarger factor in CD capsules compared to CH capsules, which
suggests that the effects of mix are diminished. However, Y,
decreases by a smaller factor in CD capsules, which may be due
to temperature effects dominating mix effects for the neutron
yield in such implosions.

2. Areal Density Measurements
Evidence for a delay in nuclear production can be found through
measurement of the compression of the target at bang time by

T T T
100 @Y, cH 3 = Y, E Figure 109.17
r ] r E (a) DD-n and (b) D3He yields from CH
109 :_ o-— Sj]_) _: :_ _: (solid triangles), CD (open circles), and
E ------- I E E CH E CD-offset (open diamonds) implosions as
o E o A/—A g a function of initial fill density for 20-xm-
2 sl O (D offset. 1 L ] thick shells. Yields from CD and CD-off-
= e T > E F cD E set implosions decrease with increasing
C ] C O-——____ ] fill density, in contrast to the increasing
107 £ - L T TT--0 yields from CH implosions. Points show
E 3 = E the mean of each shot ensemble, where the
C ] C OCDOffset ] standard error in the mean is smaller than
106 - - T E the size of the markers.
E | | E E | | R E
0 1 2 3 0 1 2 3
E15580]R po (mg/em?3) po (mg/cm3)
1 1
1010 AL‘*\L\\‘I I . = I IACH,2.5mg/0m3-;
- oA T A ] A CH, 0.5 mg/cm3 |3
109 i A\\A - L OCD,0.5 mg/cm3 L Figure 109.18
E - _ __ 3 E A @® CD, 2.5 mg/cm3 |3 () DD-n and (b) D*He yield in CH (trian-
- C e - ] C <A ] gles) and CD (circles) capsules with low
:§ 108 E = E ~ E (open markers) and high (solid markers)
- ; ; ; ; po as a function of shell thickness. Cap-
r b r b sules with lower p(, are more susceptible
107 E 3 E 3 to mix for all shell thicknesses.
106 & (@Y, = = (b) Yp =
E | | | | 3 E | | | | 3
20 22 24 26 20 22 24 26
E155901R Shell thickness (#m) Shell thickness (#m)
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means of the areal density pR. Areal density is inferred from
the mean downshift of the D3He proton spectrum from the birth
energy of 14.7 MeV, so the inferred pR is an average measurement
of pR over the time of nuclear production. Because the capsule
continues to compress, and PR to increase, throughout the decel-
eration phase, one would expect that if bang time occurs during
a later stage of the deceleration phase for an otherwise equivalent

implosion, then the average pR would be higher.!18 As seen in
Fig. 109.19, the inferred burn-averaged pR is higher for implosions
of CD capsules than for CH capsules. This is qualitatively consis-
tent with the later bang times measured for CD capsules.

The experimental results of these experiments are summa-
rized in Table 109.I1. The mean and standard error are shown of

75 T T T T T T T T
D __Q----_ 3 PN
Q/ - _ ~ -7 T~ ~
CH ‘é § /—% Figure 109.19
~ 50 — = — Mean and standard error of pR’s for
NE CH (solid markers) and CD (open
%)D markers) implosions as a function
g of shell thickness with (a) high- and
= (b) low-density fills. The D3He
< 25+ - — - burn-averaged pR is consistently
higher for CD capsules.
(@) pg = 2.5 mg/cm3 (b) pg = 0.5 mg/cm3
0 | | | | | | | |
20 22 24 26 20 22 24 26
E155917R Shell thickness (#m) Shell thickness (xm)

Table 109.11: Experimental yield and areal density results of CH, CD, and CD-offset capsule implosions. The
values shown are the mean and standard error of all shots in a particular ensemble, with the yield
errors expressed as a percent of the mean. The quoted D3He yield and areal density for CH capsules

include the compression component only.

Type Po Thickness | Number Y, Error Y, Error PR Error
(mg/em3) |  (um) | of shots | (x10%) | (%) | (x107) | (%) | (mg/em?)
CH 0.5 199 17 31.3 6 24.3 11 54 1.5
CH 0.5 239 9 9.6 6 35 12 54 23
CH 0.5 27.1 8 6.7 7 1.13 30 56 2.0
CH 2.5 19.8 61 142 4 54.4 51 1.0
CH 2.5 23.8 26 58 5 13.2 59 1.3
CH 2.5 26.9 16 35 5 5.6 62 2.0
CD 0.5 20.2 10.8 10 29 10 60 24
CD 0.5 23.5 5 4.7 7 0.54 9 69 2.6
CD 0.5 26.7 2 34 7 0.06 7 60 31
CD 2.5 20.2 11 52 8 1.25 13 62 2.8
CD 2.5 234 7 2.7 15 0.22 19 70 2.4
CD 2.5 26.6 4 24 5 0.07 4 68 2.7
CD-off 0.5 19.2 3 1.9 17 0.28 28 52 L7
CD-off 0.5 237 2 1.2 14 - - - -
CD-off 2.5 18.4 5 0.5 24 0.06 14 55 3.0
CD-off 2.5 22.8 3 1.2 49 - - - -
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the DD-n and D*He yields (Y, and Y,) and the areal density pR
inferred from the mean downshift of 14.7-MeV D3He protons
for CH, CD, and CD-offset capsules. Also shown is the number
of shots of each kind. The mean is the average of measured
values within a given shot ensemble, and the standard error
is the standard deviation of the measurements divided by the
square root of the number of shots.

Constraint on the Possibility of Mix
During the Coasting Phase

Comparative analysis of D>He-p spectra from CH and CD
implosions can be used to place an upper bound on the possible
amount of mix at shock time. For the representative spectrum of
a CH capsule shown in Fig. 109.20, the total yield in the region
from 14.2 to 14.7 MeV, corresponding to the shock component,
is 1.740.2 x 107, or 3.7+0.3% of the total yield. The yield in the
same region of the representative spectrum from a CD capsule
comes to0 2.642.5 x 104, equal to 0.14+0.13% of the total yield,
and is consistent with zero.

T T 3
1.0 b CD capsule

< 12 &
S =
f . CH capsule g
= =
S 05F 41 =

N = | e 0

10 12 14 16

E15592]JR E (MGV)

Figure 109.20

D3He proton spectra from implosions of 20-zm-thick shells filled with
2.5 mg/cm? of fuel with CH (shot 37642, dotted) and CD (shot 32828, solid)
shell configurations. The shock component of the CH implosions comes to
3.7% of the total yield, whereas the shock component contribution to the CD
implosion spectrum is consistent with zero.

The “shock yield” of the CD implosion (<2.6 x 10%) comes
to, at most, 0.15% of the shock yield of the corresponding CH
implosion (1.7 x 107). This yield ratio can be used to constrain
the deuterium fraction by atom fp < 0.05% in the fuel of the
CD implosion during shock burn, by application of Eq. (5) in
Ref. 14. Equation (5) assumes that ff; is uniform through the
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fuel region, so it does not preclude the more likely physical
situation of deuterium concentrations higher than the above
constraint in the outer, cooler region of the fuel.

Summary

The extent of fuel-shell mix has been shown to include a
substantial amount of the shell from the inner first and second
micron of the original material using 3He-filled, CD-shell target
implosions. The observed yields are higher than is consistent
with diffusive mixing, so they must be the result of turbulent
mixing down to the atomic scale.

The improved stability of capsules with higher initial fuel
density and thicker initial shells has been confirmed by com-
paring the yield trends of CH, CD, and CD-offset capsules.
Increasing the capsule fill density decreased the D3He and
DD-n yields for CD capsules and increased the yields for
CH capsules, thereby demonstrating that the extent of mix is
reduced for increasing initial fill density.

The D3He shock yield in CD capsules with high initial fill
density was constrained to be less than 0.14% of the total D3He
yield, and the average atomic fraction of deuterium in the fuel
during the shock burn has been constrained to be less than
0.05% and is consistent with zero.
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Measured Magnetic-Field Evolution and Instabilities
in Laser-Produced Plasmas

The stability of plasmas with magnetic (B) fields is a critical
issue for basic and applied plasma physics; instabilities may
lead to important (and sometimes catastrophic) changes in
plasma dynamics.! Intensive studies of various instabilities
have been conducted for a wide range of plasmas and fields,
particularly in the areas of magnetic-confinement plasmas?
and space physics.? In laser-produced, high-energy-density
(HED) laboratory plasmas, however, experimental studies of
B-field-related instabilities have been rare because of limita-
tions in experimental methods. In particular, resistive instabili-
ties, a large category of macroscopic instabilities, have not been
observed previously in this regime, partly because they are not
important in the hot, low-resistivity plasmas usually studied.*

In the experiments described here, monoenergetic proton
radiography was used for the first time to study the time evolu-
tion of the B-field structure that is generated by the interaction
of a long-pulse, low-intensity laser beam with plasma. This
work focuses on the qualitative and quantitative study of the
physics involved in field evolution and instabilities over a time
interval much longer than the laser pulse length, and B fields
generated by laser—plasma interactions experience a tremen-
dous dynamic range of plasma conditions. While the laser is
on, we study field generation (via Vn, x VTE),‘*‘6 growth, and
the balance between energy input and losses. After the laser
turns off, laser absorption at the critical surface ends and the
plasma cools down. Fields start to decay and dissipate, and
field diffusion [V x (D,,V x B), where D,, is the magnetic dif-
fusion coefficient*~0] becomes increasingly important relative
to convection [V x (v x B), where v is the plasma fluid veloc-
ity*=©] as the cooling plasma becomes more resistive. At these
later times, physical processes associated with resistivity tend
to dominate over fluid effects, particularly around the bubble
edge where the plasma [ values, a ratio of thermal to field
energies, are smaller than one.

The approach described here allows us to make a direct
comparison of proton images recorded at different times, to
measure field evolution, to address different physics processes
in different regimes, and, most importantly, to identify resistiv-
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ity-induced instabilities. Most previous work in this field has
involved high-intensity, short-pulse lasers’ or long-pulse lasers
with limited diagnostic measurements.® Preliminary mea-
surements we made while a laser beam was on have recently
been published,” but the work described here uniquely covers
times extending well past the end of the laser pulse and reveals
important new phenomena that were not previously seen and
are not predicted by two-dimenstional (2-D) simulation codes.
The first observation of repeatable, asymmetric structure
around the plasma bubbles at late times provides important
insights into pressure-driven magnetohydrodynamic (MHD)
instabilities in resistive plasmas,2 while the first observation
of nonrepeatable chaotic structure within the plasma bubble
provides likely evidence of the electron thermal instability.1°
Simulations!! of these experiments with the 2-D hydrodynamic
code LASNEX'2-13 and hybrid PIC code LSP'# have been
performed; they are qualitatively useful for interpreting the
observations but diverge from our measurements (particularly
after the laser beam is off).

The setup of the experiments performed on OMEGA® is
illustrated schematically in Fig. 109.21. B fields were generated
through laser—plasma interactions on a plastic (CH) foil by a
single laser beam (henceforth called the interaction beam)
with a wavelength of 0.351 xm, incident 23° from the normal

“Backlighter”
g Mesh Protons
} CR-39
|
I S >
."-":’:":—:—:_-_—IL ——————————— >
[
X =3
X
Backlighter CH Interaction
drive beams foil beam
EI15581JR
Figure 109.21

Schematic illustration of the experimental setup for face-on proton radiog-
raphy. Distances from the backlighter are 1.3 cm for the mesh, 1.5 cm for the
CH foil (5 gm thick), and 30 cm for the CR-39 detector.
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direction. The laser had a 1-ns-long square pulse, an energy of
~500 J, and a spot diameter of 800 x#m determined by phase
plate SG4 (defined as 95% energy deposition),!° resulting in a
laser intensity of the order of 1014 W/cm?.

The fields were studied with monoenergetic proton radiogra-
phy, using a backlighter that produced protons at the two discrete
energies of 14.7 MeV and 3 MeV (fusion products of the nuclear
reactions D + 3He — o + pand D + D — T + p, respectively,
generated from DHe-filled, exploding-pusher implosions driven
by 20 OMEGA laser beams).®!7 The duration of the backlighter
was ~150 ps, and the timing of the interaction laser was adjusted
in different experiments so the arrival of the backlighter protons
at the foil would occur with different delays after the laser inter-
action beam was turned on. Separate radiographs made with the
two proton energies were recorded simultaneously using stacked
CR-39 detectors arranged with filters so that only one detector
was sensitive to each energy.!8 A nickel mesh (60 m thick with a
150-4m hole-to-hole spacing) was used to divide the backlighter
protons into discrete beamlets, and, for the 14.7-MeV protons,
the deflections of these beamlets due to fields in laser-induced
plasmas on CH foils were measured in the images.

Images made with these monoenergetic-proton backlighters
have distinct advantages over images made with broadband
sources: measured image dimensions and proton beamlets
deflections provide unambiguous quantitative information

Interaction laser
on for 1 ns

(b)

0.3 ns

E15582JR

0.6 ns 0.9 ns 1.2 ns

about fields; detectors can be optimized; and the backlighter is
isotropic (simultaneous measurements can be made in multiple
directions!” and the source can be monitored at any angle).

Face-on images made with D3He protons are shown in
Fig. 109.22(a). The laser timing was adjusted so that these
14.7-MeV protons arrived at the foil at various times between
0.3 ns and 3 ns after the laser interaction beam was turned on.
Since the interaction-beam pulse was 1 ns square with ~0.1-ns
rise and decay times, the data covered two time intervals: 0.3 to
0.9 ns when the laser was on, and 1.2 to 3 ns when the laser was
off. Each image shows how the proton beamlets are deflected
while passing through the magnetic field that formed around the
plasma bubble generated by the interaction beam, as described
previously.>11-17

While the interaction beam is on, each image has a sharp
circular ring where beamlets pile up after passing through
the edges of the plasma bubble where the maximum B fields
were generated. The deflection of each beamlet is propor-
tional to the integral ‘ f B X dl | (where d/ is the differential
pathlength along the proton trajectory), and this integral is
highest at the edge of the bubble. Beamlets in the center of
each image undergo less radial deflection, indicating that the
integral ‘ f B X d¢ ‘ is much smaller there. These features are
well reproduced by LASNEX + LSP simulations, as shown
in Fig. 109.22(b) (0.3 to 0.9 ns). Figure 109.23(a) shows the

Figure 109.22

(a) Measured face-on D*He proton images showing the spatial structure and temporal evolution of the B fields generated by laser—plasma interactions. Each
image is labeled by the time interval between the arrival of the interaction beam at the foil and the arrival of the imaging protons. The images illustrate the
transition from 2-D symmetric expansion of magnetic fields, during a 1-ns laser illumination, to a more-asymmetric 3-D expansion after the laser turned off
and the plasma cooled and became more resistive; this asymmetry is conjectured to be driven by a resistive MHD interchange instability. (b) Images simulated

by LASNEX + LSP for the conditions that produced the experimental images shown in (a).
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magnetic field predicted in these simulations in a plane per-
pendicular to the foil at 0.6 ns. The protons would travel from
right to left in the plane of this field map, and the maximum
line integrals would be at the edges.

At times after the laser beam is off, the simulations do not
track the data as well. As shown in Fig. 109.22(b) (1.5 to 3 ns),
simulations predict that the proton images have a double ring
structure. The outer ring comes from the outer edge of the
plasma bubble where large VT, occurred; the inner ring comes
from the toroidal magnetic field at the edge of the hole burned
into the plastic by the interaction laser, as seen in Fig. 109.23(b)
for 1.5 ns. Figure 109.23(b) shows that the simulations also pre-
dict a second plasma bubble with a surface B field on the rear
face of the foil after the laser has completely burned through;
the direction of this field is reversed relative to the field on the
front of the foil, but the simulated images show no major feature
associated with this field because it is relatively weak.

At 2.3 ns in Fig. 109.22, the data and simulation are gener-
ally similar to each other. They each have an inner ring that
corresponds to the burnthrough field, as described above,
though it is a little smaller in the simulation than in the data.
They each show a boundary farther out that corresponds to
the outer surface of the bubble, but in the data it is strikingly
asymmetric while in the simulation it is round because the code
is limited to a 2-D structure.

We believe this is the first direct observation of the pressure-
driven, resistive MHD interchange instability in laser-produced
HED plasmas at the interface between the bubble and field.
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This instability, which involves the interchange of field between
the inside and outside of the bubble surface, occurs when the
plasma is resistive and there is unfavorable field curvature
K-Vp>0,where K=B- VB/B2 is the field-line curvature and
Vp is the pressure gradient).2 It makes sense that the instabil-
ity occurs only after the laser is off, when the cooling plasma
becomes more resistive.

There are strong similarities in the angular structure of this
region from one image to the next (five to ten cycles over the
360° around the bubble), in spite of the fact that the images are
from different shots. It seems that once the power input from the
laser disappears, the plasma bubble quickly becomes asymmet-
ric, but something systematic must be seeding the asymmetry.
The physics behind this process is conjectured to be highly
localized resonance absorption of linearly polarized laser light
caused by obliquely incident light (23° from the normal) in an
inhomogeneous (Vn, # 0) plasma.'® This phenomenon merits
future experimental and theoretical investigation.

Another type of instability is apparent during the interval
from 1.5 to 2.3 ns, where the distributions of beamlets near the
image centers have some chaotic structure. The structures are
quite different in each of the three images in this time interval,
and since these images are from different shots, it would appear
that the structure is random. We note that our earlier work®
showed that a similar chaotic structure would occur if the laser
was on and if no laser phase plates were used; phase plates
either prevented the chaotic structure from forming as long
as the laser was on or reduced its amplitude sufficiently that it
was not visible until it had a chance to grow over a longer time

Figure 109.23

Time evolution of LASNEX-simulated B-field strength
on a cross section of the plasma bubble in a plane
perpendicular to the foil at (a) ~0.6 ns, when the laser
was on, and (b) ~1.5 ns, when the laser was off. In
each case, the horizontal coordinate z is the distance
from the foil (assuming the laser is incident from the
left), and the vertical coordinate r is the distance from
the central axis of the plasma bubble. When the laser
is on, strong fields occur near the edge of the plasma
bubble. After the laser pulse, strong fields also appear
near the edge of the hole burned into the foil by the
laser and weaker fields (with the opposite direction)
appear on the backside of the foil.
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period (possibly due to the electron thermal instability when
the plasma cools and becomes more resistive, driven by heat
flow and leading to a random filamentary structure of n, and 7,
as well as B fields!%). The phase plates presumably result in a
more-uniform temperature profile and a reduced medium-scale
random structure associated with localized regions of strong
Vn, x VT, (Refs. 9 and 16).

Similar features are seen as late as our last image at 3 ns,
although by this time the field strengths have diminished so that
the amplitudes of all beamlet displacements are small. Although
both simulation and experiment show a continued expansion of
the plasma bubble at late times, leading to convective losses, the
beamlet displacements in the data are much smaller than those
in the simulation, indicating that fields have dissipated much
more quickly than predicted. However, since the data reveal a
3-D structure after the laser is off, we have to realize that 2-D
computer codes simply cannot model this time interval (although
they are still useful for aiding qualitative interpretation of the
images, particularly the role of the burnthrough hole in produc-
ing a static pattern in the images). Experimental measurements
such as those shown here are therefore doubly important since
they directly reveal previously unpredicted physical phenomena
and also provide invaluable information for benchmarking true
3-D code development in the future.

Quantitative conclusions can be drawn from the images
by measuring the sizes of features in the images and the dis-
placements & of individual beamlet positions in the images.
The displacements & of individual beamlet positions in the
images result from the Lorenz force f B X d/|and represent
not lateral displacements at the foils but angular deflections
from interactions with fields near the foil leading to lateral
displacement at the detector. The actual bubble size is thus not
determined directly by the apparent size in the image because
the image of the bubble is magnified by radial beamlet displace-
ments. The position of the actual bubble edge is inferred by
determining the locations that the beamlets in the pileup region
would have had in the image without displacement. The result
of this analysis is shown in Fig. 109.24(a), where the radius at
late times (when the bubble is asymmetric) represents an angu-
lar average. We see that the bubble radius grows linearly while
the laser is on and then continues to expand after the laser is
off. In addition to the radii of the plasma bubble, Fig. 109.24(a)
also shows the radius of the burnthrough holes. Once the laser
is off, this radius changes very little.

The maximum displacement £ in each image represents the
maximum value of ‘ f B X d{|; the values from the images of

24

Fig. 109.22(a) are plotted in Fig. 109.24(b). The maximum value
of this integral occurs at the end of the laser pulse, and it decays
thereafter; the value predicted by LASNEX does not decay as
fast. We note that while the laser is on, this maximum occurs
at the outside of the plasma bubble, but after the laser is off, the
maximum occurs at the edge of the burnthrough hole.

In summary, we have measured the spatial structure and
temporal evolution of magnetic fields generated by laser—
plasma interactions for the first time over a time interval that is
long compared to the laser pulse duration, using monoenergetic
proton radiography. Our experiments demonstrated that while
a long-pulse, low-intensity laser beam illuminates a plastic foil,
a hemispherical plasma bubble forms and grows linearly, sur-
rounded by a symmetric, toroidal B field. After the laser pulse
turns off, the bubble continues to expand, but field strengths
decay and field structure around the bubble edge becomes
asymmetric due, presumably, to the resistive MHD interchange
instability. A significant part of that asymmetric structure is
repeatable in different experiments, indicating that the asym-
metry must have been seeded by some aspect of the experiment,
like resonance absorption of obliquely incident, linearly polar-
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Figure 109.24

(a) Evolution of sizes at the foil, inferred from the images, for the plasma
bubble radius (solid circles) and the burnthrough hole (open circles), com-
pared with simulations (dashed and dotted lines, respectively). (b) Evolution
of the maximum measured value of ‘ fB X d{ | (diamonds), compared with
LASNEX simulations (dashed line). The solid lines in both (a) and (b) represent
the 1-ns OMEGA laser pulse.
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ized laser light by an inhomogeneous plasma. Nonrepeatable
chaotic structure forms at the center of the plasma bubble after
the laser is off, possibly due to a resistivity-induced electron
thermal instability. LASNEX + LSP simulations agree fairly
well with data while the interaction laser is on, aiding the
interpretation of the measured images, but the 2-D limitation
of these simulations prevents them from predicting some large
3-D structures that develop after the laser is off.
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Performance of the 1-MJ, Wetted-Foam Target Design
for the National Ignition Facility

Introduction

The primary mission of the National Ignition Facility (NIF)!
is to demonstrate fusion ignition via inertial confinement
fusion (ICF).2 In the direct-drive>* approach to ICF, a spheri-
cal target is illuminated by a number of laser beams arranged
symmetrically in a configuration that provides adequate drive
symmetry. The target shell is accelerated inward as its outer
layers expand due to ablation. After the end of the laser pulse,
shock dynamics and compression of the contained gas cause
the shell to decelerate. During both the acceleration and
deceleration phases of the implosion, the target is subject to
Rayleigh-Taylor (RT) instability (see Ref. 3 and references
therein)—first on the outer, then the inner surface of the shell.
The acceleration-phase instability is seeded by the rough-
ness of the outer surface of the shell, by nonuniformities in
the illumination profiles of the individual beams, by beam
mispointing, by energy imbalance and mistiming between
the various beams, by the drive nonuniformity inherent in the
geometric arrangement of the beams, and by the feedout of
perturbations to the ablation surface from the inner surface of
the shell by means of rarefaction waves. The deceleration-phase
RT instability is seeded by the initial roughness of the inner
surface of the shell and by nonuniformities that feed through
to the inner surface by laser-driven shocks. Target-fabrication
techniques have been developed to improve the target-surface
smoothness, including the use of B-layering of the DT-ice
surface.” The single-beam nonuniformities may be reduced
through various beam-smoothing methods, such as smooth-
ing by spectral dispersion (SSD),° polarization smoothing,’ or
distributed phase plates.® Even with these techniques, a target
must be designed in such a way as to remain integral during
the implosion and uniform enough to produce a hot spot that
can initiate a burn wave in the fuel of the shell.

In this article, we present a target design that uses a plastic
foam ablator saturated with deuterium—tritium (DT) ice (so-
called “wetted foam”). Due to the dependence of inverse brems-
strahlung absorption on the atomic number (K ~ (22 ) / (Z) see
Ref. 9), the wetted foam has a higher laser-coupling efficiency
than pure DT. Plastic foam shells were originally proposed as
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a matrix for liquid DT fuel 1% Others!!:12 proposed the use of
foam as an ablator, in conjunction with a high-atomic-number
material. In these designs, radiation from the high-atomic-
number material preheats the foam, increasing the ablation
velocity and reducing outer-surface instability. In the design
presented here, the wetted foam is used primarily because of
the increase in laser absorption.!? Other proposed uses of foam
include target designs for inertial fusion energy,' as well as
for reduction of laser imprint.!

The stability of this design with respect to the primary
sources of target and drive nonuniformity has been determined
using two-dimensional (2-D) simulations with the hydrocode
DRACO.1® To weigh the effects of these different sources, a
nonuniformity-budget analysis is performed in the manner of
McKenty et al.l7 This analysis maps nonuniformity from dif-
ferent sources to a parameterization of the inner-shell-surface
spectrum at the end of the acceleration phase, which in turn
allows prediction of target performance. Following a descrip-
tion of the design in the next section, the tolerance of the
design to nonuniformity sources is presented; the results from
integrated simulations including ice and surface roughness,
multiple-beam nonuniformity (primarily due to port geometry
and power imbalance between beams), and imprint are shown;
and, finally, the conclusions from the nonuniformity-budget
analysis and the integrated simulations are presented.

The 1-M]J, Wetted-Foam Design

The 1.5-MJ, all-DT, direct-drive point design for symmetric
drive on the NIF, shown in Fig. 109.25(a), consists of a DT
shell surrounded by a thin layer of plastic (CH; see Ref. 17).
The same design, scaled to an incident energy of 1 MJ, and
the 1-MJ wetted-foam design are shown in Figs. 109.25(b)
and 109.25(c). An incident energy of 1 MJ has been chosen
to match energy restrictions to reduce the risk of damage to
the NIF’s optical elements. Table 109.1II shows that the laser
absorption, averaged over the length of the laser pulse, is ~60%
to 65% for the all-DT designs. When part of the DT shell is
replaced by a CH(DT), wetted-foam ablator, the higher-average
atomic number of the ablator results in an absorption of 86%
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(Table 109.1IT). This allows a greater fraction of the incident
laser energy to be converted to shell kinetic energy, allowing a
thicker shell to be driven. The resulting 1-D gain for the 1-MJ,
wetted-foam target is ~10% higher than that of the 1.5-MJ,
all-DT design.

(@) (b) (©
3 um CH

TC7449JR

Figure 109.25

(a) The 1.5-M]J, all-DT, direct-drive target design for the NIF, (b) the same
design scaled for an incident laser energy of 1 MJ, and (c) the 1-MJ, wetted-
foam design. The wetted-foam shell is 326 um thick, with 216 gm of pure
DT fuel.

Table 109.111: Properties of the 1.5-MJ, all-DT; 1-MJ, all-DT; and
1-MJ, wetted-foam designs. Here A is the rms bubble
amplitude at the end of the acceleration phase and
AR is the in-flight shell thickness.

All-DT | Scaled, All-DT| Wetted-foam
Energy (MJ) 1.5 1 1
Target radius (um) | 1695 1480 1490
Absorption (%) 65 59 86
A/AR (%) 30 33 11
Gain 45 40 49

The density of CH(DT), is 304 mg cm>, corresponding
to a dry-foam density of 120 mg cm™, given that during the
freezing process the liquid DT contracts in volume by 17%,
leaving voids in the wetted-foam layer. This is only 22%
greater than the density of pure DT ice. This dry-foam den-
sity provides higher absorption, while not generating enough
radiation to appreciably raise the fuel isentrope (as measured
by the adiabat ¢, given by the ratio of the pressure to the cold
Fermi-degenerate pressure). The wetted-foam-layer thickness
ensures that the foam is entirely ablated by the end of the laser
pulse. In an ignition design such as this, the first laser-driven
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shock, whether steady or, for picket designs, decaying, deter-
mines the shell adiabat. This is the only strong laser-driven
shock, and it is the only shock to encounter unmixed foam
and DT. High-resolution hydrodynamic simulations model-
ing the wetted-foam mixture have shown that after the initial
undercompression behind the first shock,!8 the flow variables
asymptote to within a few percent of the Rankine—Hugoniot
values for ICF-relevant shock strengths.!? These simulations
demonstrate that the fluctuation decay scale length behind the
shock is less than 2 ym, where this scale length is defined for a
quantity g as Lg = dr/dIn{q), and {g) is the average of g in the
shock frame in the direction perpendicular to the shock [see
Eq. (1) of Ref. 19]. These findings allow the wetted-foam layer
to be modeled as a homogeneous mixture in the simulations
described here.

Assuming an ICF shell remains intact during the accelera-
tion phase, the most dangerous modes during deceleration are
those that feed through from the outer to the inner surface.
Modes feed through attenuated by a factor exp(-kAR), where
k is the wave number and AR is the shell thickness; the long-
wavelength modes with k ~ 1/AR feed through most effectively.
The number N of e-foldings of growth experienced by these
modes during acceleration may be approximated by N ~ YAt ~
(kgt>)/2 where 7 is the growth rate over the time period At
during which the shell is accelerated by the laser pulse, which
is proportional to the classical growth rate for long-wavelength
modes. Writing this in terms of the distance traveled by the
shell, which is proportional to the initial outer shell radius R,
N ~(Ro/AR) 2 = (IFAR)/?, where IFAR is the in-flight aspect
ratio of the imploding shell. This is related to the implosion
velocity v and the average shell adiabat by IFAR ~ v2 / (P
(Ref. 3). These relations show that the integrity of the shell
during acceleration depends on the IFAR. The shell stability
can be improved by lowering the implosion velocity or lowering
the IFAR by increasing the shell thickness, which is equiva-
lent to raising the average adiabat, since AR ~ {a) 3. For a
target where the adiabat is a constant function of shell mass,
increasing the adiabat reduces the fuel compressibility and
target gain. For a design such as this one, which has a shaped
adiabat, N is reduced by a term proportional to v(aout / <a>)0'6,
where @, is the ablator adiabat.2? The shell instability of the
wetted-foam design is reduced from that of a 1-MJ-scaled,
all-DT design by lowering the shell velocity by ~60 xm/ns
(see Table 109.1V). As aresult, the shell is less unstable during
the acceleration phase, and the rms bubble amplitude divided
by the shell thickness A/AR, computed from 1-D simulations
using a postprocessor,2! is lower by a factor of 3 for the 1-MJ,
wetted-foam design.
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The increase in shell mass has the added benefit of raising
the areal density of the shell at the time of ignition, making the
shell more robust to deceleration-phase instabilities. Any RT
growth on the inner edge of the shell during deceleration delays
the onset of ignition, effectively lowering the shell velocity.22
The inward motion of the shell at the time of ignition is neces-
sary to offset the tremendous pressure the expanding burn wave
exerts on the shell. If left unimpeded, the pressure of the burn
wave would decompress the shell prematurely, quenching any
possibility of high gain. In addition, decreasing the implosion
velocity decreases the work done compressing the hot spot and
reduces the hot-spot temperature. Further, a reduction in hot-
spot temperature reduces the effects of ablative stabilization
of the deceleration-phase RT instability. Due to these effects,
the minimum energy needed for ignition scales with IFAR as
Eign ~ (IFAR)73 (Ref. 20). The margin, defined as the inward-

moving kinetic energy at ignition divided by the peak inward
kinetic energy, is a measure of the additional kinetic energy of
the shell above that needed for ignition. As seen in Table 109.1V,
the decrease in IFAR and increase in shell mass have the effect
of lowering the margin for the wetted-foam design. As will be
shown in the following section, this design tolerates 1.75 um
of ice roughness, suggesting sufficient margin.

The laser pulse shape, shown in Fig. 109.26, uses an initial
high-intensity picket to generate a decaying shock. As this
shock propagates through the shell, its strength decreases to
that supported by the foot, causing the level of shock heating
to decrease from the ablator to the inner edge of the shell. This
shapes the adiabat,?? producing a high-ablator adiabat of ~10
while retaining a low-fuel adiabat of ~2. (Other adiabat-shap-
ing techniques include the use of a relaxation picket where the

Table 109.1V: The wetted-foam design’s shell is thicker than that of the all-DT design

scaled to 1 MJ. This reduces shell instability and increases the areal

density, but at the cost of a lower margin.

Vv AR | TFAR | A/AR | Areal density | Margin
(um/ns) | (um) (%) | pR(glem?) | (%)
1-MJ, all-DT | 430 285 69 33 1.1 45
Wetted-foam | 372 323 28 11 1.4 30
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Figure 109.26

(a) The laser pulse and (b) the adiabat and mass density of the shell shortly after shock breakout. The laser pulse consists of an initial intensity spike or “picket”
followed by a foot of low constant intensity and a rise to a high-power drive pulse.
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laser intensity is zero between the picket and the foot pulse,2*
and a series of such isolated picket pulses preceding the main
drive pulse.!2) This technique reduces the shell instability and
laser imprint during the acceleration phase since the ablation
velocity is proportional to a3/ (see Ref. 3). At the same time, it
maintains the low-fuel adiabat needed to compress the fuel and
achieve ignition. The picket also lowers imprint by decreasing
the duration of the period of acceleration due to the outer CH
layer and by increasing the rate of growth of the conduction
zone between the ablation and critical surfaces.?

This design is robust to shock mistiming, critical for a
successful ICF target design. The shock timing depends on
accurate modeling of the equation of state (EOS) of the wetted-
foam mixture and the DT. The effect on 1-D gain of changing
either the foot length or power is shown in Fig. 109.27. These
simulations show a reduction in gain of less than 10% for a
variation in the foot-pulse length of 250 ps, well within the
NIF specification2® of 100 ps. A change in power of +4%,
comparable to the NIF specification, produces a gain reduction
of ~8%. It is anticipated that the shock timing will be verified
experimentally using the materials of interest.

Nonuniformity-Budget Analysis

Four sources of nonuniformity contribute to the RT instabil-
ity during the implosion. These include inner-surface DT-ice
roughness, outer-surface roughness, and single-beam and mul-
tiple-beam nonuniformity. To gauge their relative importance
and estimate their effects on target gain in an integrated simu-
lation incorporating all four, a nonuniformity budget has been
developed.!7-2” McKenty et al.!” found that target gain may be
approximated as a function of a weighted average of the inner-
surface ice spectrum at the end of the acceleration phase,
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N ) 2
0=4a0;.10t 959,

regardless of the source of the ice perturbations. The low-mode
weighting factor is a = 0.06. (The end of the acceleration phase
is taken as the time when the ablation-front acceleration changes
sign, shortly after the end of the laser pulse.) In 2-D simulations
of the wetted-foam design incorporating various levels and
spectral indices of ice roughness, it was found that this weighting
factor provides reasonable scaling for this design as well.

This spectral weighting is based on the different effects that
short-wavelength modes have on the hot spot. Any mode growth
increases the hot-spot surface area, enhancing the cooling due
to thermal conduction with the shell. For short wavelengths,
the spikes of a single-mode perturbation on the inner surface of
the shell lie close enough together that they cool below the tem-
peratures at which they can contribute to a-particle generation.
For these modes, the hot-spot size is effectively reduced by the
physical extent of the perturbation.?8 Gain reduction becomes
independent of wavelength for these high modes depending
only on mode amplitude. Kishony and Shvarts28 show that this
behavior occurs for modes with ¢ > 9. Because the dependence
of yield on & is independent of the source of the nonuniformity,
the target gain may be estimated by adding the contributions to
O in quadrature and using the gain as a function of ¢ found, for
instance, from simulations of just initial ice roughness.

Each of the sources of nonuniformity was simulated in 2-D.
The laser-energy deposition was modeled using a straight-line
ray-trace algorithm. To incorporate the reduction of coupling
due to refraction, the absorbed energy determined from a 1-D
simulation was used as the incident energy in 2-D simulations.
This method provides a drive that closely replicates the adiabat

40
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Figure 109.27

Sensitivity of the wetted-foam design’s
1-D target gain to (a) deviation in the foot-
pulse length and (b) foot-pulse power.
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in the 1-D simulation. The pulse was truncated to ensure that
the acceleration-phase stability, as determined using a 1-D
postprocessor,2! and the shell areal density at the time of igni-
tion remained the same, and the implosion velocity differed
by only 3%. Without refraction, however, the conduction zone
is smaller, leading to more-efficient imprint.2? It is expected
that when these simulations are repeated using refractive laser-
energy deposition, the target will be somewhat less sensitive to
single-beam nonuniformity.

1. Initial DT-Ice Surface Roughness

The amplitude spectrum of initial inner-surface ice rough-
ness has been found for cryogenic D, targets fabricated at LLE
and is approximated here by a power law in mode number A, =
Agl” B, where B ~ 2. The power for these modes lies primarily
in ¢ < 50. A series of 2-D simulations of ice-surface rough-
ness were performed for various spectral amplitudes A and
power-law indices B, including modes 2 to 50. The resolution
used for these simulations was about eight zones per wave-
length for ¢ = 50. The target gain as a function of initial rms
ice roughness for 8 = 2 is shown in Fig. 109.28(a). This target
was found to withstand 1.75 gm of initial ice roughness with
little degradation in performance. When a power-law index
of 1.5 was used, this design showed greater tolerance to ice
roughness than the 1.5-MJ design presented in Ref. 17. This is
most likely because of the higher areal density, 1.4 g cm™2, of
the wetted-foam design.

Gain
Z (um)

0 | |
0 1 2 3 4

Initial ice roughness (#m
TC7455JR g (/.l )

Figure 109.28(b) shows the shell at the time of ignition, when
the hot-spot ion temperature has reached 10 keV. The density
contours show that the hot spot is primarily distorted by modes
2 to 6. The dependence of gain on ¢ is shown in Fig. 109.29.
It can be seen that this 1-MJ design can tolerate a & of slightly
less than 1 um, compared with ~2 um for the 1.5-MJ design
of Ref. 17. For 6 = 0.8 ym in the wetted-foam design, the RT
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Figure 109.29

The dependence of gain on the parameter o is shown, determined from
simulations of initial ice-layer roughness for an ice spectrum with a power-
law index of B =2.
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Figure 109.28

(a) The gain as a function of initial ice roughness for a power-law index of 2. This target tolerates an rms ice roughness of ~1.75 #m before deviation from the

1-D gain. (b) The shell at the time of ignition for the case of 1.75-um-rms ice roughness is also shown. The gray scale shows mass density, and contour lines
indicate ion temperature in keV. Note that the hot spot is primarily distorted by modes 2 to 6.
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growth delays the onset of ignition, which consumes part of
the margin leading to a lower burnup fraction at ignition.22 The
lower tolerance of this design compared to the 1.5-M1J design
is due to the reduction in margin caused by the lowering of the
incident laser-driver energy.

2. Outer-Surface Roughness

Foam-target fabrication at General Atomics has made sig-
nificant strides in the past few years. Resorcinol-formaldehyde
foam shells with submicron pore sizes (less than 0.25 ym)
and thin (~5-gm) CH overcoats have been diagnosed using
atomic-force microscopy.’? The measured mode-amplitude
spectrum shows spectral dependence roughly proportional
to /-2, with most of the power in modes less than ten. The
overall rms roughness for these foam shells has been shown
to be as low as ~450 nm, about four times larger than that
of the NIF’s CH-surface standard roughness (Ref. 17 and
references therein).

A 2-D simulation incorporating this surface spectrum,
modeled as ribbon modes, resulted in a ¢ value of 0.38 um
and demonstrated negligible reduction in target gain. By com-
parison, a simulation using the NIF standard with an rms of
~115 nm produced a ¢ of 0.08 xm.

3. Multiple-Beam Nonuniformity

Multiple-beam nonuniformity, often referred to as beam-
to-beam power imbalance, is caused by at least five sources
of drive nonuniformity: variations in the power between the
different laser beams, drive asymmetry caused by the geometry
of the beam port locations and beam overlap, beam-pointing
errors, and variations in beam timing. The nonuniformity
spectrum has been determined as a function of time for the first
four of these contributions for the wetted-foam laser pulse by
spherical-harmonic decomposition of the illumination pattern
of the beams projected onto the surface of the target. A har-
monic modal spectrum is produced by combining all m modes
in quadrature for each mode number /. The symmetric NIF
direct-drive port geometry contributes a constant perturbation,
primarily in mode / < 6. Beam mistiming, which is expected to
have an rms value of 30 ps on the NIF,26 produces perturbations
in modes ¢ =1 to 3, primarily during the rise and fall of the
picket. Despite these perturbations, the mistiming of the picket
was found to have a small effect on target performance.’! The
imbalance in energy between beams is expected to be ~8%
rms on the NIF. The resulting perturbations are dominated by
modes 2 to 12, with an amplitude of ~1%. The 2-D simulations
described here include the effects of power imbalance between
beams, beam overlap, and port geometry.
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A series of six 2-D power-balance runs were performed.
These simulations included modes 2 to 12, with 44 zones per
wavelength of mode 12. They were performed using power-
balance histories!” adapted to the wetted-foam-design laser
pulse. They produced an average reduction in gain of ~6%,
with a ¢ of about 0.11 ym.

4. Single-Beam Nonuniformity

Single-beam nonuniformity or imprint is the source of
nonuniformity capable of causing the greatest reduction in
target yield, depending on the level of beam smoothing used.
Illumination perturbations contribute to imprint through the
perturbation in the laser-drive shock front and the acceleration
perturbation in the post-shock region, which causes lateral flow
in the shock-compressed material.’2 These produce secular
growth during the foot pulse that seeds RT growth during
the drive pulse. Several methods have been developed for
reducing imprint. On the NIF these include SSD, distributed
phase plates, and polarization smoothing. In the 2-D imprint
simulations, we have modeled the effects of all three smoothing
techniques. The DPP spectrum is modeled using an analytical
fit for the laser speckle,3? with amplitudes reduced to account
for the effects of polarization smoothing and 40-beam overlap
for the NIF’s 192-beam system.

Two-dimensional SSD is modeled using a nondeterministic
algorithm where the phase of each mode is assigned randomly
every modal coherence time. The coherence time is given by a
2-D generalization of the formula z. = [AV sin (nc 7l / Emax)]_l
(Ref. 34), where /\,,x =27R / d is the mode number corre-
sponding to half the speckle size §, Av is the SSD bandwidth,
and 7, is the number of color cycles on the laser system. The
randomly chosen phases for each mode repeat after a number
of coherence times, which depends on the mode number and
the angular divergence in each dimension, implementing the
asymptotic level of smoothing achievable by SSD. This asymp-
totic limit is much larger for 1-D SSD than for 2-D, resulting
in much greater imprint, as will be seen below. For long-wave-
length modes the number of statistically independent speckle
patterns is small enough that a single simulation does not fully
sample the ensemble of possible phase choices. For this reason,
many of the runs here were repeated several times.

The reduction in growth rate due to ablative stabiliza-
tion means the ablation-front mode spectrum due to imprint
decreases with increasing mode number (see, e.g., Fig. 4 of
Ref. 32). When this spectrum feeds through to the inner sur-
face of the ice, there is an additional reduction in amplitude
for increasing mode number due to the attenuation factor
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exp(—kAR). The ice spectrum at the end of the acceleration
phase is shown in Fig. 109.30 for a simulation modeling the
effects of imprint from modes ¢ = 2 to 200. Due to the initial
mode-number dependence in the imprint spectrum and the
feedthrough attenuation, modes above ¢ = 100 contribute less
than 1% to the overall rms. For this reason, additional 2-D
imprint runs were performed including only modes up to 100.
To reduce the simulation time, only even modes are modeled in

100 T
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Amplitude (¢m)
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104 .
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Mode
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Figure 109.30

The DT-ice-roughness spectrum on the inner surface of the shell at the end
of the acceleration phase for a simulation modeling the effects of imprint in
modes up to ¢ = 200. Due to the mode-number dependence on the imprint
spectrum and feedthrough attenuation, modes above ¢ ~ 100 contribute
negligibly to the total rms.
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these simulations, with the amplitudes of the odd modes added
in quadrature. These simulations use a resolution of 14 zones
per wavelength at ¢ = 100, which has been found to be sufficient
to resolve the smallest perturbation wavelengths.

The characteristic smoothing time 7 for SSD, given by the
inverse of the smoothing rate, is related to the key SSD param-
eters by T ~ (v,,n,8)"" ~ (Avn,)~!, where v,, is the modulator
depth. To determine the dependence of target performance on
smoothing time, we have performed simulations for four differ-
ent levels of SSD bandwidth: 1.33 THz, 0.89 THz (referred to
here and elsewhere as “1-THz” SSD), 590 GHz, and 295 GHz.
These all use one color cycle in each direction and modulator
frequencies of 15.4 GHz and 2.81 GHz. The shell at the end of
the acceleration phase is shown for each of these simulations
in Fig. 109.31. The dependence of imprint on the bandwidth
is clearly seen in the level of perturbation on the outer shell
surface: whereas the shell from the 1.3-THz simulation is intact
and relatively unperturbed, that from the ~0.3-THz simulation
is completely broken up. The & values for imprint alone are
shown in Fig. 109.31: 0.37 gm, 0.86 x#m, 0.96 ym, and 2.3 ym
for 1.3 THz, 0.9 THz, 0.6 THz, and 0.3 THz, respectively. For
comparison, the ¢ value from a simulation with 2-D, 1-THz
SSD with two color cycles in one direction and one in the other
is just 0.43 um, half of that found with one color cycle in each
direction and the same bandwidth. When the & values from the
simulations shown in Fig. 109.31 are combined in quadrature
with those due to energy imbalance, port geometry and beam
overlap, foam surface roughness, and 1-4m initial ice rough-
ness, they are increased to 0.74 ym, 1.07 gm, 1.15 ym, and
2.43 pum. The projected gain factors from these sums are 39,
12, 8, and 0.008, respectively.

1x1cc 1x1cc
0.6-THz SSD 0.3-THz SSD
o= O.9§ Mm o= 2.3.,urn
0 200 400 0 200 400
r (um) r (um)

Figure 109.31

The shell is shown at the end of the acceleration phase for 2-D simulations of imprint modes 2 to 100, with one color cycle of SSD in each dimension and

descending levels of bandwidth, showing the reduction in smoothing and the performance parameter o just from imprint.
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The SSD parameters that are currently anticipated for the
NIF are much different from those required for an all-DT,
direct-drive target at 1.5 MJ (Ref. 17), which we will refer to
here as “2x 1 SSD.” The 2 x 1 SSD parameters are 2 and 1 color
cycles in each direction, modulator frequencies of 15.4 GHz and
2.81 GHz, and a total UV bandwidth of 0.89 THz found by sum-
ming the individual bandwidths in quadrature. The anticipated
NIF parameters for use with indirect-drive ignition (IDI) are 1-D
SSD with 1.35 color cycles, a modulator frequency of 17 GHz,
and a UV bandwidth of 185 GHz. These two sets of parameters
have been simulated in 2-D, along with two intermediate levels
of SSD: the 2 x 1 parameters but with just one color cycle in each
direction (“1 x 1” SSD), and 2 x 1 SSD reduced to one dimen-
sion with two color cycles (“2 x 0” SSD). The shells at the end
of the acceleration phase from multimode imprint simulations
incorporating these levels of SSD are shown in Fig. 109.32. These
simulations include all four sources of nonuniformity. The values
of & for these four simulations are 0.94 ym for the 2 x 1 SSD
case, 1.0 um for 1 x 1 SSD, 2.0 um for 2 x 0 SSD, and 7.3 ym
for IDI SSD. The projected gain factors for these integrated
simulations are 21, 16, 0, and 0, respectively.

Integrated Simulations

Three integrated simulations were performed. The first two
include drive asymmetry due to power imbalance and port
geometry, surface roughness (370 nm), 0.75-um initial ice
roughness with a power-law index of 8 = 2, and single-beam
imprint. The third uses a different initial ice spectrum with 2-D,
2 x 1 SSD beam smoothing and is discussed below.

The smoothing modeled in the first two simulations was
polarization smoothing and either 2-D, 2 x 1 or 1-D, 2 x 0 SSD.

PERFORMANCE OF THE 1-MJ, WETTED-FoAM TARGET DESIGN FOR THE NATIONAL IGNITION FACILITY

The targets from these simulations, at the end of the accelera-
tion phase and near the time of peak compression, are shown in
Fig. 109.33. The 2-D SSD case has a much less perturbed shell
at the end of acceleration than the 1-D SSD simulation. As a
result, its hot spot is much more uniform at peak compression,
showing primarily distortions with modes less than or equal to
6. The hot spot at this time (9.4 ns) is approximately 40 #m in
size, and the neutron-averaged areal density is 1.31 g/cm?. By
comparison, the 1-D SSD simulation shows large perturbations
at the end of acceleration that produce distortions over a wide
spectral range at peak compression (9.3 ns). These distortions
in the shell produce a more-distorted inner shell surface and
lower ion temperatures at stagnation than in the 2-D SSD case
and prevent the target from achieving gain greater than 1.

Smoothing levels due to 2-D and 1-D SSD are very differ-
ent, even for long-wavelength modes. The shortest mode that
can be smoothed by SSD is given by /min = 27ZR¢ /(2FA6) ~ 4
(Ref. 35), where F is the focal distance (7.7 m for the NIF)
and AG2 = AGT+ A6} is the effective far-field divergence,
approximated by summing the contributions from each direc-
tion in quadrature. For 2 x 1, 2-D SSD, smoothing is effective
above mode 4, and above mode 6 for 2 x 0, 1-D SSD. This is
demonstrated in Fig. 109.34(a), which shows the smoothing
due to SSD at 1 ns for modes up to 50. Note that even though
the difference between 1-D and 2-D smoothing is small for
modes less than 10, these modes also see less thermal smooth-
ingZ? and a greater decoupling time than shorter-wavelength
modes. Both 1-D and 2-D SSD smooth at the same rate prior
to asymptoting. The difference in smoothing between 1-D
and 2-D SSD is due to the difference in the asymptotic level.
This is shown for mode number 22 in Fig. 109.34(b). For this

600
400 g
=
3
[ 3%}
200 ~ Indirect-drive
SSD: 1-D
1.35 cc, 185 GHz
0 | | |
0 200 400 0 200 400 0 200 400 0 200 400
TC7459IR r (4m) r (um) r (um) r (4m)
Figure 109.32

The shell at the end of the acceleration phase is shown for four 2-D simulations incorporating different sets of SSD parameters. These are integrated simula-

tions that also include the effects of energy imbalance, foam-surface nonuniformity, and 1 #m of ice roughness.
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(a) (b)

600 Density
1-D
1-THz SSD
400
£
3
N 200 Figure 109.33

The shell is shown at the end of the acceleration
phase [(a) and (b)] and near the time of peak
compression [(c) and (d)] for the 2 x 1 and 2 x 0

0 | | | | SSD configurations, including all sources of
0 200 400 600 0 200 400 600 nonuniformity. Unlike the integrated simula-
r( /um) r (ﬂm) tions shown in Fig. 109.32, these were run to

completion. The high level of nonuniformity at
the end of the acceleration phase and the highly
distorted hot spot in the 2 x 0 case demonstrate

1-D the importance of 2-D SSD smoothing for target
1-THz SSD performance. The 2 x 1 simulation achieved a
gain of 20, compared to a gain of less than 1 for
the 2 x 0 case.

z (um)

TC7645]R
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- / mode Time (ns)

Figure 109.34

The smoothing due to SSD is shown in terms of (a) the mode number at 1 ns and (b) the perturbation for mode ¢ = 22 as a function of time. Solid lines are
2-D SSD and dashed lines are 1-D SSD. These demonstrate the difference in the asymptotic level of smoothing for 1-D and 2-D SSD, as well as the level of
smoothing for low mode numbers.
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mode, the asymptotic level is reached at 70 ps for 1-D SSD and
at 0.5 ns for 2-D SSD.

The third completed integrated simulation had the same
nonuniformity levels and beam smoothing as the 2 x 1 just
discussed, with an initial ice roughness of 1 x#m and an ice
power-law spectral index of 8 = 1. This was chosen to approxi-
mate the spectra of cryogenic DT capsules produced at LLE,
which have less power in the low modes because of the dif-
ferent layering process. While the ice roughness was higher
for this simulation than for the integrated 2-D SSD simulation
described above, the lower power-law index reduces the spec-
tral power in the low modes relative to the high modes. The
combined effect is to produce a hot spot at peak compression,
shown in Fig. 109.35, which is similar to that of the 2 x 1 SSD
integrated simulation shown in Fig. 109.33(c), although with
a smaller and more distorted hot spot. The gain factor of this
simulation was 27. This shows that, for a smaller power-law
index, the target can tolerate a greater ice roughness with little
reduction in gain.

Density

(g cm=3)
400
200
0

Z (um)

TC7660JR

Figure 109.35

The shell is shown at peak compression for a simulation using 2-D, 2 x 1,
1-THz SSD with 1-um initial ice roughness and an ice spectral index of 1.
The resulting 2-D gain is 27.

Conclusions

An ignition target design using a wetted-foam ablator to
couple greater laser energy into the target has been presented
for use on the NIF with 1 MJ of incident laser energy. This
design makes use of a thicker shell and lower implosion veloc-
ity to reduce the effects of imprint. A nonuniformity-budget
analysis indicates that imprint, with 2-D, 2 x 1 color-cycle,
1-THz SSD smoothing, produces an effective nonuniformity
O that is slightly larger than that of the other sources of non-
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uniformity, namely, power imbalance, outer-surface roughness,
and ice roughness. With 1 x 1 SSD the effective nonuniformity
is more than twice that from other sources.

Simulations suggest that this design will ignite and achieve
gain only if 2-D SSD is used to smooth single-beam illumina-
tion nonuniformities. The need for 2-D SSD has been found in
other target-design performance studies as well.!7-30 Integrated
simulations including imprint, surface and ice roughness, and
beam-to-beam power imbalance were completed for two levels
of SSD: 2 x 1 and 2 x 0, and 0.75-xm initial ice roughness with
a power-law index of 8 = 2. The former achieved a gain of 32
compared to less than 1 for the latter. The difference in per-
formance is due primarily to the difference in the asymptotic
level of smoothing for 2-D and 1-D SSD. A third integrated
simulation was completed using 1-u4m initial ice roughness
with a power-law index of B = 1, meant to approximate the ice
spectra found in DT cryogenic targets at LLE. This simulation
also ignited, achieving a gain factor of 27. This indicates that
greater ice nonuniformity may be tolerated if combined with
a smaller spectral index.
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High-Intensity Laser Interactions with Mass-Limited Solid
Targets and Implications for Fast-Ignition Experiments
on OMEGA EP

Introduction

Picosecond laser—solid interaction at relativistic intensities
has generated a high level of experimental!= and theoreti-
cal® interest in recent years. This is due to its relevance to
the fast-ignitior (FI) scheme for achieving inertial confinement
fusion (ICF)!0:1! and to backlighter development for the x-ray
radiography of dense materials.!2-13

The interaction of high-intensity, 7 ~ (10! to 102!) W/ecm?, pico-
second laser pulses with solid targets produces copious energetic
electrons. Remarkable conversion efficiencies of up to 40% of the
incident laser energy have been reported,14 with characteristic
electron energies ranging from ~100 keV up to several MeV.14-16

When these energetic electrons propagate into the bulk of
a solid target, hard-x-ray bremsstrahlung and characteristic
inner-shell line emission are produced [the first observations
of K,, radiation from picosecond laser—produced plasmas were
presented as early as 1979 (Ref. 17)]. The brightness of this
radiation, either continuous or line emission, makes it valuable
for x-ray radiography of ICF implosions, a primary motiva-
tion for the recent experiments of Theobald et al., reported
in Ref. 18. This article investigates, using semi-analytic and
implicit-hybrid particle-in-cell (PIC) modeling,!%-20 the K-shell
line emission from mass-limited targets and compares the
predictions with these experiments.

The inner-shell line emission provides information on the
energetic electrons produced in the interaction and its subse-
quent transport and heating of the target.#21-37 The main
conclusion is that mass-limited targets of mid-Z elements pro-
vide an excellent “test bed” for FI physics due to simplifications
afforded by the near-perfect hot-electron refluxing and by the
effects on the line emission caused by the target heating.

Electron “refluxing” within the target, due to reflection from
the surface sheath fields, is well known®28:29 and is connected
to the generation of fast protons and ions.39-3! When consider-
ing the generation of secondary radiation, this effect has not
always been taken into account, e.g., Refs. 32-34. Unlike the
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case of proton acceleration,?28 the effect of hot electrons reflux-
ing on the K-shell production efficiency has not been described,
rather the emphasis has been placed on the energy dependence
of the K-shell ionization cross section3* and the competition
with penetration depth and reabsorption of the characteristic
radiation,26-35 which is appropriate for massive targets.

It is shown here that the K-shell yields, per joule of hot
electrons, of mass-limited targets are insensitive to the hot-
electron spectrum and laser intensity. This is valid as long as
the hot-electron stopping is classical and arises because of the
energy dependence of the K-shell ionization cross section and
electron range. It requires that relativistic corrections to the
K-shell ionization cross section are accounted for.3® The inten-
sity dependence of K-shell production efficiency, expressed per
joule of incident laser energy, is sensitive to the hot-electron
conversion efficiency 7, _ (I). The experimental K, yields from
Ref. 18 are found to be consistent with the model if an intensity-
independent hot-electron conversion efficiency of 17; _, = 10%
is assumed over the range 10'8 < 7 < 1020 W/cm?.

Volumetric heating of reduced-mass targets!8 is predicted to
be sufficient that ionization of the copper M shell will strongly
affect the ratio of Kz to K emission.2! Three-dimensional LSP
calculations,19:20 including the relevant atomic processes,27 have
been performed for parameters of the RAL (Rutherford Appleton
Laboratory) experiments and spatially resolved images of both
K4 and K emission have been produced. It is shown that these
measurements can be used to infer the degree of bulk heating
and provide a consistency check on the hot-electron conversion
efficiency obtained by fitting the absolute K, -photon yields. A
comparison between the predicted ratio of Kg- to K,-photon
production, for 7, _, = 10%, with the experimentally observed
ratios is not conclusive. Rather, it suggests the usefulness of
the technique, which will be pursued in future experiments on
OMEGA EP currently under construction at LLE.8

The following sections (1) summarize the Theobald er al.!8

experiments, (2) describe a semi-analytic model for K-shell line
emission in mass-limited targets, (3) compare the modeling pre-
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dictions with the RAL experiments, (4) present the LSP calcula-
tions of volumetric heating, and (5) present the conclusions.

RAL PW and 100-TW Experiments

Pulses of 1.06-um laser light from either the RAL Petawatt
(PW) or the 100-TW Facility were focused with an f/3 off-axis
parabola to ~10- to 100-xm spots onto Cu foil targets, achieving
laser intensities between 3 x 103 to 4 x 1020 W/cm?2. The foil
thicknesses ranged between d = 1 to 75 ym, and the areas from
A =0.01 to 8.0 mm?, resulting in target volumes of V = 1075 to
10~! mm3. The pulse durations ranged from 0.4 to 10 ps. Inner-
shell emission and resonance-line emission occurred in these
experiments. The K, and K lines are emitted by the inner-shell
transitions when an L- or M-shell electron fills a vacancy in the
K shell, respectively, and the corresponding excess energy is
radiated away by a photon in competition with Auger decay. Both
x rays and energetic electrons may produce K-shell vacancies,
assuming that the radiation has sufficient energy to excite above
the K edge (for Cu, hv > 9 keV). Indirect inner-shell emission
due to absorption of continuous x-ray radiation that is produced
while suprathermal electrons decelerate in the target is negligible
for elements with an atomic number Z < 30 (Refs. 37 and 39).
Energetic electrons are the main contribution to K, and Kg
production in high-intensity, ultrashort, laser—solid interaction
with low- and mid-Z materials. 2426 X-ray spectra were collected,
and the total number of K, and Kz photons emitted, per unit
laser energy, were obtained as described in Theobald ez al.!8 The
resonance-line emission is not discussed here.

In contrast with previous experiments using massive targets,
absorption of the characteristic x rays is modest. As a result,
the mechanism controlling the intensity dependence of the K,
yield is no longer the interplay between the electron penetration
depth relative to the K-photon attenuation length as in earlier
experiments.20-40 A different model is required to predict the
K-shell yield and its dependence on interaction parameters.

Description of a Semi-Analytic Model

The absolute K-shell photon yield N, is the sum of the yield
from two hot-electron populations: (1) electrons that escape
from the target after losing only part of their energy (/), and
(2) electrons that reflux, losing all of their energy to the target
(1), i.e., N = (Np); + (Np),. The distinction is of significance
only for targets thinner than the expected electron range in the
material. For copper, this corresponds to targets thinner than a
few millimeters for interaction intensities of ~10'° W/cm?.

A simple estimate of the “refluxing efficiency,” which is
the ratio of the number of electrons stopped in the target to the
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total, 77, = (Ne — N, 1) / N,, can be given roughly by estimating the
capacitance of the target. Assuming the target is a perfectly
conducting thin disk in vacuum, C = 8 €yr ~ 70.8 x 10712 »
farads, where r is the radius of the disk in meters, then a loss
of N;=4.42 x 101 (/1 mm) (V/1 MV) electrons is required
to produce a potential drop V in a target of radius . This will
be modified if the target is not isolated, for example, by a
conducting target stalk. The required potential is determined
self-consistently so that, for Boltzmann-distributed electrons
at a temperature 7, the potential satisfies N; = N, exp(—eV/T).
This leads to the equation exp(-®) = k@, where © = eV/T and
K is given by Kk =7.08 X 10_2rT2/(77LHe EL), where r is in
mm, 7 is in MeV, and E; is in joules. This can be solved for @,
giving the refluxing efficiency 77, = 1-exp(—®), with the results
for varying laser intensity and foil radius shown in Fig. 109.36.
Note that the efficiency is extremely high for the parameters of
the RAL experiments, 77, > 90%.
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Figure 109.36

Refluxing efficiency obtained from the capacitance model. The hot-electron
temperature is assumed to depend on laser intensity according to the pon-
deromotive scaling.®

The refluxing electrons are prevented from escaping by
the self-consistent electromagnetic fields, so that the electron
stopping can be treated as if the electrons were propagating in
an infinite medium. The K-photon yield (&), is computed by
integrating along the path of electrons whose initial energies are
described by an energy distribution f(E() as long as (1) energy
loss is accurately described with a continuous slowing-down
formula (dE/ds), and (2) cold cross sections og(E) for K-shell
ionization are appropriate (note that for copper Z = 29, only direct
K-shell ionization is significant3”). The contribution to the total
yield N, due to refluxing electrons (IV;), is then given by
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()= () [ [ o)

o s(E )
= (1,N,)ncy @y /0 dEof /0 " dsoi[E(Eps) @

where N, is the total number of hot electrons, w, is the fluores-
cence yield (@ = 0.44 for Cu)*! (the fraction of K-ionization
events resulting in K-quantum emission), and n¢, is the number
density of copper atoms in the target. The contribution from
the “loss” electrons (NVy); is similarly obtained to the above
but by replacing 77, with 1-7, and truncating the electron path
length s in the integral Eq. (2) whenever it exceeds the target
thickness s(Eg) = Smax = min[s(Eo), d] (if the target is thick
enough so that multiple scattering is important, an accurate
calculation of this term would require a Monte Carlo calcula-
tion). To distinguish between the K-emission lines, e.g., Kg,
Ko, Kao, ete., of corresponding energies €, = 8.906, 8.048,
and 8.028 keV, respectively, the relative emission probabilities
p; are introduced, defined according to Nk, = p;Ny, where “i”
stands for either “,” “o,” or “or,.” The probabilities are taken
to be pu(= Zi:al’azpi), pp = 0.88, 0.12, respectively, whose
values correspond to cold Cu at solid density.*?> From this
model the electron-to-K-photon generation efficiency 77,_y, is
determined. This is defined as E = 7],_ . E,, where the energy
in electrons is given by E, = N,( E,), and in K photons by E; =
€. Here €, is the average fluorescence energy €x = ZpieKi
(8.14 keV for copper) and <E e> = / dEEf(E)is the averagé: elec-
tron energy, resulting in

Sk

Ne—k = Moy @y <E>
e

S(E

x {m /OOO dEf(Eo) /0 “

+(1-n,) fo T AEf /0 " dsory [E(E, s)]}. 3)

dsoy, [E (EO, s)]

A direct comparison between the experimental production
efficiency (yield/laser joule) and the calculated generation effi-
ciency is not straightforward. The experimentally observable
quantity Ny ops requires a knowledge of the detector solid angle,
the filter, and detector efﬁciency.18 Given this, the efficiency

€(Ni.obs / fibs)

4
Ni-e Er @

Nt =
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may be computed only if the K-shell photon reabsorption
fraction f,, and the hot-electron production efficiency
NLoe = Ee/EL are known. Ej is the energy in the laser pulse.
The absorption fraction f,;,, can be easily computed,*? but
the electron-production efficiency is subject to a great deal of
uncertainty.! In principle, this could depend on many factors,
Ni—e =N, Er, V1ogn, ...), where, for example, I; is the
laser intensity, Ej is the laser energy, and V log n, is the elec-
tron-plasma density scale length.3!44 For current purposes it
is either treated as a free “fitting” parameter, or taken to be a
function of laser intensity only, with the dependence as given
by Ref. 27, a fit to data obtained on the Nova Petawatt.! The
predicted efficiency, obtained using Eq. (3), requires further
specification of the hot-electron spectrum f(E). Exponentially
distributed electron energies are assumed, f(E)dE = (1/T)
exp(—E/T)dE, and the laser intensity connected to the tem-
perature 7, equal to the average energy for an exponential
distribution, ( E) = T, using the “ponderomotive scaling” of
Wilks,045 7= 0.511((1 + 113420, /1.37) % = 1] MeV. Differ-
184 um

ent intensity-temperature scalings have been proposed in the
literature.*6-#7 The calculations have also been performed with
a relativistic Maxwellian (Jiittner) distribution,*3 leading to no
change in the overall conclusions.

Equation (3), using ITS (Integrated Tiger Series) data for
hot-electron stopping power and K-shell ionization cross sec-
tions,*90 the fluorescence probability, and the relative emis-
sion probabilities, taken together with the absorption fraction,
the refluxing fraction, the hot-electron conversion efficiency,
the hot-electron distribution function, and hot-electron tem-
perature scaling as described in the text fully defines the model.
From this the conversion efficiency of laser energy to K photons
N1k can be computed with no free parameters.

Comparison Between the Modeling
and RAL Experimental Results

Figure 109.37 shows K,-photon yield, per joule of laser
energy, as a function of laser intensity from the model described
above with constant hot-electron conversion efficiencies of
N1 =10% and 20% (solid curves). The predicted K, produc-
tion efficiency is almost independent of laser intensity over
the range I = 2 x 1018 to 2 x 1020 W/cm? and takes the value
(7 —tmodel ~ 4 x 1074 for 7, _, = 10%. This is consistent with
experimental data taken from shots with 200 to 500 J of laser
energy on a 20-um-thick target (black triangles). Although
not the case in Fig. 109.38, the experimental data are usu-
ally corrected for absorption and not the model predictions.
The independence of efficiency on hot-electron temperature
(laser intensity) over the experimental range of intensities can
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be understood if perfect refluxing is assumed: the number of

K-shell photons per electron Ois essentially given by the product

of the range 5o = s(Eq) = «é dE(dE /ds)~ " and the probability
0

3L LSP i
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Figure 109.37

K, production efficiency versus laser intensity for 20-um-thick foils. The
semi-analytic model with refluxing and a 10% hot-electron conversion
efficiency (lower solid line) agrees with the LSP calculation (circles) and the
experimental data (triangles). Also shown are the model predictions with no
refluxing (dashed lines). The predictions, and not the data, have been corrected
for reabsorption in the target.
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Figure 109.38

Experimental K, (solid markers) and K g (open markers) production efficiency
as a function of laser intensity for both the 100-TW laser system (crosses)
and the PW laser for short pulses (squares) and long pulses (diamonds). Only

3

targets having a volume greater than 104 mm3 are shown.
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of K-shell emission per unit path w;nc,0(Eq) [Eq. (1)]. When
normalized by E|), this product is a very weak function of the
electron energy, provided that the relativistic corrections to
the cross section o(E) are properly taken into account.”! If
the refluxing is ignored, 77, — 0, then the dashed curves result.
The LSP predictions, shown as circles in Fig. 109.37, are very
similar to the semi-analytic model. This is to be expected
because LSP uses the same cross sections as the model and
the stopping is found to be due to classical collisions and not
anomalous mechanisms. The discrepancies are a result of the
approximations in the LSP collision model.2%

Agreement can be obtained only for high refluxing effi-
ciency, 77, ~ 100%, leading to the broad conclusion that reduced-
mass targets produce the same number of K photons as targets
of infinite thickness (but without the reabsorption). It follows
that the K-shell yield is independent of the target geometry
(volume). As Fig. 109.38 shows, this is actually observed.

Figure 109.38 shows both the K,- (solid markers) and
K-photon production efficiencies (open markers) from both
the 100-TW system (crosses) and the RAL PW (squares and
diamonds) as a function of laser intensity for a range of target
geometries having volumes 10~* < V < 109 mm?3. (The target
thicknesses employed were 20 ym for the 100-TW shots, 5 to
75 pum for the PW shots with 5-ps pulses, and 5 to 25 um
for the PW shots with 0.4- to 0.75-ps pulses.) The yields are
essentially constant and the ratio of K / K¢ is consistent with
the expected cold matter value N, Kg / Nk, = 0.14. The predic-
tions of the semi-analytic model with 77, _,, = 10% are shown
as dashed lines.

A hot-electron conversion efficiency of 10% is lower than the
M. ~ (20%—40%) quoted in the literature for these intensi-
ties, e.g., in Ref. 15. Reference 1 suggests that the conversion
efficiency 7, _, rises significantly with laser intensity with
efficiencies of 77, _., ~ 40% for laser intensities of 1020 W/cm?.
Figure 109.39 shows the predicted K, yield from the model
as a function of laser intensity when the functional form of
1] . is fit to the Nova PW data.l:27 The solid lines are lines
of constant conversion efficiency 7; ., and the shaded area,
bounded by the dashed curves, is the prediction of the model
with a reasonable allowance made for scatter in the data of
Ref. 1. With the conversion efficiency prescribed in this way,
there are no free parameters in the model.

The discrepancy between the simple model and the experi-

ment at high, 7 2 1 x 10!° W/ecm?, and low, I ~ 10'8 W/cm?2,
intensities might have several causes. Additional energy-loss
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Figure 109.39

Experimental K, production efficiency from the 100-TW system (crosses)
and PW laser system with short pulses (squares) and long pulses (diamonds)
as a function of laser intensity. The predictions of the semi-analytic model
with hot-electron conversion efficiencies taken from a fit to Nova PW data
are indicated by the shaded area bounded by dashed lines. The solid curves
are lines of constant hot-electron conversion efficiency.

channels for the hot electrons such as the acceleration of pro-
tons (or ions) from the back side of the target, “anomalous”

stopping mechanisms such as resistive inhibition, 2

or cur-
rent filamentation instabilities, presumably becoming more
important at higher intensities” are potential candidates. Large
magnetic fields could bottle energy up at the surface,> where

the plasma is too hot to produce K photons.

An experimentally verifiable consistency check on the
inferred hot-electron conversion efficiencies, computed by
fitting the absolute K, yields, can be made by considering
the volumetric heating created by the hot electrons. The col-
lisional dissipation of the fast electrons, or the return current
of the slower electrons, will volumetrically heat the foil on the
picosecond time scale. The heating on this time scale, the same
time scale as the K-shell emission, can be due only to the hot
electrons and will be a measure of their energy content. The
target heating can be quantified by measuring the ratio of Kg
to Ky emission Nk, /N because for the expected tempera-
ture rise 7 = 100 eV, significant ionization of the M shell is
expected?! (Fig. 109.40). Smaller-mass targets are expected to
achieve higher temperatures since an equal amount of energy
is deposited in a smaller volume.?!

LLE Review, Volume 109

Figure 109.40 shows the ionization degree Z* for solid-
density copper as a function of temperature according to the
Thomas—Fermi model.>* The main part of the figure shows an
estimate of the line ratio as a function of temperature based on
this ionization (the cold ratio has been weighted by the relative
population of the M shell). It is not straightforward to estimate
the ratio of the absolute K, and K yields because the heating
rate is a function of time and space, as is the hot-electron popu-
lation. To take this properly into account we have performed
LSP calculations.

Cold material
value

0 1 | |
0 400 800
Temperature (eV)

0 200 400 600 800
Temperature (eV)

1000
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Figure 109.40

Reduction in the ratio of Kg to total K-emission probability as a function of
plasma temperature, based on the Thomas—Fermi average ionization state
Z* (inset).

LSP Calculations of Volumetric Target Heating
Three-dimensional numerical calculations of target heat-
ing and K-shell emission were performed using LSP.!9-20 The
targets were square copper foils of either (80 x 80) um?2 or
(160 x 160) um? area, and either 10 #m or 20 m in thickness.
The hot-electron source was prescribed, as is usual in MC and
implicit-hybrid calculations.26-33 Electrons from the cold bulk
were promoted in energy inside a region defined laterally by
the laser spot and extending to a depth of 0.5 gm into the target.
The rate of promotion was defined so that the power translated
into the electrons was a constant fraction 77; _,, of the assumed
incident laser power. The energy spectrum of the promoted
electrons was an isotropic Maxwellian with an average energy
defined according to the local laser intensity on the surface of
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the foil (assuming the ponderomotive scaling). A realistic laser
spot shape was assumed, taken from Ref. 55, where 50% of
the energy is contained within a characteristic diameter, ag ~
16 um. A radial temperature dependence of the hot electrons
resulted from the assumed axial symmetry of the spot, similar
to that of Ref. 26. The total injected hot-electron kinetic energy
was taken to be either 10 or 30 J, with a pulse duration of 0.5 or
1.5 ps, respectively. This held the average laser intensity over
the central spot constant at / = 1.2 x 1019 W/cm?2. The total
duration of the simulations was 15 ps and the targets were
either 10 or 20 um thick. Inter- and intra-species collisions
are included in the calculation,!%20 the effect of which is to
slow the hot particles and to heat the initially cold target. It was
observed that 290% of the hot-electron energy was converted
into thermal energy of the target primarily as a result of direct
e—e collisions, with only a few percent being either lost or
converted into electromagnetic-field energy.

Figure 109.41 shows the peak temperatures attained by
20-um-thick targets that have been taken on a slice transverse
to the target normal at a depth of 5 #m. In the left (right)-hand
column, 10 (30) J of energy was introduced into hot electrons.
The target volume was 1.28 x 1074 (5.12 x 10%) mm? in the
first (second) row. The smallest target reaches a peak tempera-

| 20-um-thick targets |
10J 307

100 1.28 x 104 mm3
50
g,
= 5.12 x 104 mm?3
T,/eV
-0 500
400
0
-100 -5 100
by (,um) 0
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Figure 109.41

The images show target heating from four 3-D LSP calculations on a slice
perpendicular to the target normal taken at a depth of 5 #m from the target
surface. The heating was computed with 10 J and 30 J of energy in hot elec-
trons (columns) and for target volumes of V =1.28 x 10~4and 5.12 x 10~4 mm3
(rows). Only one quadrant of each foil was modeled, the remainder completed

by assuming symmetry about the x and y axes.
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ture of ~500 eV, while the most massive ~100 eV. Only one
quadrant of each foil was modeled, the remainder completed
by assuming symmetry about the x and y axes. LSP assumes an
ideal equation of state (EOS) for the various particle species.
Here, the temperatures have been renormalized assuming a
Thomas—Fermi EOS.

1. Reasons for the Absence of Enhanced Stopping

in the LSP Calculations

The stopping power of hot electrons can be increased above
that due to particle collisions by the presence of resistive elec-
tric fields.3-32 The current carried by the hot, laser-produced
electrons far exceeds the Alfvén-limiting current for vacuum
propagation, I, = 17y,8,kA,%% where B, is the beam veloc-
ity normalized to the speed of light, 3, = vb / ¢, and v, is the
relativistic gamma factor y;, = (1 +,82) 1/ Estlmatmg the
current according to I ~7y_, eILA/Thot =25MA for I} =
101 Wiem?, A = 72 x (20)? um?, 1, ., = 0.2, and T} = | MeV.
This is several hundred times larger than the Alfvén limit
Thot ~ 560[2.7/('}’bﬂb)]IA.

Such beams cannot propagate unless there is a compensat-
ing return current. In metals and plasmas, the return current is
naturally provided by cold electrons. The cold current represents
a drag on the hot component through the resistive electric field
E= 7 / o, where o is the electrical conductivity (assuming scalar
conductivity and neglecting the Hall term). The resistive electric
field E = j/o may be estimated to be ~2 x 10° kV/cm for the
above parameters. This would stop a 1-MeV electron in ~50 xm.
In making this estimate, a conductivity of o = 1 x 106 Q~'m!
has been assumed. This value is representative of the minimum
conductivity of copper (other mid-Z metals are similar). Typically
this minimum occurs at a few 100 eV, thereafter increasing with
temperature o ~ Tg/ 2 according to the Spitzer value.

Resistive inhibition would be expected to be dominant, if the
characteristic range due to the resistive electric field is small
compared with the range due to binary collision events s,. The
range estimated above is shorter than the range in copper of s =
700 (3800) um for 1.0 (5.0)-MeV electrons, respectively. In the
current experiments, this is not the full story. In the thin-foil
case, d < s, the “resistive” range should instead be compared
with the foil thickness d. This is because refluxing hot electrons
can contribute significantly to the return current for times
greater than a hot-electron transit time. For this reason the LSP
calculations indicate that resistive inhibition is not an important
effect for the parameters of the experiments of Ref. 18. This is
further borne out by the predictions of the semi-analytic model
that are consistent with the usual stopping power.
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Sources of plasma resistivity that are not currently modeled
by LSP, such as ion-acoustic turbulence, possibly resulting from
instability of the return current, have the potential to modify
this picture. If the anomalous resistivity were to be a few times
larger than the maximum resistivity quoted above, then the
resistive range would become smaller than the typical target
thickness. This could substantially reduce the contribution of
hot electrons to the return current.

2. Effect of Target Heating on K-Shell Line Ratios

The effect of target heating on the relative emission prob-
ability of the Kg line has been estimated by adjusting the
emission probability p Kg in the LSP calculations, according
to Fig. 109.40, using the local temperature at the time when
the emission process took place. The LSP predictions for the
line ratio N 5 / N, for three target volumes and 10 (30) J of
hot-electron energy, are shown by the light upper (dark lower)
open diamonds in Fig. 109.42. Figure 109.42 also shows the
experimentally determined ratio of Kz to Ky yield Ng 5 / Nk,
from the RAL 100-TW (crosses) and RAL PW (squares, dia-
monds, and circles) as a function of target volume.
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Figure 109.42

Experimental ratio of Kz to K4 yield N NK(x from the RAL 100-TW
(crosses) and RAL PW (squares, diamonds, and circles) as a function of
target volume. The open diamonds show LSP predictions in the cases of 10 J
of energy in hot electrons (upper light) and 30 J (lower dark).

The scatter in the experimental data is too large for the
consistency check to be conclusive, especially considering that
the experimental K g signals, for target volumes V' < 10~ mm,
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are very close to the noise level of the detector at ~3%. It can
be said, however, that the PW data are not inconsistent with
a hot-electron conversion efficiency of 10%. For example, the
close agreement of the 30-J calculations with the experimental
data point (shot 5021803) at V=5 x 10~ mm?3, where the energy
in the central spot was ~150 J.

3. Spatially Resolved K-Shell Emission

The spatial distribution of the K-shell emission reflects the
trajectories of the hot electrons’” and also the volumetric heat-
ing profile. Although the K-shell emission was not imaged in
Ref. 18, images of the K, emission from the LSP calculation
can be produced (Fig. 109.43).
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Figure 109.43

Image of K, emission obtained from 3-D LSP calculations.

Conclusions

A semi-analytic model has been developed, and implicit-
hybrid particle-in-cell code simulations (LSP)!%-2 have been
performed to study fast-electron propagation, inner-shell x-ray
photon production, and heating of mid-Z, mass-limited targets.

For the conditions considered, motivated by RAL experi-
ments,'8 hot-electron flow within the target is dominated by
refluxing at the electrostatic sheath at the target surface. This effect
is responsible for the observed absolute x-ray yield. The semi-ana-
lytic model has been used to demonstrate the insensitivity of the
yield to target geometry and hot-electron temperature under the
conditions of hot-electron refluxing and classical stopping.

The experimental K, yields are consistent between both
models and experiment for an intensity-independent electron
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conversion efficiency of ~10%. This result raises some concerns
since 15% to 50% conversion efficiencies have been reported
in the literature, e.g., Refs. 1, 6, 7, and 15. Surface fields!8 or
anomalous stopping mechanisms, e.g., Ref. 58, might prevent hot
electrons from penetrating to the cold interior of the target where
they can efficiently produce K, photons. If this were the case,
a higher hot-electron conversion efficiency would be required
to produce the observed K, yields.!® Target expansion is not a
likely explanation for the discrepancy because it is responsible for
only a few-percent decrease in the target density over the period
of Ky emission. The ratio of K4 to K, line emission is related to
the degree of target heating that may be used as a consistency
check on the hot-electron conversion efficiency.

Three-dimensional LSP calculations of volumetric target
heating have been performed giving predictions for line ratios
as a function of hot-electron conversion efficiency. At present,
the experimental data set is not sufficiently precise to conclu-
sively choose between the predictions; however, it does suggest
the usefulness of the technique, which will be pursued in future
experiments on OMEGA EP.
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Three-Dimensional Characterization of Spherical Cryogenic
Targets Using Ray-Trace Analysis of Multiple Shadowgraph Views

Introduction

In the laser-driven direct-drive approach to inertial confine-
ment fusion (ICF), energy from many individual high-power
lasers is delivered to a spherical target, causing a spherically
symmetric implosion.! The 60-beam, 30-kJ] OMEGA Laser
System? is used to study direct-drive ignition (DDI), where the
laser energy is deposited directly onto the target. For indirect-
drive ignition (IDI), the laser energy is directed onto a metal
container (a hohlraum) surrounding the target, creating x rays
that deposit the energy onto the target.* IDI is inherently less
efficient than DDI but has less-restrictive symmetry require-
ments on the laser illumination.

Current designs for both DDI and IDI high-gain ICF targets
require a layer of condensed hydrogen fuel that adheres to
the inner surface of a spherical shell ablator. Photon energy
delivered to the target ablates its outer surface, and the abla-
tion pressure drives the fuel layer inward, compressing both it
and the gaseous fuel at the target’s center. The drive pressure
is varied in time such that the fuel density is compressed by
a factor of as much as 4000 while remaining relatively cold.
Shock waves resulting from the drive-pressure history, along
with compressive work, heat the gaseous-core “hot spot” to the
high temperatures needed to initiate burning the fuel.

As the fuel layer is compressed and decelerates, perturba-
tions on the inner ice surface act as amplitude seeds for the
Rayleigh-Taylor instability>-© on the inner surface. The nonlin-
ear growth of this deceleration-phase instability mixes the cold
compressed fuel layer with the hot-spot fuel vapor, reducing
fusion yield or preventing ignition.”"10 Asymmetry-induced
hydrodynamics can reduce the performance of ICF targets to
well below that predicted by 1-D modeling.!! Ignition require-
ments impose strong constraints on the illumination uniformity
and on the sphericity of the target.12

The degrading effect of an inner-ice-surface perturbation
on implosion performance depends on the perturbation’s mode
number, which is the ratio of the capsule’s circumference to the
wavelength of the perturbation. The surface roughness is charac-

46

terized in terms of a mode spectrum analogous to Fourier analy-
sis. Since the target geometry is spherical, spherical harmonics
Y,,,(6,9) form the basis functions used for the mode spectrum.
Accurate surface characterization of ice layers requires reliable
measurement of the layer’s surface with submicron resolution at
many points distributed over the surface of a target. Hydrody-
namic codes then calculate capsule implosion performance using
the measured surface mode power spectrum. The benchmarking
of calculated target performance with experimental results is
essential for designing ignition-scale targets and specifying their
allowable surface roughness with confidence.

The DDI specifications!2 for the National Ignition Facility
(NIF)!3 require a total root-mean-square (rms) deviation of less
than 1 xm for an ice layer with less than 0.25-4m rms from
Fourier modes higher than n = 10. An ice-layer rms deviation of
less than 1 gm is also required for successful IDI on the NIF.14
Measurement of the ice-layer radius over the entire surface with
submicron resolution is required to verify success or failure at
achieving the required specifications.

This article describes the optical backlit shadowgraphic 3-D
characterization of cryogenic direct-drive-target ice layers at
LLE using ray-trace analysis of the shadowgrams. The follow-
ing sections (1) briefly describe the principles and equipment
used to record a cryogenic-target shadowgram at LLE; (2) ana-
lyze the resolution of shadowgram measurements; (3) describe
three-dimensional ice-layer reconstruction from multiple target
views using the conventional assumption that the shadowgram
bright ring can be directly related to the ice thickness based on
spherically symmetric calculations; and (4) present a shadow-
gram analysis to which nonspherically symmetric ray tracing is
added, thereby improving the 3-D ice-layer reconstruction by
self-consistently calculating the effects of ice-layer asymmetries
and roughness on the position of the bright ring in each view.
The conclusions are presented in the final section.

Shadowgraphic Characterization of Ice Layers

Optical backlit shadowgraphy is the primary diagnostic
used to measure ICF target ice-layer roughness.!>=25 A shadow-
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graph records the image of the light rays passing through
a backlit target. The rays are reflected and refracted at the
shell wall and ice-layer surfaces. Some rays are focused into
characteristic rings. Ray-trace modeling of a typical cryogenic
target using the PEGASUS code?® has identified the specific
reflections/refractions responsible for the brightest rings (see
Fig. 109.44). The most-prominent ring or “bright ring” is the
result of a single internal reflection off the inner solid/vapor
interface of the ice layer. The position of the bright ring in the
shadowgraph is directly correlated with the position of the
inner surface of the ice layer and allows the nonuniformity of
the inner surface to be characterized.

A high-magnification, high-fidelity backlit optical shadow-
graphy system (see Fig. 109.45) is used to diagnose the ice-layer
quality. A 627-nm red-light—emitting diode (LED) provides the
backlighting. A 50- to 100-us pulse drives the LED to illumi-
nate (~f/5) the target. Imaging optics (~f/6) magnify the target
image on a DALSA charge-coupled-device (CCD) camera

u
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Figure 109.44
Ray-trace modeling of a cryogenic target has identified the sources of the
most-intense rings. The bright ring (b) is by far the most intense.
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Figure 109.45

The LLE Cryogenic Target Characterization Stations are based on a diffuse
f15 source and f/6 imaging optics.
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(12 bit, 1024 x 1024) (Ref. 27) such that the camera typically
images about 1.2 gm per pixel. The camera is triggered by the
same pulse that drives the LED.

A sample shadowgram of an LLE cryogenic D, target
suspended from a beryllium “C-mount” by four threads of
spider silk is shown in Fig. 109.46. The strong unbroken
bright ring and mostly featureless central spot are indicative
of the high quality of this ice layer. Two inner rings are also
clearly visible.

Resolution of Shadowgram Rings

The analysis of the target image in an individual shadow-
gram consists of accurately determining the target center,
unwrapping the image into polar coordinates, and measuring
the radial positions of both the target edge and the bright
ring’s peak intensity. Details of this procedure are published
elsewhere.2! Here, the accuracy and resolution of these mea-
surements are discussed.

Most intense
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Figure 109.46

Shadowgraph of a cryogenic target (876-um outer diameter, 4.2-um shell
thickness, 79-um ice thickness) in a logarithmic scale. The fainter inner
rings are clearly visible in the image. The bright-ring signal-to-noise ratio is
typically over 20, and the effects of noise are reduced by the shadowgraph
analysis routines.2! The offset of the light rays passing through the center of
the target is due to an asymmetry in the spread of the illumination, which
has little effect on the position of the bright ring.
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Previously, by examining the bright-ring-measurement
scatter for very smooth liquid hydrogen layers,2! the resolu-
tion of the measurements was estimated to be about 0.1 pixel
(~0.12 gm). The high resolution of the bright-ring measure-
ments has been verified using precision calibration targets as
described here. The calibration targets are simulated target
images of photolithographed chrome on glass.?8 A simulated
image consists of a “perfectly” circular edge along with a bright
ring (plus two fainter inner rings) with a known variation in
radial position. The radial variation of the rings was calculated,
using the linearized formula discussed in the next section, for
an ice surface with a surface-deviation, Fourier-mode power
spectrum of

P,=Cn )

for Fourier modes n = 1 to 100, where C was chosen such that
the spectrum meets the DDI specification. The phase of each
Fourier mode was randomized. This power spectrum and the
calculated bright-ring position are shown in Fig. 109.47. The
precision calibration target was photolithographed with a manu-
facturing tolerance of 0.1 #m. A shadowgram of this target taken
in one of OMEGA’s Cryogenic Target Characterization Stations
is shown in Fig. 109.48. This image has been analyzed using
LLE’s standard shadowgram analysis routines, and the results
are shown in Fig. 109.47. The measured bright-ring positions
have a mean error of less than 0.1 #m (within the manufacturing
tolerances of the calibration target), and the total rms error of
the ring measurement is about 0.01 gm.
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It is clear that the bright-ring position can be very accurately
measured in the characterization station shadowgrams. The
relationship of that ring position with the radius of the actual ice
surface producing the ring is discussed in the next section.
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Figure 109.48
Shadowgraph of the photolithographed chrome-on-glass “dot-surrogate”

target. The outer edge is a perfect circle to within the manufacturing tolerance
(0.1 gm). The rings are simulated by uniform-thickness gaps in the dot. The
inner rings are fainter than the bright ring because their gap width is less. The
radial positions of the rings vary around the target and are calculated for an
ice surface whose roughness meets the DDI requirements.
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Figure 109.47

The measured (solid) bright ring for the simulated dot-surrogate target is an excellent match to the design specification (dotted) in terms of both (a) radial

position and (b) power spectrum.
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Three-Dimensional Ice-Layer Reconstruction
Using Multiple Shadowgraph Views

An important feature of LLE’s Cryogenic Target Shadow-
graphy System is the use of multiple views of the target to
fully characterize the ice surface. Multiple views allow a far-
more-complete surface characterization than is possible from
a single view. Even with three mutually orthogonal views, it
can be shown that there is only a small chance of detecting
many local ice defects.??

In the LLE Cryogenic Target Characterization Stations,
the targets are rotated to provide a large number of different
views for a single camera. The maximum number of views
is limited only by the step size of the rotation stepper motor,
which is a few tenths of a degree. Shadowgrams are typically
recorded at 15° intervals, producing a total of 48 independent
views between two cameras in each characterization station.
The two cameras have approximately orthogonal views: one
camera views the target center from an angle of 26.56° above
the equator and the second camera, located 109.96° azimuth-
ally from the first, views the target center from 12.72° above
the equator. These view angles are determined by the loca-
tion of the layering sphere windows that are aligned with the
OMEGA target chamber’s viewing ports, which are used to
center the target at shot time. These views are not optimum
for target characterization. An off-the-equator viewing angle
always results in unviewable regions surrounding the rota-
tion poles; these unviewable “polar caps” are apparent in
Fig. 109.49(a).

The standard method of shadowgram analysis assumes that
the ice surface position along a great circle perpendicular to
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the shadowgraph view can be uniquely determined from the
observed bright-ring position for that view!”-22-25 by character-
izing the ice-to-bright-ring relationship using a ray-trace study
of spherically symmetric targets with varying ice thickness.
At LLE, ray-trace modeling of a typical cryogenic target using
the PEGASUS code?® has identified how the shadowgram ring
positions vary with the target parameters such as the shell outer
radius and thickness, the D,-ice thickness, the shell index of
refraction, and the D, index of refraction. The PEGASUS code
is two dimensional and assumes spherical symmetry in the
target. A linearized formula derived from this modeling is used
to determine the inner-ice-surface radius from the position of
the bright ring for given target parameters.

A 3-D representation of the ice layer can be constructed
from the ice-surface positions determined from the multiple
shadowgram views. Figure 109.49 shows a target’s inner ice sur-
face reconstructed from a target rotation of 24 separate views.
The surface is dominated by low-mode-number asymmetries,
but very different Fourier modes are observed for any given
great circle. For this data set, the ice-surface 1-D rms roughness
of the individual great-circle observations varies from 2.6 um
to 5.3 um with an average value of 3.5 um. This particular data
set was selected for the following reasons:

* The outer surface is very smooth and symmetric and should
have little effect on the bright ring.

» The optical distortion from collection optics was well mini-
mized for these images.

* The bright ring is smooth and has few breaks.

(©

min = -8.0 ym, max = 7.9 um

Figure 109.49

Three-dimensional representation of a cryogenic inner ice surface (x#m) displayed (a) on a spherical surface, (b) using the Aitoff projection with contour lines,
and (c) using the Aitoff projection with surface elevation. These displays are constructed by interpolating all the individual data from the many great-circle
observations to an evenly spaced (6,¢) surface grid. The dotted lines in (a) show the location of the actual great circles observed in the individual shadowgraphs.
The “polar caps” crossed by none of the great-circle observations are clearly visible.
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As mentioned earlier, computer modeling of a spherical
implosion, including instability growth, requires an ice-rough-
ness spectrum described in terms of spherical-harmonics-basis
functions Y,,(6,¢) on the ice surface:

oo 4
RO.9)= X 2DAuY,(0.¢) (um). b)
=0 m=—/
This description gives a Legendre-mode power spectrum and
total surface variance of

!
Pi=pe 2 |4y, F (um) 3

m=—/

O_fms = /ilp l (/um 2>’ (4)

respectively. The P, spectrum represents an average over all
azimuthal modes.

The P, spectrum for high mode numbers can be inferred
from the Fourier power spectra of the many great circles
observed. If one assumes that the surface perturbations are
randomly distributed, the great-circle 1-D Fourier-mode power
spectrum, averaged over many great circles, can be mapped> to
an equivalent Legendre-mode power spectrum. The assumption
of randomly distributed perturbations limits the applicability of
the mapping to higher mode numbers. At LLE the ice-surface
positions are directly fit to spherical harmonics to determine
the lower mode numbers (up to some £,,,,,).2!

The results of a direct Y;,,(6,¢) fit are shown in Figs. 109.50
and 109.51 for a fit up to £, = 10. The surface reconstruction
in Fig. 109.51 based on the low-mode-number fit is a good match
to the data shown in Fig. 109.49. The Legendre power spectrum
P, corresponding to this fit along with the higher mode numbers
determined by the mapping method is displayed in Fig. 109.50.
Target reconstructions using the standard analysis have success-
fully detected low-mode asymmetries in the ice layer, allowing
the identification and correction of the sources of the layering
sphere temperature isotherm asymmetries that cause them.3!

The maximum mode number fit, 4., . is limited by the largest
space between sampled points on the surface. For typical LLE
targets, the largest gap in the surface data occurs at the unview-
able polar cap of the target. The maximum mode number that can
be reliably fit is also reduced by the many smaller surface gaps
between great-circle measurements, noise in the data, uneven
surface weighting (sections crossed by several great circles are
more heavily weighted), and the fact that the data do not agree
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Figure 109.50

Legendre-mode power spectrum P, of the ice surface. The dots correspond
to the low-mode-number (up to 4., = 10) direct fit. The circles result from
mapping the average Fourier-mode spectrum of the many great circles.
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Figure 109.51

Three-dimensional reconstruction of a cryogenic inner ice surface (#m) based
on a direct Y;,,(6,¢) fit to the measured data (up to £, = 10) (a) using the
Aitoff projection with contour lines and (b) using the Aitoff projection with
surface elevation. A comparison with Fig. 109.49 shows that the low-mode
features are well matched by the fit. Although the actual great-circle data are
used in the fitting, the results are mapped to an evenly spaced (6,¢) surface
grid using the Y, coefficients for better display.

at “cross-over” points (see the next section). The sum of these
effects typically limits the direct surface fit to mode numbers up
to about /., = 10. The exact limit varies with each data set. The
results of fitting too high an £, are shown in Figs. 109.52 and
109.53, where the fit has been extended to /,,,, = 16. The power
spectrum in Fig. 109.52 is rising as mode numbers approach
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lnax» @ trend not observed in the Fourier analysis of the bright
rings. The combination of a too high ¢, along with the spaces
between data circles and data mismatch at the great-circle cross-
over points produces a fit with more structure than seen in the
individual bright rings. This increased structure and “crinkling”

are evident in Fig. 109.53.
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Figure 109.52

Legendre-mode power spectrum P, of the ice surface. The dots correspond
to the low-mode-number (up to {,,, = 16) direct fit. The circles result from
mapping the average Fourier-mode spectrum of the many great circles.
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Figure 109.53

Three-dimensional reconstruction of a cryogenic inner ice surface (xm)
based on a direct Y,,(6,¢) fit to the measured data (up to £, = 16) (a) using
the Aitoff projection with contour lines and (b) using the Aitoff projection
with surface elevation. A comparison with Fig. 109.49 shows a large amount
of mid-mode noise in the fit.
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Ray-Trace Analysis

Despite the success of the standard analysis, it is well
known!8-20-24 that the assumption that the ice-surface position
along a great circle perpendicular to the shadowgraph view
can be directly correlated to the observed bright-ring position
for that view is valid only for perfectly spherical symmetry.
Kozioziemski ef al.!® showed that a shift in the ice layer along
the viewing axis will alter the bright-ring position and “sig-
nificantly shift the apparent ice-layer thickness.” This effect
can be easily seen in Fig. 109.54, which shows the ray path of
the bright ring for a target layer shifted along the viewing axis.
For imperfect ice layers, Koch et al.'%20 note that “correlation
depends on the height and curvature of the imperfection.” To
illustrate this, the bright-ring radii predicted by 3-D ray tracing
of a simulated ice surface constructed from spherical harmon-
ics for opposing views are shown in Fig. 109.55. The predicted
bright rings show general similarities in the low-mode struc-
tures but differ greatly in the higher-mode detail. This explains
why the ice surfaces determined by the standard method do
not agree at the cross-over points of the views.

If the shadowgrams were viewed along the equator and
exactly opposing views could be measured, the average posi-
tion of two bright rings would show a good correlation to the
ice-surface position along the great circle perpendicular to the
views.32 In this case the standard method can accurately be
applied to the averaged bright ring. If one has nonequatorial
views, exactly opposing views cannot be recorded. A study of
two above-the-equator views in the Cryogenic Target Charac-
terization Stations for OMEGA rotated 180° about the polar

500 T T T
P —

300
200
100

0 I I I i
-500 =250 0 250 500

X (um)

Z (um)

E15446JR

Figure 109.54

The ray path that produces the bright ring in a target where the ice surface
is shifted along the line of view shows how asymmetries affect the bright
ring. When viewed from the right, the bright ring appears lower than when
viewed from the left. The standard analysis would determine a quite-differ-
ent ice thickness for each view. For an unshifted layer, the rays on both sides
would be at the same height and the bright ring would appear the same for
both views.
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Bright-ring radii predicted by 3-D ray tracing of an asymmetric ice surface
for opposing views show very different structures. The standard method
of shadowgram analysis assumes that both views will be identical and will
depend solely on the ice radius at the great circle perpendicular to the view. In
fact, the bright-ring radii also depend on the angle of the ice surface relative
to each view, and the bright ring may not be centered on rays that strike the
ice surface at the great circle.

axis showed that only the lowest modes can be determined with
any accuracy by averaging two bright rings.33

To self-consistently and accurately determine the 3-D ice
surface from shadowgram bright-ring measurements requires the
modeling of the effect that the ice-surface asymmetries and defects
have on the bright-ring position and including this modeling into
the shadowgram analysis. Kozioziemski ef al.'® accomplished
this in a limited fashion by using interferometry to measure the
P1 ice-layer mode along the viewing axis, then correcting the
bright-ring position for the effect of the P1 based on a ray-trace
study. The ray-trace shadowgram analysis at LLE uses 3-D ray
tracing to simultaneously fit the bright-ring measurements for all
views (typically 48 different views) to a multimode (up to ¢ = 18)
spherical-harmonic representation of the ice layer.

Producing a simulated full shadowgram for a nonspherically
symmetric ice layer can take days of CPU time20-24 due to the
large number of ray-trace calculations required. For this fitting
analysis, where many iterations of varying a large number of
spherical-harmonic components is required, an alternative was
found based on the observation that for spherically symmetric
targets, the peak intensity of the bright ring is centered on rays
whose paths on both sides of the target are along the viewing
axis. This is a poor approximation for asymmetric layers such
as a melted layer that is very offset from the view angle, but it
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is a good approximation for the quasi-symmetrical case of a
typical well-layered OMEGA cryogenic target.

With the above assumption, one need only follow one ray
for each measured bright-ring position used in the fitting. The
rays are launched backward from the measured bright-ring
positions along their viewing angles and followed through the
target and out the other side where the divergences of the rays’
final paths from the view angles are recorded. Nonlinear fit-
ting iterations are employed to adjust the spherical-harmonic
description of the ice surface, minimizing the divergence of all
the rays from the viewing angles. Typical total fitting times are
of the order of several hours to a day, depending on the number
of measurements (typically 180 points from each of 48 views)
and the number of spherical-harmonic components fit, which
varies as (/5 + 1)2. The nonlinear fitting routine constrains
the maximum peak-to-valley variation of the ice surface to be
similar to the maximum variation in the bright-ring position,
preventing large peak-to-valley structures from occurring on
the surface between the data rings or in the polar cap.

An example of the results from the ray-trace analysis with
lnax = 16 is shown in Figs. 109.56-109.58. The ice-surface
Legendre-mode power spectrum is well behaved up to this £,
(Fig. 109.56), and the surface reconstructs show less anomalous
structure (Fig. 109.57) than the standard method.
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Figure 109.56

Legendre-mode power spectrum P, of the ice surface. The solid dots corre-
spond to the low-mode-number (up to 4, = 16) ray-trace fit while the dashed
line redisplays the standard method fit (up to 4, = 16). The ray-trace analysis
is well behaved up to higher mode numbers than the standard method. The
circles are the result from mapping the average Fourier-mode spectrum of the
many great circles to determine the higher Legendre modes.
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Figure 109.57

Three-dimensional reconstruction of a cryogenic inner ice surface (#m) based
on aray trace Y;,,(6,¢) fit to the measured data (up to /.« = 16) (a) using the
Aitoff projection with contour lines and (b) using the Aitoff projection with
surface elevation. This ray-trace fit shows less-artificial structure than the
standard fit of Fig. 109.53.
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Figure 109.58

Unwrapping of a sample bright ring in polar coordinates shows that the
measured bright-ring positions (black line) are much better matched by the
predicted bright-ring positions using the ray-trace analysis ice surface (gray
line) than by the bright ring predicted using the ice surface determined by
the standard method (dotted line).

Figure 109.58 shows a measured bright ring taken from
one of the 48 different views of a D,-ice layer in an OMEGA
cryogenic target. The ice surface determined using the standard
method with £, = 16 (Fig. 109.53) would produce the bright
ring shown by the dotted line according to ray-trace calcula-
tions using that surface. The standard deviation between the
measured bright rings for the 48 different views and their
standard method predictions is 1.5 gm.

The ice surface determined by the ray-trace analysis

(Fig. 109.57) gives the bright-ring prediction shown by the
solid gray line in Fig. 109.58. This surface produces a much
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better match to the observed bright ring. The standard deviation
between the measured bright rings for the 48 different views
and their ray-trace analysis predictions is 0.8 g#m, a reduction
of 45% from the standard method.

Summary and Discussion

It has been shown that the bright-ring position can be mea-
sured very precisely, but accurately correlating the bright-ring
position to an ice-surface position is difficult. The standard
method of applying spherically symmetric bright-ring calcu-
lations is inaccurate for asymmetric ice layers. Incorporating
asymmetric ray tracing directly into the bright-ring analysis
allows a self-consistent fitting of the bright rings from multiple
views to an ice surface. Ray-tracing analysis reduced the error
between the measured bright rings (for 48 different views) and
those predicted for the fitted ice surface by 45% in comparison
with the ice surface determined by the standard analysis.

It may be possible to further improve the performance of
the ray-trace shadowgram analysis by

* modeling the bright-ring position, directly taking into
account the uncollimated illumination of the actual shadow-
graphy instead of assuming that the ring is centered on rays
parallel to the viewing angles,

* fitting the optical differences between the views (magnifica-
tion, focal position, etc.),

* adding some localized (e.g., spherical wavelet) defects to
the ice-surface fitting to account for bright-ring features too
localized to be fit by spherical harmonics and a reasonable
linax> and

* including the effects of outer-surface perturbations on the
bright ring that are believed to be responsible for some sharp
features in the bright ring.

It is important to note that as the ice-layer quality improves and
becomes more symmetric, the accuracy of the standard method
improves. Initial studies of DT cryogenic targets for OMEGA34
indicate that beta-layered DT targets are very smooth and sym-
metric and good candidates for accurate standard analyses. These
very symmetric layers may still benefit from ray-trace analysis by
isolating the effects of outer-surface perturbations on the bright
ring that can be even larger than the actual ice-surface effects.

LLE is building a cryogenic fill-tube target station that will
allow validation of this ray-trace modeling and shadowgram
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analysis. The station will possess target rotation capabilities and
equatorial views for both shadowgraphy and x-ray phase-contrast3>
layer diagnostics, allowing a direct comparison of ray-trace shad-
owgraphic analysis with (1) the standard analysis; (2) the standard
analysis using averaged bright rings from opposing views; and
(3) x-ray-phase-contrast direct measurements of the ice surface.
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Filamentation Analysis in Large-Mode-Area Fiber Lasers

Introduction

Fiber lasers have developed rapidly in recent years,!-2 with
output powers above the kilowatt level.>* Along with the
increasing output power, nonlinear effects become important
and can ultimately limit the power scalability in the fiber. Two
well-known nonlinear effects that have limited the output
power of fiber lasers are stimulated Brillouin scattering (SBS)
and stimulated Raman scattering (SRS). Several methods can
be used to increase the SBS threshold, including increasing
the signal bandwidth to decrease the Brillouin gain,? using
new fiber designs to decrease the overlap between acoustic and
optics modes, varying the temperature along the cavity,”8 and
using low-numerical-aperture, large-mode-area (LMA) fibers.?
Spectral filtering and LMA fibers are also used to mitigate SRS.
In LMA fibers, the large mode area serves to decrease the opti-
cal intensity, therefore increasing the nonlinear threshold.

While many methods are being investigated to suppress
SBS and SRS, other nonlinear effects, such as self-focusing,
also have an impact. In 1987 Baldeck et al.!9 observed the
self-focusing effect in the optical fiber with picosecond laser
pulses. Self-focusing can lead to beam-quality degradation
through a process called filamentation. The physical nature of
filamentation arises from self-focusing through the nonlinear
refractive index. When the light intensity is strong enough for
self-focusing to occur, the beam in the laser cavity is focused
narrower and narrower. As a result, the laser beam is limited in
a small region in the center of the core. Thus the corresponding
population inversion is depleted in the center of the core, but
undepleted in other areas of the core, i.e., spatial hole burning.
With spontaneous emission occurring throughout the core,
it is easy to generate other lasing beams, finally resulting in
filamentation. Filamentation has been studied extensively in
semiconductor lasers in the past two decades;!!-13 however,
little work has been done in fiber lasers.

In this article, a theoretical model for the filamentation effect
in LMA fiber lasers is presented. Solving the paraxial wave
equation and population rate equation in three dimensions, an
expression for the filament gain is derived using a perturbation
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method. This expression includes both spatial and temporal
characteristics, the filament spacing, and oscillation frequency.
The filament gain also depends on the physical parameters of
the optical fiber, the nonlinear refractive index, and the pump
and signal power. This model can predict the output-power
thresholds at which the filamentation will occur for a given set
of optical-fiber parameters, in particular the core diameter. A
simplified threshold expression is also provided. The results
are shown to be consistent with previous experiments.

Theoretical Model and Steady-State Solution

Starting with Maxwell’s equation in a dielectric medium,
a wave equation is obtained, assuming an optical field of the
form A = As(r,(/ﬁ,z, t)ei(kz_“’f) and using the slowly varying
envelope approximation to neglect the second derivatives of the
time ¢ and axial coordinate z. After considering the gain, loss,
nonlinear refractive index, and the coupling of the pump and
the signal light in the optical fiber, the optical field of the signal
light can be found to satisfy the paraxial wave equation

0A, | 0A,
9z v, ot T 2k,

L, .
+ [Egs + z(2prp + ySPS)]AS, oy

where A; is the slowly varying amplitude of the signal light
along z and ¢, v, is the group velocity, k; = nqgr kg is the mode
propagation constant of the signal light, n.is the effective index
of the refraction, and k) is the free-space propagation constant.
V#=(1/r)0/07)+(02/ar?)+(1/r?)(32/0 ¢?) is the trans-
verse Laplacian operator, representing diffraction. g, = g.—0.,y
is the net gain of the signal light, where g, = N,0¢ — N|0¢ is
the local gain of the signal light. The energy-level system of the
excitation ion is assumed to be a two-level system,16 where N,,
N; are the upper- and lower-state population densities, respec-
tively. Gj?, 03 are the absorption and emission cross sections at
frequency w; with j = p, s representing pump and signal light. To
analyze the optical fiber laser, the mirror losses are distributed
throughout the cavity, ot.,y = Gjn — In (R1R2) / 2L, where o
is the internal loss, L is the cavity length, and R; and R, are
the reflectivities of the mirrors. For the case of a fiber ampli-
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fier, the cavity loss is the same as the internal loss, ¢,
Yi= nokq / A
is the Kerr coefficient, and Aeffj is the effective cross-section
area at frequency @;. The nonlinear parameter yj represents
self-focusing in optlcal fibers, for ;> 0; P;= | A ‘ is the optical
power in the core at frequency ;.

cav alnt

eff; is the nonlinear parameter at frequency @ )y 11y

With the assumption of a two-level system, the rate equation
of the excited state is given by!®

IN, N,
37 =_?_<N20§_N1‘7?>¢s_<N20';_N10;>¢p’ @

where ¢; = P; / (Aeffth j> is the photon flux at the frequency
v}, T is the spontaneous lifetime of the excited state, and N, =
N| + N, is the total population density.

Equation (1) is a nonlinear equation without an exact solu-
tion. The waveguide mode is first solved in the absence of gain
and loss for low-intensity levels (i.e., no nonlinear effects). The
solution in the core can be found:1#

A=A exp[ (k -0 t)]
= ASOJm( r) exp(im@)expli(k,z - @) 3)

where A is a constant, pl= ni k2 k2, and n is the refractive
index in the core. The index m can take only integer values, with
m = 0 for the fundamental mode. Therefore, the optical field
in Eq. (1) should have the form A; Asl(z)J (psr) exp(im@).
Substituting the Laplacian term with V TA =—p2A,, Eq. (1)
can be rewritten in the steady state as

oA, [, i
0z =28 Y—%+l(2prp+ySPs) Ag. @)

For simplicity, bi-directional pumping is assumed, so the
pump power P, can be regarded as nearly constant along the
cavity, which leads to a constant gain along the cavity. When
a laser is above threshold, the gain is clamped to the value of
cavity loss at threshold. Since the loss is distributed along the
cavity in this unfolded cavity model,!3 net gain g/, is zero and
the signal power P, = ‘ A | must therefore be independent of

HAAl ‘— bo] Thus, the solution of Eq. (4) has the form

Ay = Ay I (psr)exp(im)exp (iMkyz), is given by
.2
1 , lp
Ak =585~ 2%t i(2,P, +7,P)- Q)

Equation (5) shows the change for the complex propagation
constant due to the gain, loss, nonlinearity, and the wave-
guide mode.
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The modal gain g; = I'yg includes the transverse confine-
ment factor I'y = Aegfs / Acore to account for the fact that excited
ions are doped only in the core. Substituting the relation Ny =
N,—N, into Eq. (2), the upper-state population can be found in
the steady state as

s s P P
sat e a sat
O' +O' P 0,+0, Pp
N2: P s (6)
1+ K 14
sat sat
P P

where P;=|A; 2 P = (Aeffthj) / [(0'3 + O'?)T] is defined as
saturation power with j = p, s. For the case of the fiber laser,
with the threshold condition of g, = o,, and the assumption
of constant pump power, the signal power is constant along the
z direction in the cavity solved from Eq. (6):

(04
P=—N0'a+ cav
N {(ts FS

N (O'e o?-0o¢ ae) sat
+ AN ps Qcay PP acavP s (7)
e a T sat T :
0,t0, s |P P s

Linear Stability Analysis and Filament Gain

The stability of the single-mode solution against nonlinear
spatial perturbations must be asserted to determine under what
condition beam filamentation will occur. If small perturbations
grow with propagation, then the steady-state solution is unstable
and the beam can break up under propagation through the fiber.
Small perturbations @ and » are introduced in the optical field
Ag= [JE +a(r,¢,z,t)exp (iAksz)] and upper-state population
density N’y = N, + n(r,¢,z,1). Linearizing Eqgs. (1) and (2) in
a and n, while using the steady-state solutions, leads to two
coupled linear equations:

da
0z

1 da i 1,
+U_6_ 2k (p a+ VTa> nga

+ %an (P, <o§ + Gf) +iy P, (a + a*), ®)

o\,
+(N,—N, - +ch Ps;t(a+a ). )
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Due to the cylindrical geometry, the perturbation is assumed
to have the form of a Bessel function,

a= aljk¢(pr) exp [i(k¢¢ +kz— Qt)]

Y RO

n= n0]k¢<pr) exp [i(k¢¢ +kz— Qt)]
+n§Jk¢(pr)exp[—i(k¢¢+kzz—Qt)], (11)

where p is a Bessel parameter, k4 has integer value, k_ is the
propagation constant of the perturbation, Q is its oscillation
frequency, and n(, a;, and a, are constants. The two field-per-
turbation parameters originate from the fact that a represents
a complex field, which is determined by two independent
variables.!” The perturbation in population density 7 is a real
number, which can be determined by one variable. Substituting
Egs. (10) and (15) into the coupled equations leads to linear
equations about a; and a%. In the condition that they have
nontrivial solutions, k, needs to satisfy

Q .1 . ,
kZ :v—g+l§[G(] +l§>—gs]

/2 /2
p p 11,2 . £\2 ;2
+Q/zks<zzcs_27’s1’s>—4[6 (1+igf+gl] (2

where p’2 = p2 — p2.The factor £ and the saturated power gain
G are defined respectively as

_ Qt
1+ Silt + Sfit
P Pp
Ps 1 Ps P[’
+
sat sat sat
P} P P}

G=Tg, (14)

p. P\
s P
(l + s + Psat) +(Qry
s P
The steady-state solution is stable provided the perturbation
gain (which is the imaginary part of the k) is less than the
cavity loss, a reflection of the growth of the laser field in the
cavity. With the relation g = —2Im(k,), the perturbation gain
can be extracted from Eq. (14), where the factor 2 is added to
define the power gain:
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2 /2 /2
g= ReJ2<2ySPS - 127]€>+[G2 (1+iEf + g'?]
-(G-g)). (15)

The negative root from Eq. (12) is selected because the gain
needs to be positive for the filamentation to occur. Equation (15)
gives a general expression for the filament gain. In a fiber laser,
when the population inversion is clamped to the threshold, the
net gain g’ is zero. The filament spacing is defined as w = 7t/p,
and oscillation frequency f=|Q|/27.

It is already known that the solution of perturbation must
have the form of a Bessel function due to the cylindrical geom-
etry of the fiber. Because the perturbation is also an electro-
magnetic field, it also needs to satisfy the boundary condition
on the interface between the core and cladding, which means
for every ky the Bessel parameter p or filament spacing w has
only discrete values. In other words, the perturbation also
has mode structure, which is similar to the well-known mode
properties of the electromagnetic field in fibers. Equation (15)
shows no dependence of k to the filament gain, but that does
not imply that all the modes can resonate. Mathematically,
lower-order modes, especially the fundamental mode of the
perturbation, do not have dense enough mode structure for
filamentation to occur. Physically, the largest amplitude of
the fundamental mode is in the center of the core, where the
population is depleted. The amplitudes of higher-order modes
are zero at the center and large at the margin where the popu-
lation is undepleted. Therefore higher-order modes of pertur-
bation are more likely to occur than lower-order modes. The
peak-to-peak period of squared higher-order Bessel solutions
is approximately equal to 7z, which accounts for the factor 7z
in the definition of filament spacing.

Spatiotemporal Analysis of Filament Gain
in Optical Fiber Lasers

Most high-power fiber lasers are Yb doped, due to high
quantum efficiency, high doping density, the absence of excited-
state absorption, and a long upper-state lifetime. Therefore the
parameters used in this section are for typical Yb-doped fiber
lasers and are shown in Table 109.V.

Figure 109.59 shows a 3-D plot of normalized filament gain
versus normalized filament spacing and oscillation frequency
for the signal peak power Py = 10 kW and core diameter d_ ., =
100 um. The figure is symmetric in frequency space; therefore
only positive frequency is plotted. To facilitate understanding of
Fig. 109.59, normalized gain g, = 8/0.,, and normalized fila-
ment spacing wyom = W/dgqre are used, where a.. is the radius of
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the fiber core. If perturbation gain is larger than cavity loss (g,,om >
1), the filament can grow in the cavity; if filament spacing is less
than core radius (W, < 1), filament can appear in the core. Both
of these conditions need to be satisfied for the filament to occur
since the gain exists only within the fiber core. In Fig. 109.59 there
is a peak in the spatial dimension, which defines the filament spac-
ing at which the perturbation will grow most rapidly, where g >
O,y However, the normalized filament spacing corresponding to

Table 109.V: Parameters for ytterbium-doped optical fiber
laser calculations.

Parameter Value

A, 0.976 um
A 1.053 um

o4 2476 x 10727 m?
o5 2483 x 1027 m?
o? 20.65 x 10727 m?
o¢ 343.0 x 10727 m2
N, 9.4 x 1024 m=3
T 0.84 ms
T, 0.01

Reore 1.46

Melad 1.45562

n, 2.6 x 10720 m%/W
R 1

R, 0.5
L 0.5m

it 0.003 m™!

Normalized gain

E15023aJR

Figure 109.59
Normalized filament gain versus normalized filament spacing and frequency
for d;ope = 100 um, Py = 10 kW.
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the peak region is larger than unity, which means the filament is
outside the core, and filamentation cannot occur. In the temporal
dimension, the curve is constant with a dip at low frequencies.
Since the noise perturbation is dynamic, there is less possibility
for the filament to grow statically or in low frequency.

In Fig. 109.60, the signal peak power P, is increased to 10 MW.
The gain peak becomes much larger, and the corresponding fila-
ment spacing falls into the core. Because both of the thresholds
are reached (g, > 1 and wy, < 1), filamentation can occur.
There is no observable feature in the temporal dimension. Thus
for signal peak power high above the gain threshold, the temporal
modulation of the filamentation can occur at any frequency.

1500 o

£ |
51000
S
= 500
5 0
-500 |
10

._.1'5

| o o
0.5 e a g\\amen

5
S Ay, Hg)
ﬂoﬁ“a s?"‘cm%

070.0

E15023bJR

Figure 109.60
Normalized filament gain versus normalized filament spacing and frequency
for d;gpe = 100 um, Py =10 MW.

Figure 109.61 shows normalized filament spacing and
normalized filament gain corresponding to the gain peak as
functions of signal peak power for the core diameters ranging
from 20 gm to 200 gm, when f = 10 GHz. With the increase
of the signal peak power, the filament gain peak will move
toward the small filament spacing and the filament gain will
also increase. This agrees with conventional understanding:
the higher the power, the denser the filaments and the larger
the possibility for filamentation to occur. From Fig. 109.61 the
gain threshold for the filamentation to occur (g = a,,) can
also be observed; it is from a magnitude of 100 W to 10 kW
for core diameters ranging from 20 #m to 200 xm. The fila-
ment spacing threshold, however, is around a few MW, which
then determines the filamentation threshold. Self-focusing,
and thus filamentation, is determined only by the peak power
(highest power) in fiber lasers, regardless of different average
powers. Correspondingly, cw (continuous wave) operation is
represented by the same curves in Fig. 109.61.
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Figure 109.61

(a) Normalized filament spacing and (b) normalized gain as a function of
the signal peak power for various core diameters: 20 um (dotted), 50 xm
(dashed—dotted), 100 gm (dashed), and 200 um (solid) (f= 10 GHz).

The gain peak with respect to the normalized filament spac-
ing can be obtained by solving dg/ow = 0. Correspondingly,
the filament spacing and signal peak power have the relation

72 / w2 = 2yk P; + p%. At spatial threshold w = ., the spatial
threshold power is
2/ 2 2
n/a -
ial < / core) Ps
P:gatla — (1 6)

2 /)/S kS

At high frequency, saturation gain G and factor £ can be
neglected from Eq. (15), and the filament gain can be simpli-
fied at the gain peak as g = 2y,P,. At gain threshold g = a,,,
the gain threshold power is

gain _ Feav a7)

Pt = 2},Y .

Figure 109.62 shows the spatial and gain threshold powers
as functions of core diameter. As would be expected from an
intensity-dependent process, the gain threshold power increases
as the core diameter (and thus mode diameter) increases. Con-
versely, the spatial threshold power decreases with increasing
core diameter. For larger modes, the effects of diffraction and
waveguiding are weaker; thus the mode becomes more suscep-
tible to filamentation. For all core diameters below 1000 ym,
the spatial threshold dominates.

Figure 109.63 shows the normalized and non-normalized
filament gains as functions of the signal peak power for three
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Figure 109.62
Gain threshold power (dashed) and spatial threshold power (solid) as a func-
tion of core diameter (f= 10 GHz).

cavity lengths, from 0.5 m to 4 m when d,, = 100 #m and =
10 GHz. It is instructive to see that the normalized gain changes
with cavity length since the cavity length relates to the cavity
loss in the unfolded cavity model. The non-normalized gain
is not affected by the fiber length since it is dependent only on
signal peak power. In the laser cavity, light propagates back
and forth, and the optical path is effectively infinitely long.
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Figure 109.63

(a) Non-normalized filament gain, (b) normalized filament gain, and (c) nor-
malized filament spacing as a function of the signal peak power for three
different cavity lengths: 0.5 m (solid), 2 m (dotted), and 4 m (dashed—dotted)
(dcore = 100 um, f= 10 GHz).
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Thus filamentation can occur as long as the filament gain is
larger than cavity loss, and it does not depend on cavity length.
Figure 109.63(c) shows a plot of the corresponding normalized
filament spacing versus signal peak power. The filament spatial
properties do not change with cavity length since they have the
same transverse spatial structure. Because spatial threshold
determines total threshold here, total threshold is independent
of cavity length.

Discussion and Conclusion

Only a single experiment reported self-focusing in multi-
mode optical fibers.!0 In this work, 25-ps pulses were coupled
into multimode fiber, and a mode scrambler was used to dis-
tribute pulse energy into every mode. The output beam profile
was unchanged for pulse energies less than 1 nJ. When the pulse
energy was increased beyond 10 nJ, self-focusing occurred.
That is to say, the peak power threshold is between 40 W to
400 W. Considering the use of the mode scrambler, the thresh-
old should be much smaller compared to our model, which
assumes an unperturbed starting condition of the fundamental
mode. Our model gives a gain threshold of around 1 W and a
filament spacing threshold of around 0.5 MW. Starting with a
set of modes instead of a single mode will lead to a reduction in
the filamentation threshold due to the added spatial variations
in the initial condition. More recently, an ultrashort Yb-doped
fiber laser system was demonstrated with peak power in the
fiber of 15 kW (Ref. 4). Since their peak power is still under
the filament spacing threshold (~7 MW from our model), no
filamentation occurs.

The thresholds of SBS and SRS are around ~20 W and
~1 kKW for short-length cw fiber lasers.” For short-pulsed fiber
lasers, SBS can be neglected for the broadband spectra; the
threshold of SRS can be increased to MW using the LMA
fibers. Recently, Cheng!® has reported a 1.56-MW-peak-power
laser system using 80-xm-core, Yb-doped LMA fibers. Given
the rapid rate of progress in high-peak-power fiber lasers, self-
focusing and filamentation will soon become a problem that
will need to be addressed in order to retain high-beam-qual-
ity output. It is important to note that since these phenomena
effectively increase the spatial frequency of the light in the
fiber, bend loss will have a beneficial impact on the filamenta-
tion threshold.

In summary, an expression for filament power threshold was

derived, using a perturbation method, starting from the paraxial
wave equation. The spatial and temporal characteristics of the
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filament gain were analyzed. Two conditions must be satisfied
simultaneously for filamentation to occur: filament gain larger
than cavity loss and filament spacing less than the core radius.
The filamentation also has the mode characteristics of optical
fibers, and its threshold is of the order of a few MW.
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Averaging of Replicated Pulses for Enhanced-Dynamic-Range,
Single-Shot Measurement of Nanosecond Optical Pulses

Introduction

Nanosecond-length laser pulses are commonly used in appli-
cations such as light detection and ranging (LIDAR) and
remote sensing. Accurate measurement of the pulse shape can
be critical for specific applications. In particular, laser sys-
tems used for inertial confinement fusion (ICF) are required
to produce stable, high-contrast pulse shapes to achieve the
highest-possible compression of the target.:> While non-
linear techniques can measure pulse shapes with a contrast
of the order of 107 (Refs. 3 and 4), reliable measurement of
nanosecond-length pulses can only be achieved with either
streak cameras or photodiodes in conjunction with oscil-
loscopes. Streak cameras offer high-dynamic-range (700:1),
multichannel (>8) measurements with 30-ps temporal resolu-
tion.> However, the relatively slow update rate of single-shot,
high-dynamic-range streak cameras (0.1 Hz) precludes their
use in applications that require real-time monitoring. Such
applications include real-time pulse-shape adjustment or the
diagnosis of intermittent problems.

Although oscilloscope sampling rates are continually
increasing, the vertical resolution has remained stagnant at
8 bits. Additionally, the effective number of bits (ENOB) is
limited to 5 or 6 due to inherent noise floor and digitization
effects. Therefore, when using photodiodes with oscilloscopes
to measure an optical pulse shape, the oscilloscope becomes
the limiting factor of measuring contrast, reducing the mea-
surable dynamic range (DR = 2ENOB) {5 ~45_Such a contrast
is insufficient for the accurate measurement of high-contrast
ICF pulse shapes that require measurement of pulses with up
to 100:1 shape contrast at a reasonable level of accuracy.

The conventional method for reducing noise on periodic
signals is to average temporally sequential events, which has
the benefit of reducing the signal-to-noise ratio (SNR) by a
factor of /N , where N is the number of traces. However, non-
repetitive, single-shot events get washed out in the averaging
process; this is particularly important when trying to diagnose
intermittent failures. Furthermore, the acquisition speed in
sequential averaging is reduced by a factor of N.
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To capture single-shot events, the pulse can be replicated
and averaged with itself to reap the benefits of averaging. In
previous work, the pulse of interest was sent through an active
fiber loop to produce a replicated pulse train.® With gain in the
loop, the signal was kept near maximum throughout the pulse
train at the expense of amplifier noise added to the signal at
every pass. Additionally, the amplitudes of the resultant pulse
train followed an exponential decay curve, making it difficult
to operate at high repetition rates. In this work, a passive pulse-
replication structure is implemented to achieve the series of
pulses. The signal is power divided, then recombined with a
fixed time delay. Multiple split/recombine stages with digi-
tally increasing delay can yield an arbitrary number of pulses,
provided there is sufficient energy in the initial pulse. The
replicated pulses are read from a single oscilloscope trace and
subsequently averaged in order to achieve increased dynamic
range. Similar pulse replication schemes have previously been
implemented for increased temporal resolution in measuring
picosecond pulses.”

Experimental Configuration and Measurements

The configuration for passive pulse replication is shown
schematically in Fig. 109.64. A series of 2 x 2 fused-fiber
splitters are spliced with m x 12.5-ns-delay fibers between the
individual stages. Since successive combinations use splits from
previous combinations, the last split is the only place where
light is forfeited. It should also be mentioned that since the
first splitter has two input ports, two separate pulses can be run
simultaneously through this architecture, provided their timing
is such that the resultant pulse trains do not overlap in time.

Figure 109.65 shows the resultant 64 pulses from the raw
photodiode output as measured on a Tektronix TDS 6154C
digital storage oscilloscope, which has a 12-GHz analog band-
width. The pulses are nominally spaced at 12.5 ns, although
precise spacing is not critical to the method.

The trace is acquired from the scope at 25-ps resolution,

and the individual pulses are separated by temporal binning.
The fine temporal alignment between two pulses P;(f) and Pj(t)
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Figure 109.64

Schematic of 64-pulse passive pulse-stacking architecture.
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Figure 109.65

Oscilloscope trace showing 64 pulse replicas.

in the pulse train is measured once with a cross-correlation
method using the formula

X;i(1)= F_I{F[Pi(t)] x F*[Pj(t)]}, )

where F and F~! denote the discrete fast Fourier transform and
its inverse and the asterisk denotes the complex conjugate. The
temporal offset 7;; is the value of 7 that maximizes the function
X,-j(t). P is offset by this amount before averaging with the
other pulses from the pulse train.

Figure 109.66 shows the single-shot, self-averaged pulse
together with a multi-shot-averaged pulse (64 averages) and
a single pulse (no averaging) for comparison. Similar to the
multi-shot average, the single-shot average shows clear per-
formance enhancement compared to the single-shot case.
Additionally, due to the jitter inherent in temporal acquisitions,
the multi-shot—averaged case has a reduced effective bandwidth
compared to the single-shot—averaged trace, as can be seen in
the relative sharpness of the leading edges of the corresponding
pulses in Fig. 109.66.

The dynamic range of the measurement is defined as the

ratio of the peak of the signal to the signal level where the SNR
is equal to unity. Figure 109.67 shows the calculated dynamic
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range for the single-shot and multi-shot averages as a func-
tion of the peak signal on the photodiode. In the multi-trace
averages, there are 64 temporally displaced copies at different
signal amplitudes (as can be seen in Fig. 109.65), each of which
is plotted independently. Given that the noise level is identical

1.2 F —
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2
5 08 [ —
g
E 0.6 - —
=
g 04 Single-shot
Z. averaged

02 Multi-shot

averaged
0.0 :
1 2 3 4 5
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Figure 109.66
Single-shot, single-shot—averaged, and multi-shot—averaged pulse shapes.
Arbitrary offsets have been added for clarity.
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for all cases, increased signal amplitude corresponds directly to
increased dynamic range. For the single-shot—averaging case,
the data point is plotted versus the average amplitude of all of
the peaks in the 64-pulse train. This plot clearly demonstrates
that single-shot averaging works just as well as multi-shot
averaging without the disadvantages of reduced acquisition
time and the loss of single-shot events. For further compari-
son, the manufacturer’s specifications rate the oscilloscope at
5.5 ENOB, corresponding to a maximum dynamic range of 45.
The single-shot—averaging technique demonstrates a dynamic
range of 312, or an ENOB of 8.3, an improvement of nearly
3 bits over the nominal performance of the oscilloscope. This
level of improvement is expected from the averaging function;
since the SNR is reduced by /N and the maximum signal
remains nearly the same, the dynamic range is improved by
the same factor, for which Y64 = 23.
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Figure 109.67

Dynamic range of single-shot—averaged and multi-shot—averaged pulses

Discussion and Conclusions

In principle, this method can be extended to a larger num-
ber of pulses in the pulse stacker, thereby achieving even
better dynamic range and SNR. The ultimate limitation is
peak-detected signal power, which is reduced by a factor of 2
every time the number of pulses is doubled. Provided the laser
system has sufficient energy to spare for the measurement, the
upper limitation on power launched is driven by damage and
nonlinear effects in the fiber.

For spectrally narrowband pulses, stimulated Brillouin scat-
tering (SBS) becomes the limiting factor in power launched
into the fiber. The conventional threshold equation for the SBS
threshold is g gPoLefs / Aegr = 21, where gp is the Brillouin gain,
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Py is the threshold peak power, Ly is the effective interaction
length, and A is the effective mode area.® Since the light
scattered by SBS is in the reverse propagation direction, the
effective length of the interaction is determined by the time
of flight of the pulse in the fiber. Using typical numbers for
1053 nm, the SBS energy threshold for a 1-ns pulse is of the
order of several microjoules.

Conventional damage thresholds for fibers are near 5 J/cm? for
a 1-ns pulse, although higher values have been reported.!9 Using
the more-conservative value leads to an upper energy limit of
the order of a few microjoules for a single-mode fiber at 1053 nm
(~6-um core). Together, damage and SBS considerations limit
the maximum launched power to a few microjoules.

The receiver of the system also has its limitations. Gener-
ally, detection of low light levels may lead to signal-to-noise
issues; therefore, higher light levels are desired. However,
the photodiode itself has an upper limit of peak signal power
before the pulse becomes distorted by space-charge effects
that arise when the extracted charge exceeds more than a
few percent of the charge stored in the photodiode. For the
Discovery DSC-30 photodiodes that were used, the power
was limited to approximately 10 pJ per pulse in the pulse
train; reasonably beyond that value, pulse-shape distortion
became noticeable.

Together, the fiber launch energy and the photodiode lin-
earity determine the maximum dynamic range of the detected
signals. The single-pulse energy after passing through the
system is given by (17/2)V, where 7 is the transmission of the
coupler and N is the number of stages. Using the energy limi-
tations described above with a conservative 0.6-dB insertion
loss for the couplers, a total of 14 stages can be utilized. Thus,
this technique can be extended to achieve an increase of 7 bits
over the nominal oscilloscope performance.

In conclusion, measuring pulse shapes beyond the dynamic
range of oscilloscopes is achieved by passive temporal-pulse
stacking. Pulses are averaged with their time-delayed replicas
without introducing additional noise or jitter, allowing for
high-contrast pulse-shape measurements of single-shot events.
A dynamic-range enhancement of 3 bits is demonstrated
experimentally, and the technique can be extended to yield
an increase of up to 7 bits of additional dynamic range over
nominal oscilloscope performance. Moreover, single-shot
averaging does not suffer from temporal jitter; therefore it can
produce higher bandwidth measurements than conventional
multi-shot averaging.
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Laser-Driven Magnetic Flux Compression
for Magneto-Inertial Fusion

Introduction

Direct-drive inertial confinement fusion (ICF) has seen for-
midable progress in recent years.!*> The energy coupling and
hydrodynamics of the implosion continue to be the dominant
factors in the path to successful conversion of the incident laser
energy Ej into thermonuclear burn energy E1y (Ref. 3). For
direct-drive implosions, the energy gain G = Ey / E; depends
strongly on the implosion velocity V; and on the coupling
efficiency 77, = 1,ps1,- The dominant part of this product
is the hydrodynamic efficiency 17, the ratio of the kinetic
energy of the implosion to the incident laser energy E; (a few
percent), while the absorption efficiency 7, is of the order of
60% to 80% depending on the laser wavelength. It can be
shown* that the gain of an ignited target scales as G ~ mVi 2,
while 77, is approximated well with 77, ~ Vi_0'751 ZO~25, where I}
is the laser intensity. Thus, the thermonuclear gain is roughly
inversely proportional to the implosion velocity. On the other
hand, successful ignition of the assembled central hot spot (the
necessary condition for any gain in ICF) in conventional ICF
requires that the hot spot reaches a certain temperature 7} (of
the order of 5-keV ion temperature), which requires high implo-
sion velocities. This is confirmed by the scaling relations of
Ref. 4, which show that T}, ~ V}'A'. Too slow a compression will
not compensate thermal losses and the hot spot will not reach
the required temperature, although the areal density of the fuel
may attain high values. These restrictions on V; set limits on
both the minimum energy for ignition and the maximum gain
in conventional ICF.

In what is called a magneto-inertial fusion (MIF) implosion,
an additional thermal insulation of the fuel forming the hot spot
is provided by a strong magnetic field in a typical direct-drive
ICF target.? The hot spot can reach ignition temperatures due to
the reduced electron thermal conductivity, and then, when the
nuclear burn develops, the alpha particles will also be confined
to the burn region, delivering the energy needed to support the
burn wave. Considering a hot spot with a characteristic radius
Rj, =40 um, a density of ~10 g/cc, and a temperature of 5 keV,
an electron—cyclotron frequency @, exceeding the collision
frequency v, is required for magnetic insulation; i.e., @07, > 1,
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where 7, = l/Ve is the collision time. This corresponds to
B> 10 MG due to the high densities (small collision times)
in the hot spot. The condition for alpha-particle confinement
T, / R;, < 1 (where ry is the gyroradius) requires B > 95 MG
for the 3.5-MeV fusion alphas in a burning DT plasma. Such
strong magnetic fields are very difficult to create externally. The
largest macroscopic magnetic fields have so far been generated
only by magnetic-flux compression in metallic liners driven
by chemical detonation.®” The measured upper limit that we
are aware of is of the order of 10 MG (Ref. 8). Flux compres-
sion with an ICF-scale laser like OMEGA? is a possible way
to obtain even stronger fields. The idea is to perform an ICF
implosion in which there is a preimposed macroscopic magnetic
field, amplified with the compression of the target plasma. Flux
compression with a plasma “liner” was discussed by Liberman
and Velikovich in Refs. 10 and 11 more than 20 years ago. In
Ref. 11 the authors consider a magnetic field that is “frozen” in
plasma compressed by a thin cylindrical wall. They show effec-
tive compression of the field with low field diffusion losses.
Z pinches and laser ablation are mentioned as possible drivers
for the hydrodynamic compression of the plasma.

The basic concept of flux compression can be described
with the following simple formulas. In cylindrical geometry,
neglecting the diffusion of the magnetic field, the conservation
of the magnetic flux ® will yield an increase proportional to
the reduction of the encircled area:

2 2
) @ "o
Bmax:BO<r . ) QT():BO(r ) . )]

min min

In the general case of nonzero flux diffusion out of the confin-
ing volume, the flux compression equation is obtained from
Eq. (1) by differentiation:

1dB_1d0 2 dr(r)

Bdr  ®dr () dr

This can be expressed in terms of the implosion velocity V; =
—dr(#)/dt and the speed of resistive field diffusion Ve=n / Hob,

(@)
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where 77 is the plasma resistivity, (4 is the permeability of
vacuum, and § is a characteristic scale length of the conductor
(plasma) shell in question. The ratioRe,, V; / Ve is the magnetic
Reynolds number, the dimensionless metric that determines
the effectiveness of the flux compression scheme. It is the ratio
of the convective to the dissipative term in the magnetic flux
equation and as such determines the magnetohydrodynamic
(MHD) regime (from ideal MHD at Re,, > 1 to strictly resis-
tive MHD at Re,,, < 1). The speed V can be obtained from the
time scale!? of an assumed exponential flux decay through
the conductive region interface (with scale length &), given by
the ratio of shell inductance /,loﬂ'rz to resistance 8/(27rn) (per
unit axial length):

T__<dln(D>_1_ﬂ0r5_L
=\ar ) T2p Tavg

Expressing (2) in terms of Re,, yields

1dB_ P i e, 1 3)
Re,,

Bdt = ) )T ) de

and shows that the field will increase only if V; is much larger
than Vf, ie.,Re, > 1. Thus, when the diffusion of flux into the
plasma shell due to its finite resistivity is considered, Eq. (1)
is modified to

"min

21— 1 )
Bmax=Bo< 0 >( Rew)) @

E15665]RC

which follows from Eq. (3) for the simple case of Re,, constant
in time (or equal to an appropriately chosen average value

(Rey,)).

The OMEGA laser? is an ideal test bed for magnetic-flux-
compression experiments in plasmas [Fig. 110.1(a)]. Typical
implosion velocities V; in excess of 107 cm/s, coupled with the
high conductivity of the hot plasma containing the field, should
keep the magnetic Reynolds number large and provide for
effective compression of the seed magnetic flux. The seeding
of a magnetic field in the target can be accomplished with a coil
system driven by a device such as the one shown in Fig. 110.1(b)
and described later in this text. In contrast to compression with
metallic liners, an ICF-scale, cylindrical-ablator shell (usually
plastic) driven by a laser does not by itself trap the enclosed
magnetic flux, but delivers kinetic energy to the plasma that
contains the field. This is the gas fill that is ionized by the initial
hydrodynamic shock to a highly conductive plasma state in
which the resident seed magnetic field is captured. At the onset
of the laser pulse, the rapid increase in ablation pressure drives
this shock through the shell; it breaks out into the gas, filling the
capsule, and fully ionizes it, raising the temperature in the gas
post-shock region to about 100 eV. It is this region with a high
magnetic Reynolds number (a time-averaged value of Re,,, > 60
is obtained from the simulations) that traps the magnetic field.
The colder and more-resistive shell then provides the mechani-
cal work for compression of this plasma and the field embedded
in it. Figure 110.2 shows the simulated electron-temperature

VERS

Figure 110.1

(a) Target-coil geometry for magnetic-flux-compression experiments. The cylindrical target is compressed radially by the laser beams. A single-turn coil

delivers the seed magnetic pulse. (b) A compact, capacitive discharge system designed for integration in multibeam OMEGA experiments drives the current

in the coils.
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Figure 110.2
The imploding shell (peak in dashed curve) compresses the shock-ionized gas
fill that has trapped the axial magnetic field in the hot post-shock region.

profile in the D, gas fill during shock propagation. This is for
a 1.5-mm-long, 860-xm-diam, 20-xm-thick cylindrical plastic
shell filled with 3 atm of D,. The plastic shell can be identified
in the density profile plotted at the same time. It is interest-
ing to note that there is diffusion of magnetic flux out of the
post-shock region not only through the shell but also into the
unshocked gas inside the target (Fig. 110.2). This is driven by
the steep gradient in resistivity and the short scale length of
the shock interface, leading to a very large value of the diffu-
sion speed. The simulation confirms it with an increase in the
magnetic field ahead of the shock. The shock-front diffusion
speed is

- 1 0B,
_hnT1 z
Vr="uy B; dr’ ©)

[Tt

where the “~" denotes the pre-shock region. For our case, if we
consider the good approximation 7~ > 7 — 0, an integration
of the induction equation across the shock will yield a jump
condition written in the frame of reference of the shock front

moving with velocity ug,

=~ =(u,— V;)B}. ©)

)
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This ratio shows that field cumulation in the post-shock region
(large field ratio) needs large V;, while Vracts to reduce the field
jump by raising the field ahead of the shock. In contrast, at the
ionized gas—shell interface, the resistivity scale length is larger
and the shell plasma is a conductor, albeit not as good as the
plasma in the post-shock region. This leads to lower outward
diffusion of the field and net flux compression due to the high
convergence velocity of the shell. The field and density profiles
at the center of the target, as simulated by LILAC-MHD,'3 are
shown in Fig. 110.3 for the time of peak compression. One
can see that in the hot spot (in this case the central 20 gm
of the target) the magnetic field reaches the values (>95 MG)
needed for alpha-particle confinement in a DT fusion target.
The result is a six-fold increase in the simulated stagnation ion
temperature to >7 keV, when compared to a simulation with
no seed field.
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Figure 110.3
LILAC-MHD results for a 3-atm, D,-filled CH capsule at the time of peak
compression: field (solid curve) and density (dashed curve) profiles at the
target center.

MIFEDS (Magneto-Inertial Fusion Energy Delivery
System) Seed-Field Generator

To obtain multi-megagauss fields with the laser-driven
flux-compression (LDFC) scheme, it is necessary to start from
substantial seed-field values due to the limit in maximum con-
vergence ratio of the compression. For a cylindrical geometry
[Fig. 110.1(a)], the convergence ratio is between 10 and 20. Sup-
plying tens of tesla to the target chamber center of OMEGA is
nontrivial since the parametric space is restricted on one side
by the small physical volume available and on the other by the
need of high energy in the magnetic pulse. This is actually a
high-power requirement because of the short duration of an
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OMEGA implosion (1-ns pulses are used in the experiments).
A compact device shown in Fig. 110.4 [see also Fig. 110.1(b)]
generating seed magnetic fields of sufficient strength (up to
0.15 MG measured) was built to test the laser-driven magnetic-
flux-compression concept. It fits in a diagnostic insertion port
on the OMEGA chamber, stores not more than 150 J, and
provides magnetic pulses with an intensity of 0.1 to 0.15 MG
and ~400-ns duration.

E15668JRC

Figure 110.4
MIFEDS device in the diagnostic TIM (ten-inch manipulator) facility.

The interaction volume in the OMEGA target chamber is
characterized by the target size and is thus limited to a linear
dimension of a few millimeters. This small volume is in the
field of view of an extensive suite of diagnostics, pointed at
the target chamber center from various angles and occupying
conical space envelopes that should not be broken to prevent
beam clipping or conflict/collision with other diagnostics. For
the LDFC scheme described above, a magnetic pulse of suffi-
cient strength must be delivered to the target interaction volume
within such an envelope, and the field must be created by coils
that do not obscure laser beams aimed at the target nor the view
of the various diagnostics. Such restrictions point at low-mass,
single-turn coils as the best solution. For a cylindrical target
configuration, a Helmholtz-type coil provides advantageous
geometry since a large number of laser beams can be pointed
at the target in between the two coils without obscuration. An
optimization of the field-to-coil current ratio

R R R
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with the incident laser beams taken into account, leads to a
choice of radius R for each and separation D between the coils
that deviates from the standard Helmholtz coil where R=D. In
the design suitable for OMEGA experiments, R = 2.0 mm and
D = 4.4 mm. Figure 110.1(b) shows a cylindrical target with a
typical diameter of 860 um as it is placed between coils with
the above dimensions. The coils were made from copper-clad
Kapton foil with a thickness of 100 x#m and an individual coil
width of 0.5 mm. The inductance of such a single-turn coil is
very low. The calculated value, obtained from both an ana-
lytical formula and simulations of the coil’s magnetic energy
with the magnetostatic code Radia,!* was ~25 nH, consistent
with measurements. To receive most of the energy stored in
the charging circuit, the coil inductance must be the dominant
portion of the total circuit inductance. If this is observed,
the resulting low-inductance circuit will provide the stored
energy in a very fast discharge pulse. Since our reference time
scale—the duration of the laser-driven implosion—is less than
3 ns, this fast discharge is warranted, reducing the total energy
required for the generation and support of the seed magnetic
field. A discharge pulse that lasts hundreds of nanoseconds will
provide a large time window at peak current/field. A very fast
discharge is, in fact, required with this type of low-mass (9-mg
total measured mass of the two turns in the base design) coil
since the peak current values must be reached before the joule
heating destroys the coil and quenches the current rise. The rate
of temperature rise, determined from the specific heating rate
7217, where j is the current density and 77 is the resistivity, can be
written as c,d7/dt = 7*n, with ¢, being the specific heat of solid
copper, generally a function of temperature. By integrating this
relation, we obtain the “fuse” action integral

T t
le P2

derzf] dr, )

T, 0

which relates the material properties to the time integral of
the current density. At some value of this integral, the coils
will melt and the current will be interrupted. Since j is set by
the peak field requirement to minimize the action integral, we
need to reduce the time of current propagation 7,. Whether this
time will be sufficient for the current to reach its peak value is
determined by comparing 7, to the time constant T = L/R of the
discharge. Expressing the joule heating energy deposited from
t =0 to t,, in terms of the peak current /;,,,, and the average
resistance F(B, T), and using the time constant 7, we obtain the
ratio of the maximum magnetic energy E,,(t,) to the heating
in the coils, as the ratio of the pulse rise time ¢, to the circuit
time constant,
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This ratio needs to be minimized for the most-efficient energy
transfer. Based on these considerations, we have chosen a
capacitor bank consisting of two 100-nF capacitors connected
in parallel, with total inductance of ~8 nH. These are S-series!®
plastic case capacitors (Fig. 110.5) from General Atomics, rated
for 40 kV, and pulsed currents of 50 kA. Their combined ESR
value for the fundamental frequency of the discharge is less
than 2.5 mQ. Charged to their rated voltage, the capacitors
can store 160 J but have been used routinely at 30-kV charge
voltage, storing 90 J of energy. The same restrictions (as-low-
as-possible inductance and resistance) apply to the discharge
switch and transmission wiring. In the design, a very-low-
inductance, coaxial, laser-triggered spark gap is mounted
directly to the capacitors, while the return path consists of two
3-in.-wide copper bars (Fig. 110.5). This compact package can
fit in a small vessel that can be placed in an OMEGA TIM (ten-
inch manipulator) along with its dedicated charging circuitry.
This way, the transmission length is greatly reduced in favor
of the desired small overall inductance, and no high-voltage
lines are fed into the target chamber.

A CAD drawing of the MIFEDS device as placed in the
TIM rolling platform is shown in Fig. 110.6. There are two

Spark-gap
switch

E15810JRC
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distinct compartments: In the front is the energy storage and
switch block, while the charger and protection circuitry are
located in the back. There is a metal barrier between the com-
partments, with openings only for the trigger beam and the
charging cables. This way, the capacitive coupling of noise
from the rapid, high-current discharge in the front into the
components in the back is reduced. Those components consist
of (a) the power supply—a 30-W dc-to-dc converter'® with a
supply voltage of 24-V dc and a rated peak voltage of 40 kV

Trigger
beam

Feedthrough flange

E15868JR

Figure 110.6
CAD drawing of the main MIFEDS components inside the air box that is
mounted to the TIM rolling platform.

Capacitors

Figure 110.5

Low-inductance assembly of the energy storage capacitors and the laser-triggered spark-gap switch. The actual devices are also shown.
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at maximum current of 750 ¢A; (b) a high-voltage relay, used
to dump to ground the residual energy immediately after dis-
charge; and (c) an array of diodes and current-limiting resistors
to protect the high-voltage power supply from reverse voltage
transients, a pressure sensor, a low-voltage solid-state relay,
and an interface board to monitor and control the charge cycle.
Careful packaging was necessary to be able to place and safely
operate these components at >30 kV. Care was taken to provide
a clear optical path for the trigger laser beam along the axis
of the air box.

Magnetic-Field Measurements

The main diagnostic method for the seed magnetic field
during the development of MIFEDS has been magneto-optical.
Faraday rotation (Fig. 110.7) was used to measure the fields
generated between the MIFEDS coils when testing coil geom-
etry, transmission line design, and the high-voltage switch. The
probe laser was a temperature-stabilized, frequency-doubled,
cw Nd-YAG laser providing 50 mW of power at 532-nm
wavelength. The probe, placed between the two coils, was a
1-mm-thick, terbium-doped glass disk with a 1.5-mm diam-
eter and Verdet constant V = 100 rad7'm~!. Because of the
strong fields expected, the two polarizers were coaligned for
maximum transmission of the linearly polarized laser light;
this is not the highest sensitivity configuration but the easiest
to work with, especially when rotation angles larger than 90°
are possible. The drop in the signal due to Faraday rotation in
the glass sample during the magnetic pulse was then observed
and the field determined from the detected light intensity /.(?),
Li (D=1, cos? [Gmt(t)],where 6,;(t) = VB, (1)d, is the Faraday

* Probe laser

Polarizer
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coil Transmission line

Capacitor bank
200 nF, 40 kV max

Vacuum

Faraday
probe chamber
Polarizer Oscﬂlosgope

S

0

Detector
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Figure 110.7

Faraday rotation setup for the measurement of the seed magnetic fields on
the benchtop.

rotation angle as a function of the average axial field in the
sample and its thickness d,. Figure 110.8 shows the change in
laser intensity triggered by the Faraday rotation and recorded
by a fast optical detector connected to an oscilloscope. Three
intensity traces show very repetitive magnetic pulses with an
average pulsewidth of ~400-ns FWHM and decay time of the
order of 1.5 us. The maximum magnetic field at the center of
the coil ranges from 14 to 15.7+0.3 T (10 T = 0.1 MG). These
fields correspond to a total coil current of 79.3 kA for a separa-
tion D = 2.4 mm and a coil radius of 2 mm used in these tests.
The magnetostatic Radia simulations,'* which account for the
aspect ratio of the coil, gave a total current of 76 kA for the
same peak field.

A simple analytical model was developed to look at the tem-
poral behavior of the coil current. It is based on the equivalent,
damped LRC circuit, where the reference damping o was given
by an average value of the time-dependent coil resistance. The
current from the model,

2 2
CV, . exp(—ar)sin (1/ g~ a2t> , (1

Wy +
{ a)(z) —o’
where V.« is the charging voltage, Cis the capacitance, and @y
is the fundamental frequency of the circuit, was then converted
to the equivalent Faraday rotation signal, using Eq. (8). The
best-fit parameters were sought and the fit is shown in Fig. 110.9.
The best-fit parameters are R,y = 0.21 Q, @y =8.78 x 100 rad/s,
and & = 2.1 x 100 rad/s. From the fit we then determined a total
circuit inductance of 65 nH, which is in line with calculations
for the individual components. The agreement between the
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Figure 110.8

Faraday rotation data over two weeks of MIFEDS discharges. The data show
good repeatability with a pulse duration of ~400-ns FWHM and a rise time
of ~160 ns.
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Figure 110.9
A simple analytical model was fit to the data. It matches the experiment very
well until after the current peak.

HTS T-150 us
Timing diagnostic <—| Laser

TIM E{'Eﬁ_
ad A 1
/ MIFEDS

OMEGA
target
chamber

LASER-DRIVEN MAGNETIC FLUX COMPRESSION FOR MAGNETO-INERTIAL FUSION

experiment and the analytical model is very good until after
the peak of the current pulse. At later times, the experimental
data show rapid change in the time-dependent resistance of the
circuit, which becomes overdamped. Several possible reasons
for that include joule heating in the coil, extinguishing of the
streamer in the spark-gap switch, or even change in the contact
resistance somewhere in the transmission path. From a design
standpoint this is beneficial since we are able to reach the peak
current while the load is less resistive. The detrimental voltage
reversal, characteristic of underdamped circuits, is avoided with
this rapid increase of the circuit resistance.

Initial Experiments on OMEGA

Before testing it on OMEGA, the MIFEDS device was
qualified in the diagnostic TIM facility, where a number of
discharges were performed to monitor the charge cycle, EMI
noise, gas pressure stability, and other parameters. The inter-
facing of MIFEDS to the diagnostic TIM closely emulated
the OMEGA chamber/TIM setup (shown in Fig. 110.10).
An optical Faraday rotation setup was arranged and the mag-
netic field pulses were recorded. The precise time delay from
the triggering of a discharge to the time of peak magnetic field
was established. The delay was highly repetitive at 310 ns with
standard deviation of about 18 ns. One of the concerns was the
survival of the cylindrical target during the rise time of the
magnetic pulse. The possibility of destroying the target before
the laser shot endangers the OMEGA laser components since
some of the unterminated beams can back-propagate at full
energy. A special safety circuit was implemented to prevent
the propagation of OMEGA beams in the case of MIFEDS
prefire (Fig. 110.10). It is connected to a pickup coil placed at
the spark-gap switch in MIFEDS to detect the current pulse.

Figure 110.10
Setup of the MIFEDS infrastructure in the OMEGA

Target Bay. The three main components are the switch-
ing, control and monitoring, and safety circuits.

Gas supply DAQ
module
Ethernet computer chraitii y elielyy
MIFEDS
diagnostics
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It was established that the target needs a 100-nm Al overcoat
to provide reasonable retention of the gas at 3- to 5-atm pres-
sure. This raised an important question about the time needed
by the seed field to diffuse through the aluminum before an
OMEGA shot. If the field is excluded from the inside of the
target, the consequent flux compression would be impeded. For
this purpose we designed a special experiment in the diagnostic
TIM facility, using the Faraday rotation setup. An aluminized
CH shell with all of the target parameters except for size (its
diameter was 1.5 mm to accommodate a Faraday rotator glass
sample) was placed between the MIFEDS coils, and several
discharges were performed. The difference in the magnetic
pulse rise time of these discharges and the earlier experiments
with the stand-alone Faraday probe was within a typical time
jitter of 16 ns. From this, it was concluded that the Al layer,
much thinner than the skin depth of 60 y#m at the fundamental
frequency of the pulse, was not a barrier for the seed field.

Initial experiments were conducted to integrate MIFEDS
into OMEGA and test the experimental geometry, to develop
the proton backlighter diagnostic, and to measure the conver-
gence ratio of cylindrical implosions. Forty OMEGA beams
were radially incident on the cylindrical target, while the
remaining 20 were used to generate 14.7-MeV probe protons
in a separate D°He-filled glass shell for magnetic-field mea-
surement. The technique is a further development of the one
described in Ref. 17. Figure 110.11(a) shows a typical configura-
tion with a cylindrical target mounted between the MIFEDS
coils and imaged with the OMEGA Target Viewing System.
One can also see the outlines of rectangular and circular poly-

(a)

D, target

Plug —

Stalk h 1| Core

E15670JR

imide plugs used in this case, as well as the crossbeam on the
target stalk used to correctly orient the axis of the cylinder. The
inset shows a time-integrated, x-ray self-emission image of the
imploded target. The enhanced emission of x rays with aver-
age energy in the 1-keV range is seen from the hot compressed
core. The 450-um-diam glass microballoon used as the proton
backlighter is visible in the lower right corner. From these
experiments, the time of peak compression was established to
within 100 ps. In comparison, the duration of the proton burst
is ~150 ps (Ref. 17). The detector medium for the protons is a
two-layer package of 1-mm-thick, CR-39 plastic track detec-
tors, shielded by Al filters. The initially chosen filter thickness
was not optimal, as can be seen from Fig. 110.11(b) where the
proton density map at the surface of the second CR-39 detector
is shown. The darker areas have a higher proton density. One
can see the deficiency of protons in the area of the compressed
core, which is undesirable since these are the particles to be
deflected by the compressed fields. Monte Carlo simulations
based on the experimental data are ongoing to identify the
optimal filter thickness for the next experiment. The goal is
to match to the CR-39 detector surface a specific portion of
the energy loss versus depth curve (near but before the Bragg
peak) of the particles that traverse the compressed core, so
that these specific particles are centered in the limited readout
energy band with a maximum signal-to-noise ratio. Upcoming
experiments will utilize the improved detector geometry.

Conclusions

The concept of laser-driven magnetic-flux compression
was briefly introduced with emphasis on its application to the

(b)

Plugs

Figure 110.11

(a) D,-filled shell placed between the MIFEDS coils and imaged with the OMEGA Target Viewing System. The proton backlighter is visible in the lower
right. The inset depicts a time-integrated x-ray self-emission image showing the enhanced emission from the compressed hot core. (b) Density map of protons
imaging the target near peak compression. The protons passing through the core are slowed down below the detection threshold.
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improvement of direct-drive laser fusion. The confinement and
amplification of seeded magnetic flux in cylindrical, D,-filled
plastic shells, irradiated by the OMEGA laser, were discussed
in this context. A gigawatt seed-field generator that can dis-
charge 100 J of energy in 400 ns was designed and built in a
compact package for these experiments. Its spatial and tem-
poral parameters were optimized for the delivery of a strong
magnetic pulse in the small (a few tens of mm?) laser—target
interaction volume of OMEGA. Seed magnetic fields larger
than 0.15 MG were measured in the center of the low-mass
double-coil assembly. A proton deflectrometry technique is
being developed for the observation of the flux compression in
an optically thick cylindrical target. The initial proton back-
lighting experiments helped establish the relative timing of the
proton pulse with respect to the time of peak convergence of
the target. The data aided the matching of the CR-39 detector
surface with the appropriate portion of the dose versus depth
curve (near but before the Bragg peak) for the protons that
are slowed down through the core. These form the basis for
future flux-compression experiments, first in cylindrical and
later in spherical geometry. Applications of the laser-driven
flux compression will not be limited to ICF studies. Work is in
progress to use the seed field for OMEGA experiments in the
context of laboratory astrophysics experiments, such as mag-
netized plasma jets. In addition, a scheme that uses moderate
flux compression in cylindrical geometry is being evaluated for
the confinement of electron—positron plasma'8 generated in an
integrated OMEGA/OMEGA EP!? experiment.
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Gain Curves and Hydrodynamic Simulations of Ignition
and Burn for Direct-Drive Fast-Ignition Fusion Targets

Introduction

In fast-ignition! inertial confinement fusion (ICF) a cryogenic
shell of deuterium and tritium (DT) is first imploded by a high-
energy driver to produce an assembly of thermonuclear fuel
with high densities and areal densities. Such a dense core is then
ignited by the fast electrons (or protons) accelerated through
the interaction of a high-power, ultra-intense laser pulse with
either a coronal plasma or a solid, cone-shaped target.2-> The
fast particles slow down in the cold, dense fuel and deposit
their kinetic energy through collisions with the background
plasma. In direct-drive fast ignition, the high-energy driver is
typically a laser with a wavelength A; ~ 0.25, 0.35, or 0.53 ym,
and the high-intensity laser has a power in the petawatt range
with a wavelength of 0.53 or 1.06 gm. The energy gain is
defined as the ratio between the thermonuclear energy yield
and the laser energy on target. Such a definition does not take
into account the energy required to power the lasers. Including
the wall-plug efficiency of the lasers is essential to assess the
ultimate validity of fast-ignition inertial confinement fusion as
an economical energy source but it requires detailed consider-
ations of the laser technology that are beyond the scope of this
article. Earlier attempts® to determine the gain curves for fast
ignition were based on heuristic models of the fuel assembly
and thermonuclear yields. The results shown here represent a
calculation of the gain curve based on realistic target designs
and hydrodynamic simulations of the implosion, as well as sim-
ulations of the ignition by a collimated electron beam and burn
propagation. The targets are chosen according to the design
of Ref. 5, where the laser pulses and target characteristics are
optimized to achieve a fuel assembly with a small hot spot,
large densities, and areal densities suitable for fast ignition.
Here, we consider a high-energy laser as the compression driver
and focus on two forms of the thermonuclear gain. The first is
the maximum gain G,, = Ep / E,. given by the ratio between
the thermonuclear energy E and the compression laser energy
on target E.. The second is the total gain Gy = Ef / E defined
as the ratio between the thermonuclear energy and the total
laser energy on target including the petawatt laser energy Er
= E_ + Epy,. It is shown in this article that the maximum gain
Gy is only a function of the compression laser energy and
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wavelength Gy, = Gy(E,, Ap), thus leading to the following
form of total gain:

GM (Ec’ )’L)

=T - 1
1+EpW/EC

The second term in the denominator of Eq. (1) can be neglected
for large compression lasers with E. > E__ , thus leading to
Gr =Gy

pw>

It is important to emphasize that the hydrodynamic simu-
lations of fast-ignition (FI) targets reported in this article are
meant to address only one aspect of the physics pertaining
to fast ignition: the issue of the hydrodynamic fuel assembly
and its potential for high energy gains. The complicated phys-
ics of the fast-electron beam generation and transport is not
considered here. Instead, the e-beam is assigned as an ideal
beam, collimated and uniform, with or without a Maxwellian
energy spread. Likely, such an ideal beam is very different
from the experimental conditions, where the beam may be
broken up into filaments and become divergent. Based on
the available experimental data, it is currently not possible
to predict the e-beam characteristics in a fast-ignition target
because most of the experiments on fast-electron generation
and transport pertain to the interaction of intense light with
solid targets rather than plasmas relevant to fast ignition.® Fast-
electron transport properties in plasmas are vastly different
than in solid targets,® and fast-ignition—relevant plasmas are
difficult to produce without an implosion facility. However,
the next generation of petawatt lasers such as FIREX-I’ and
OMEGA EPS8 will be combined with an implosion facility and
integrated experiments will become possible. Such experiments
should provide a wealth of experimental data to be used for the
characterization of the fast-electron beam produced in the fast-
ignition targets. In this article, the injection of an ideal electron
beam is simply assumed. All of the difficulties pertaining to
hot-electron generation and transport physics are buried in the
parameter describing the conversion efficiency of laser light
into collimated hot electrons and the hot-electron temperature.
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The latter is either assigned or estimated using the widely used
ponderomotive scaling formula,” derived from particle-in-cell
(PIC) simulations of intense light—plasma interaction. Results
based on such a formula should be taken with caution since
there is no experimental confirmation that the ponderomotive
scaling is applicable to fast-ignition targets. It is also worth
mentioning that the conversion efficiency used here defines
the conversion of laser light into an ideal collimated beam.
Departures from the collimated beam configuration would
cause deterioration in efficiency. Because of uncertainties in
values of conversion efficiency, the results in this article are
parameterized as a function of efficiency.

The hydrodynamic simulations of fast-ignition targets?
reported in this article include one-dimensional (1-D) simula-
tions of the implosion and two-dimensional (2-D) axisymmetric
simulations of ignition by a collimated electron beam and burn
propagation. In the case of cone-in-shell targets, the final phase
of the implosion is simulated in two dimensions assuming that
the cone walls are rigid and truncated at a given distance from
the center. This idealized, optimistic configuration is used to
estimate the deterioration of the gain due to the presence of the
cone. The targets are thick shells of wetted-foam (DT)sCH with
an inner DT-ice layer and a thin CH overcoat. Such targets’ are
designed to achieve a massive compressed core with a uniform
density and a small hot spot. Because of their low in-flight
aspect ratio (IFAR), such targets are not sensitive to the growth
of hydrodynamic instabilities during the acceleration phase.
Thus, one-dimensional simulations of the implosions provide
a reasonably accurate description of the final fuel assembly
(unless a cone is present).

A derivation of the gain curves for target densities around p ~
300 g/em? is described briefly by the same authors in Ref. 10.
There, an analytic gain formula is derived and compared with
the results of ignition and burn simulations of imploded targets.
In Ref. 10, ignition is triggered by a monoenergetic 1- to 3-MeV
electron beam with an energy of 15 kJ. The approach used in
this article is similar to the one taken by Atzeni in Ref. 11 to
describe the ignition conditions for a uniform-density, spherical
DT plasma heated by a collimated electron beam. A major step
forward in our work is that the DT plasma core is produced by
simulating the implosion of realistic fast-ignition targets. Such
targets are designed to produce an optimized fuel assembly for
fast ignition featuring high densities, high areal densities, and
small hot spots. Furthermore, our simulations of ignition and
burn are extended to an entire family of fast-ignition targets,
scaled for different compression driver energies, to generate a
gain curve for direct-drive fast ignition.
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This article presents the details of the simulation results that
led to the conclusions of Ref. 10. As in Ref. 10, we use a simple
parallel straight-line transport model for the fast electrons, in
which the electrons lose their energy in the dense core accord-
ing to the well-established relativistic slowing-down theory of
Refs. 12 and 13. Furthermore, we extend the work of Ref. 10
to include sensitivity studies of ignition and gain deterioration
due to the cone. The ignition sensitivity studies are carried out
with respect to the electron-beam parameters (spot size, dura-
tion, electron energy), injection time, fast-electron temporal
distribution, and fast-electron distribution function.

To model the energy spectrum of electrons generated by
the ultra-intense laser—plasma interaction, simulations using
Maxwellian electrons are performed, having ponderomotive
temperature scaling with the laser intensity and the wavelength,
and assuming a Gaussian temporal profile of the laser pulse. A
minimum laser energy for ignition exceeding 100 kJ is found
for the 1.054-um wavelength. Electrons generated by such
laser pulses have energies in the range of several MeV. The
stopping distance of such energetic electrons in the DT plasma
greatly exceeds the optimal for ignition!! pR = 0.3 to 1.2, thus
increasing the energy required for ignition. The simulations
show that the energy of fast electrons, the stopping distance,
and the minimum energy for ignition can be reduced using
frequency-doubled laser pulses since the mean energy of fast
electrons is proportional to the laser wavelength. This conclu-
sion is in agreement with earlier results by Atzeni et al.'* and
Honrubia et al.,!> where the ponderomotive scaling was used
to estimate the fast-electron energy.

In this article, the gain of cone-in-shell targets is also
estimated through two-dimensional simulations. Gold cones
were suggested as a way to keep a plasma-free path for the
fast-ignitor pulses and deliver the petawatt pulse energy to
the fuel core. While improving the energy transport to the hot
spot, cone-focus geometries can complicate the implosion. A
simple model of cone-in-shell targets is considered here, where
the shell is imploding along a fixed-boundary “rigid” cone
with a truncated tip. After the shell departs from the cone tip,
the high-pressure shell plasma is free to expand into the hole
left by the cone. This last phase of the implosion is simulated
with the two-dimensional hydrocode DRAC 0,10 which is also
used to simulate the ignition and burn phases. This is a highly
simplified model of cone-in-shell target implosions, and the
resulting gains should be viewed as an optimistic estimate. The
simulations show that, in spite of the fact that the shell integrity
is not preserved and the density profile is modified facing the
cone, the minimum energy for ignition (using monoenergetic
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electron beams) is only weakly increased by 3 to 4 kJ, while
the target gain is reduced by only 20% to 30%.

The following sections (1) present a summary of the high-
density and high-pR target design recently developed for fast
ignition; (2) describes the simulations of ignition and burn
using monoenergetic (and Maxwellian) electron beams with
prescribed parameters and calculation of the gain curve;
(3) discuss the effects of a fast-electron Maxwellian distribu-
tion, ponderomotive temperature scaling, and Gaussian laser
pulses; and (4) present and discuss the results from simulations
of pseudo-cone targets.

Review of the Target Designs and Gain Formula

We follow the work of Ref. 5 with regard to the optimization
of the target designs for fast ignition. The optimal fuel assem-
bly for fast ignition> requires a small-size, low-temperature
hot spot surrounded by a massive cold shell of densities in
the 300- to 500-g/cm? range. A small and relatively cold hot
spot is preferred in that most of the driver energy is used to
compress the fuel assembly rather than heating the hot spot.
The optimum density for ignition is determined based on
considerations concerning the fast-electron energy required
for ignition and the fast-electron beam radius. It follows from
Atzeni’s work!! that the minimum energy for ignition using
a monoenergetic electron beam can be approximated by
E {gm = 11[400 / p(g / cm3)]1‘85 and the optimum beam radius
by Pt = 16[400/ p(g/cm3)|*?7, where p is the density of the
precompressed DT fuel. While lower ignition energies are
needed for greater fuel densities, they require a more-focused
electron beam. A reference density of 300 g/cm? is often used
in the literature, for which a reasonable-sized electron beam
of about 20-um radius requires about 20 kJ of electron energy
for ignition. Since technological limitations make it difficult to
achieve electron-beam radii shorter than 15 to 20 ym, a fuel
density of 300 to 500 g/cm? can be a reasonable compromise
to keep the ignition energy relatively low without imposing
severe requirements on the e-beam focus.

In Ref. 5, relations between the in-flight and stagnation
hydrodynamic variables of the imploded shells are derived
and used to design optimized fast-ignition targets. Accord-
ing to these relations, the maximum density at stagnation
scales as Ppax~V; / o and the maximum areal density scales
as pR~ E9~33/a0-57, where V; is the implosion velocity at the
end of the acceleration phase and « is the value of the in-flight
adiabat at the inner shell surface. Here the adiabat is defined
as the ratio of the plasma pressure to the Fermi pressure of a
degenerate electron gas. For a DT plasma, the adiabat can be
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approximated by o ~ p(Mbar)/2.2 p(g/cm3)73. The aspect ratio
at stagnation, defined as the ratio of the hot-spot radius to the
shell thickness A, = R, / A, scales as A ~ V;. Simple formu-
las for the target gain and the maximum in-flight aspect ratio
(IFAR) are also obtained, according to which G, ~ V; 125
and IFAR ~ Vi2 / ()"0, where () is the average in-flight adia-
bat and the common expression for the burn fraction 6 =~ (1 +
7/pR)~! can be used. The energy gain decreases with the implo-
sion velocity and increases with pR. For a given driver energy
on target, lower implosion velocities require more massive
targets, and therefore more fuel available for reactions. Higher
PR’s lead to longer confinement time and therefore higher burn
fractions. Thus low implosion velocities (i.e., massive targets)
and low adiabats (i.e., high pR) are necessary to achieve high
gains. A low implosion velocity also decreases the IFAR, reduc-
ing the growth rate of the most-dangerous Rayleigh-Taylor
instability modes. The latter are the Rayleigh-Taylor modes
with a wave number k such that kA;¢ ~ 1, where A;; represents
the in-flight thickness. Furthermore, with a low implosion
velocity, the stagnation aspect ratio, and, consequently, the size
and energy of the hot spot, decreases.

The scaling law for the maximum density at stagnation sug-
gests that the minimum implosion velocity is set by the adiabat
and the density required for ignition. Thus, high-gain fast-igni-
tion implosions require low values of the inner-surface in-flight
adiabat. As long as the ratio V; / o ~ p is sufficiently large to
achieve the densities required for fast ignition, the implosion
velocity can be minimized by driving the shell on the lowest-
possible adiabat. However, very low adiabat implosions require
long pulse lengths and careful pulse shaping. The long pulse
length is due to the slow velocity of the low-adiabat shocks, and
the careful shaping is required to prevent spurious shocks from
changing the desired adiabat. Furthermore the ratio between
the peak power and the power in the foot of the laser pulse (i.e.,
the power contrast ratio) increases as the adiabat decreases,
thus leading to difficult technical issues in calibrating the pulse
shape. These constraints on the pulse shape are alleviated by
using the relaxation laser-pulse technique.!” As suggested in
Ref. 5, reasonable minimum values of the inner surface adiabat
and implosion velocity are & ~ 0.7 and V; ~ 1.7 x 107 cm/s, cor-
responding to an average density of about 400 g/cm3. An adia-
bat below unity implies that at shock breakout, the inner portion
of the shell is not fully ionized. Reference 5 also shows that a
very modest IFAR =~ 16 corresponds to such implosion velocity
and adiabat. Since the number of e foldings for the growth of
the most-dangerous Rayleigh-Taylor instability modes with
wave number k ~ 1/A;;is approximately 0.94IFAR = 3.6, one
concludes that the implosion of such capsules is approximately
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one dimensional. This is an important consideration since it
allows us to make use of the one-dimensional code LILAC'3
to simulate the generation of the dense core of the fast-ignition
fuel assembly (in the absence of a cone).

It is important to emphasize that the peak values of the
density and total areal density occur at different times. As the
shell stagnates, the density and areal density grow as a result of
the plasma compression induced by the return shock traveling
outward from the center. The peak density occurs before the
time of peak areal density. Furthermore, a significant amount
of relatively low density (p < 200 g/cm?), unshocked free-fall-
ing plasma surrounds the dense core at the time of peak pR.
Such a low-density plasma carries a significant fraction of the
areal density (~25%), thus preventing the fast particles from
fully penetrating the dense core. Hence, it can be beneficial to
launch the igniter beam soon after the time of peak pR when
the return shock has propagated farther out and compressed
the low-density region. One-dimensional simulations of the
implosions indicate that at such a time, the average density of
the compressed core is about half its peak value.

Using low-velocity implosions of massive shells for fast-
ignition fuel assembly should also improve the performance
of cone-in-shell targets where a gold cone is inserted into the
shell to keep a plasma-free path for the fast-ignitor pulse.2-3
Recent experiments and simulations of cone-in-shell target
implosions!® have shown that the integrity of the cone tip is
compromised by the large hydrodynamic pressures and that a
low-density plasma region develops between the cone tip and
the dense core, thus complicating the fast-electron transport.
Since the stagnation pressure scales as p ~ V} 8 (Ref. 20), the
fuel assemblies from low-velocity implosions can improve the
cone target’s performance since the resulting dense core has
relatively low pressure (due to the low velocity), thus reducing
the hydrodynamic forces on the cone tip. Furthermore, since
low velocities are obtained by imploding shells with large
masses, the resulting core size is large, thus reducing the dis-
tance between the tip and the dense core edge.

While the simulations in Ref. 5 consider only implosions
driven by a compression laser pulse with a wavelength A =
0.35 um, the wavelength dependence for the stagnation vari-
ables is included analytically into the gain formula. After set-
ting the values of the adiabat o ~ 0.7 and implosion velocity
Vi~ 1.7 x 107 ¢cm/s, the maximum gain becomes a function of
the compression laser energy and wavelength (see Ref. 10):
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where E. is in kilojoules and a weak analytical dependence on
the maximum pulse intensity /{5 ~ 1 (in units of 1015 W/em?)
is included. This expression uses fitting parameters g and &,
which need to be determined by comparison with ignition
and burn simulations. Here £ represents the fraction of the
maximum total areal density available for the burn to be used
in G(pR)[pR =£ (pR)maX]. The ad hoc term (l —E / E;)/‘ has
been introduced to account for the yield deterioration o

targets where the burn temperature is below 30 keV and the
electron-beam size is of the order of the compressed core size
occurring for E,. ~ E;; ~ 40 kJ. The factors y and & are of order
unity and are to be determined by a numerical fit to the gain in
the ignition and burn simulations reported in the next section.

small

Simulation of Ignition and Burn by Monoenergetic
and Maxwellian Electron Beams

To simulate the burn phase of the fast-ignited capsules, we
start from the one-dimensional fuel assembly obtained from
the code LILAC and simulate the ignition by a collimated
electron beam and subsequent burn with the two-dimensional,
two-fluid hydrocode DRACO.1® The latter has been recently
modified?! to include the electron-beam-energy deposition into
the dense fuel. The effects of electron-beam instabilities such
as Weibel and resistive filamentation are not included in this
work. An overview of the physics issues related to fast-electron
generation and transport problem in fast ignition can be found
in Refs. 6 and 22. Here a simple straight-line transport model
for fast electrons is chosen, in which fast electrons lose energy
due to collisions with thermal electrons and to collective plasma
oscillations. We use the slowing-down theory of Ref. 13 that
includes the effect of multiple scattering. The value of the
Coulomb logarithm in the stopping-power term of Ref. 13 has
been modified to account for quantum effects. Burn simulations
of several fuel assemblies have been performed, characterized
by the implosion parameters mentioned above. The targets used
in the simulations (Fig. 110.12 shows three of them) are massive
wetted-foam targets with an initial aspect ratio of about 2 (outer
radius/thickness) driven by UV laser energies varying from
50 kJ to2 MJ and /;5 ~ 1. The relaxation-type!” laser pulses are
shown in Fig. 110.13 with the main pulse length varying from
11.5 ns for the 100-kJ target to 22 ns for the 750-kJ target. In
all cases, the fast electrons are injected at about 50 #m from
the dense core and close to the time of peak areal density.
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The main properties of the ignition and burn propagation
are illustrated below for a particular example of the 300-kJ
fuel assembly. Figure 110.14 shows the target radial density
profiles at consecutive moments of time close to the time
of maximum areal density. During this period of time, the
target expands and the maximum density drops from about
700 g/cm3 to 300 g/cm3. The dense part of the core is sur-
rounded by a relatively low density unshocked region. As
the return shock propagates outward, more fuel gets com-
pressed, thus increasing the total pR available for the burn.
Figure 110.15 shows the density (a) as a function of the areal
density and (b) as a function of the volume. The areal density
of the dense region varies between 1.1 to 1.3 g/cm?2, while the

PR in the unshocked region decreases from 0.6 to 0.28 g/cm?
with time. The hot-spot volume [Fig. 110.15(b)] is less than
8% of the compressed volume.

Figure 110.16 shows snapshots of ignition and burn simula-
tions for the 300-kJ fuel assembly. Ignition is triggered by a
2-MeV monoenergetic electron beam with a radius of 20 um
and duration of 10 ps. The cylindrically symmetric, radially
uniform electron beam is injected from the right. The beam’s
temporal distribution is also uniform. Ignition is triggered first
in a small plasma volume heated by the electrons [Figs. 110.16(a)
and 110.16(b)]; the thermonuclear burn wave then propagates
to the remaining fuel [Figs. 110.16(c)—110.16(f)].
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Figure 110.13
Laser pulses (power versus time) for the 100-kJ (dashed lines), 300-kJ
(dashed—dotted lines), and 750-kJ (solid lines) targets.

Figure 110.14
Density profiles of the 300-k]J target at different times (about the time of peak
PpR) when the fast electrons are injected in the simulations of Fig. 110.17.
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Figure 110.15
Density profiles of the 300-kJ target versus (a) areal density and (b) volume at three times near the time of peak pR.
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Contour plots of the density (p) and ion temperature (7)) at selected moments of time in the burn simulation induced by ignition by an 18-kJ, 10-ps, 2-MeV

monoenergetic electron beam.
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We have performed simulations using monoenergetic
electron beams to find how the minimum energy for ignition
depends on the electron-beam parameters and the injection
time. The results for the 300-kJ fuel assembly are shown below.
Figure 110.17 shows the dependence of the minimum ignition
energy for a 10-ps, 2-MeV monoenergetic electron beam on the
beam injection time for three beam radii: 20, 30, and 40 um.
The minimum ignition energy is found with an error <4% by
changing the total electron-beam energy while keeping all the
other parameters constant. For a 20-um electron beam, mini-
mum ignition energy of about 15 kJ is found when the density
is maximum for earlier injection times. It increases for late
injections when the target density decreases. While focused
beams with a radius <20 xm are preferable for ignition, realistic
electron beams may have a larger spot size when entering the
fuel core because of their angular spread. For a 30-um elec-
tron beam, the ignition energy reaches its minimum of 26 kJ
at the injection time of # = 20.58 ns and for a 40-¢m beam the
minimum ignition energy is 41 kJ at # = 20.62 ns.
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Figure 110.17

Minimum ignition energy versus injection time for a 10-ps, 2-MeV monoen-
ergetic electron beam and three values of the beam radius: 20, 30, and
40 um.

The minimum energy for ignition found in our simulations
is in good agreement with that found by Atzeni.'! According
to Atzeni’s formula, the minimum ignition energy of 19.7 kJ
is reached for a density of 300 g/cm3 and a beam radius of
20 ym. Our simulations predict a minimum ignition energy
of about 25 kJ for the same beam radius and injection when
the density has a similar value in the dense region. The 25%
difference in the ignition energy between our simulations and
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Atzeni’s formula can be attributed to the loss of fast electrons
in the low-density unshocked region. Notice that the electron-
pulse duration in our simulation is less than the hydrodynamic
confinement time of the heated region as required by Atzeni.

Figure 110.18(a) shows the dependence of the minimum
ignition energy on the beam radius for a pulse duration of 10 ps
and injection time of 20.62 ns. Figure 110.18(b) shows how
the minimum ignition energy depends on the electron-pulse
duration for a fixed radius of 20 #m and the same injection
time. The minimum ignition energy increases with both the
electron-beam radius and pulse duration.

Figure 110.19 shows the dependence of the minimum igni-
tion energy on the electron energy. The beam radius is 20 um,
the pulse duration is 10 ps, and the injection time is 20.62 ns.
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Figure 110.18

Minimum ignition energy versus (a) beam radius and (b) duration for a 2-MeV
monoenergetic electron beam. (a) The beam duration is 10 ps and (b) the
beam radius is 20 gm.
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The results for monoenergetic electrons (solid line) and elec-
trons with an energy spread (dashed line) are shown. In the
simulations with an energy spread, a relativistic Maxwellian
electron distribution function is used. For monoenergetic
electrons, the lowest ignition energy of 16.25 kJ is reached at
2 MeV, while for Maxwellian electrons, 21.5 kJ for the mean
energy of 1.25 MeV is reached. The minimum ignition energy
is higher for Maxwellian electrons because the energy is depos-
ited over a larger region in the longitudinal direction and is not
as localized as for monoenergetic electrons. This is seen from
the snapshots for the plasma temperature just after the energy
is deposited by fast electrons (¢ = 10 ps) in the simulations with
2-MeV Maxwellian (Fig. 110.20) and monoenergetic electrons
(Fig. 110.16). Maxwellian electrons with E > (E) transfer more
energy than electrons with E < (E). This explains why the mean
electron energy that minimizes the ignition energy is lower for
Maxwellian than for monoenergetic electrons. Figure 110.19
also shows that the minimum ignition energy greatly increases
for high-energy multi-MeV electrons. This is because the stop-
ping length of such electrons greatly exceeds the optimal size
of the heated region!! 0.3 < pR < 1.2 g/cm?, so that a much
longer region is heated. Unfortunately, this appears to be the
case of realistic laser pulses (see Simulation of Ignition by
Maxwellian Electrons with Ponderomotive Temperature
Scaling and Gaussian Laser Pulses, p. 82).

Our simulations for different targets show that, for a 20-um
beam radius, the minimum energy required for ignition is
consistently ~15 kJ using electron beams with a 20-xm radius.
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Figure 110.19

Minimum ignition energy versus electron energy for 2-MeV monoenergetic
(solid line) and Maxwellian (dashed line) electron beams. The beam duration
is 10 ps and the radius is 20 gm.

As long as the ignition is triggered, the thermonuclear energy
yield is approximately independent of the electron-beam char-
acteristics. The neutron yields for the 100-, 300-, and 750-kJ
assemblies are 2.0 x 10'8, 1.2 x 10'9, and 4.2 x 10!, and the
thermonuclear energy yields are 5.6, 34, and 118 MJ, respec-
tively. The results of these simulations are used to determine
the fitting parameters & ~ 0.7 and 4 ~ 1.1 in Eq. (2), leading to
the following maximum gain formula:

743 115 %(035/2, (1 - Egy JE)
=

3
1+30(2, /0350 | E0P ©

where E_ is in kilojoules and E_;; ~ 40 kJ. Notice that even
a modest-sized UV laser driver with an energy of 100 kJ can
produce a fuel assembly yielding a maximum gain close to 60.
Figure 110.21 shows that Eq. (3) accurately fits all simulation
results and can be used to determine the total gain in Eq. (1).
Figure 110.22 shows the total gain for three values of the
ignition-pulse energy Epw = 50 kJ, 75 kJ, and 150 kJ. Even in
the case of Epyw = 150 kJ, the target gain from a 100-kJ fuel
assembly is still remarkably high (G ~ 22).
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Figure 110.20

Contour plots of the density and ion temperature after the 300-kJ target is
heated by a 25-kJ, 10-ps, 20-xm, 2-MeV Maxwellian electron beam.
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Figure 110.21
Maximum gain (energy yield/compression driver energy) versus compression
driver energy from Eq. (3) (curve) and DRACO simulations (dots).
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Figure 110.22

Target gain (energy yield/total energy on target) versus compression
driver energy for Epy = 50 kJ (solid line), 75 kJ (dashed line), and 150 kJ
(dashed—dotted line).

Simulation of Ignition by Maxwellian Electrons
with Ponderomotive Temperature Scaling
and Gaussian Laser Pulses

Hot electrons in fast ignition are produced during the
interaction of ultra-intense laser pulses with either the coronal
plasma or a solid target. The spectrum of fast electrons and
the energy conversion efficiency from the laser to electrons
generally depend on the details of this interaction. An assump-
tion, however, is often used!%15-23 that the mean energy of
hot electrons equals the energy of their oscillation in the laser
field E ~ mc? (y-1) (so-called ponderomotive scaling9), where
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Y =41 +p2/2 , p ~ eA/mc? is the momentum of electrons
(normalized to mc) in the linearly polarized laser field with
the amplitude of the vector potential A. The experimental data
predict different values of the energy conversion efficiency
from the laser to electrons in the range 7 ~ 0.2 to 0.5 for laser
intensities /> 10'° W/cm? (Refs. 2 and 24). We have performed
simulations assuming a Gaussian temporal profile for the laser
pulse and a relativistic Maxwellian distribution function for
fast electrons with a mean energy following the ponderomotive
scaling that can also be rewritten as

1/2

1(2/1.054 pm)? ey w

10" W/cm2

~

According to this scaling, the mean energy is a function
of the laser intensity and the wavelength. Notice that for a
relativistic Maxwellian distribution function of the form
f(E)~ exp [— mc?(y - 1)/kT](y2 - 1)1/2}/, the mean energy is
(E) = 3kT/2 in the nonrelativistic and {E) = 3kT in the ultra-
relativistic limit. Two values of the energy conversion efficiency
to fast electrons were used: 7 = 0.3 and 7 = 0.5. Simulations
with different parameters of the laser pulse such as spot size
(rectangular beam profile in the radial direction), duration,
and wavelengths of 1.054 4m and 0.527 ym were performed
for the 300-kJ fuel assembly to find the minimum energy
required for ignition. The optimal injection time is found to
be close to r = 20.62 ns when the averaged density is about
450 g/cm?3. Using a smaller beam radius and pulse duration lead
to higher intensities and more-energetic electrons, according
to the ponderomotive scaling Eq. (4). However, very energetic
(multi-MeV) electrons require a large stopping distance that
can even exceed the size of small-to-moderate energy targets.
Larger beam radii with pr;, > 0.6 g/cm? lead to a heated volume
greater than the optimal value.!! Also very long laser pulses
with durations exceeding the confinement time of the heated
region are detrimental and lead to a higher ignition energy.
Optimal values of the duration and radius exist for which the
laser ignition energy is minimized.

A set of simulations was performed to find such conditions.
Tables 110.I and 110.IT summarize the results. The optimal laser
pulse duration and radius, the mean hot-electron energy (at the
time of the Gaussian peak), the electron-beam fuel coupling
efficiency, and the minimum ignition energy (of the laser pulse
and the electron beam) are provided from simulations carried
out with two values of the coupling efficiency and two laser
wavelengths (A = 1.054 gm and 0.527 gm). The minimum laser
energy for ignition is 235 kJ (with 71 kJ in fast electrons) for
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Table 110.I: Summary of the simulations for A = 1.054 ym.

n Tp Tp Eigg.lig EIen:;;l <E> 77e—p1
(um) | (ps) (kJ) kJ) | (MeV)

03 | 263 16.3 235 71 7.7 0.69

0.5 ] 225 13.8 105 53 6.3 0.76

Table 110.II: Summary of the simulations for A = 0.527 ym.

n | | T | Elsig | Ecig | (E) | 7epl
(um) | (ps) (kJ) (kJ) | (MeV)

0.3 19 8 106 32 3.7 0.86

0.5 16.8 7 50 25 3.2 0.92

wavelength A = 1.054 gm and conversion efficiency 77 = 0.3
(Table 110.1). Figure 110.23 shows snapshots of the plasma
density and ion temperature for this simulation at two moments
of time: at the end of the laser pulse and at the developed burn
stage. Figure 110.23(b) shows that the plasma is heated through-
out the core. Electrons are not completely stopped in the core
and continue to heat the low-density plasma behind it. Ignition
is triggered first in the plasma column heated by the electrons
and the burn region then expands radially [Figs. 110.23(c)
and 110.23(d)]. The laser intensity at the time of the Gaussian
peak is 6.5 x 1020 W/cm?2, and very energetic electrons are

t=40 ps
p (glce)
100 734
E
3
= 50
0
100
S
= 50

Z (um)

TC7727JRC
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produced with a mean energy of 7.7 MeV (Table 110.1). Only
69% of the total electron energy is deposited into the plasma.
Table 110.1 also shows that the laser energy required for igni-
tion decreases to 105 kJ (53 kJ in fast electrons) for 77 = 0.5.
This significant reduction in the ignition energy is due not
only to a larger fraction of the laser energy converted into hot
electrons but also to the lower electron energies produced with
reduced intensities.

It was suggested by Atzeni and Tabak!4 that shorter laser
wavelengths can reduce the mean energy of fast electrons [see
Eq. (4)], their stopping length, and the energy required for igni-
tion. Indeed, Table 110.I1 shows that for a frequency-doubled
green light (A = 0.527 pm), the laser energy required for igni-
tion decreases to 106 kJ (32 kJ in fast electrons) for 7 = 0.3 and
50 kJ (25 kJ in fast electrons) for 77 = 0.5. The mean hot-electron
energy, however, is still high in these simulations (3.7 MeV and
3.2 MeV, respectively), which suggests that even shorter laser
wavelengths can be desirable.

While simulations predict that using a green laser light
reduces the energy required for ignition, frequency doubling
of the red light with high conversion efficiency can present a
technologically challenging task. In this context, finding other
mechanisms to reduce the energy of hot electrons generated by
ultra-intense laser pulses would be very helpful.

t="70 ps

p (glce)

Figure 110.23

Contour plots of the density and ion temperature
at selected moments of time in the burn simula-
tion induced by a 235-kJ, 26.3-um, 16.3-ps laser
pulse with an energy conversion efficiency to fast
electrons of 7=0.3.

50
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Simulations of Pseudo-Cone Targets

The use of gold cones is currently considered as one of
the most promising options to deliver the petawatt-pulse laser
energy to the compressed fuel. The cone provides an access
path for an ignition laser beam to the fuel, free of the coronal
plasma that otherwise can reflect the laser light at the critical
plasma surface 1 to 2 mm away from the compressed core. Fast
electrons are produced by the interaction of the laser beam
with the cone tip located tens to a few hundred microns from
target center and then transported toward the core. Cone-focus
geometries, while improving the transport of energy to the hot
spot, can complicate the implosion. The question arises whether
the fuel can still be compressed to the same high densities
and areal densities as for spherically symmetric implosions.
The compressed core should be significantly modified from
the side of the cone where the laser-generated fast electrons
enter the core to ignite it. It is important to determine how the
minimum energy for ignition and the target gain are affected
by the cone.

We have performed simulations of cone-target implosions
using a highly simplified model of the cone. We assume that
the cone walls are rigid and truncated at a given distance from
the center. The pseudo-cone target is schematically shown in
Fig. 110.24. The cone walls are directed toward the center of
the target and truncated at a distance of about 200 xm from
it. The cone opening angle is 90°. A narrow cone tip may exist
and go farther toward the center. We use 1-D LILAC implo-

90° cone

TC7728JRC

Figure 110.24
Pseudo-cone target.
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sion simulations until the converging shell reaches the cone
tip. From this point on, the simulation is continued with the
2-D DRACO code. The 1-D LILAC outputs are used as initial
conditions (time ¢ = 0) after removing the section of the shell
corresponding to the cone tip. Such a model accounts only
for the effect associated with the hole left in the shell after its
departure from the cone. Other effects such as shear flow down
the sides of the cone and DT contamination by the gold!%2>
or more-complicated cone shapes are not considered here and
will be addressed in future work.

We first study how the perturbed shell converges. Fig-
ure 110.25 shows snapshots of the fuel density in the DRACO
simulation for the 300-kJ fuel assembly. The 2-D simulation
starts from the spherically symmetric shell with the hole
caused by the cone. When the shell approaches the center, the
hole does not close and the hot gas flows out from the central
region. Figure 110.25(c) shows the density profile at the moment
of time (¢ = 0.98 ns) when the maximum density is reached in
the simulation without the cone, while Fig. 110.25(d) covers
the moment of time (¢ = 1.14 ns) slightly before the maximum
areal density. Atz = 0.98 ns, the density profile on the left side
of the target is practically the same as in the 1-D simulation
(without the cone) and the maximum density is approximately
the same. At ¢ = 1.14 ns, the density profile on the left side is still
close to that in the 1-D simulation except for the hot spot, which
shrinks. The opening in the shell at # = 1.14 ns has a radius of
about 6 um and is surrounded by a high-density region. While
the compressed core is certainly modified by the cone, these
changes do not seem to significantly affect the ignition energy
requirements. To verify this, we have performed burn simula-
tions using a 2-MeV monoenergetic electron beam with a radius
of 20 um and a duration of 10 ps, injected at # = 1.14 ns in the
z direction. It is found that the ignition energy increased by
only 4 kJ to 19 kJ with respect to the 1-D implosion without the
cone. The maximum gain in the pseudo-cone target simulation
is equal to 90 instead of 113 without the cone.

Similar pseudo-cone simulations were performed for other
targets driven by laser pulses with energies ranging from
50 kJ to 2 MJ. For all of the targets, the minimum ignition
energy ranges from 18 to 20 kJ and is found to be only weakly
affected by the cone. Figure 110.26 shows the maximum gain
in the pseudo-cone target simulations and the gain predicted by
Eq. (3). The maximum gain decreases by 20% to 25% for driver
pulse energy between 200 kJ and 2000 kJ and slightly more (up
to 30%) for lower-energy drivers. Notice that removing a part
of the shell in place of the cone in these simulations reduces
the total mass of the thermonuclear fuel by approximately 15%;

LLE Review, Volume 110



GAIN CURVES AND HYDRODYNAMIC SIMULATIONS OF IGNITION AND BURN FOR DIRECT-DRIVE FAST-IGNITION FUSION TARGETS

100 (c)t=0.98 ns (d)t=1.14ns
E
= 50
0 .
-50 0 50
TC7729JRC Z (#m)
T T T T T
200 - =TT
-7 )
150 - - ./0 -
s _—
§ / 0/.
100+ /.~ _
s J
/
[ ]
/
50+ o .
.
0 J ! ! ! !
0.0 0.5 1.0 1.5 2.0
TCTIR0IRE Driver energy (MJ)

Figure 110.26

Maximum gain versus compression driver energy for the pseudo-cone targets
(dots connected by a solid line) and for spherically symmetric implosions
[Eq. (3)] (dashed line).

however, the maximum gain in the simulation is reduced more
than that. This signifies that not all of the remaining fuel can be
assembled so effectively as for an unperturbed shell. Neverthe-
less, the reduced gain in the pseudo-cone target simulations is
still remarkably high; in particular, a maximum gain of 70 is
still possible with driver-pulse energies of only 200 kJ.

Summary and Discussion

Hydrodynamic simulations of realistic, high-gain, fast-
ignition targets, including one-dimensional simulations of the
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p (glce)
31

Figure 110.25
Contour plots of the density at different times in
the pseudo-cone-target simulation.

implosion and two-dimensional simulations of ignition by a
collimated electron beam and burn propagation are presented
and discussed in this article. The targets’ design is based on
the fuel assembly theory of Ref. 5. The fast-ignition targets
are massive wetted-foam, cryogenic DT shells with an initial
aspect ratio close to 2. They are imploded by relaxation-type
pulses to form high-density and high-areal-density cores with
small hot spots, which are optimal for fast ignition. Due to the
large thickness and small in-flight aspect ratio, such targets are
practically unperturbed by Rayleigh—Taylor instability, making
1-D hydrocodes suitable to simulate the implosion.

The simulations of ignition and burn have been used to find
the minimum energy for ignition and to generate gain curves
for direct-drive, fast-ignition inertial confinement fusion based
on realistic fast-ignition target designs. A large number of runs
for targets driven by UV-laser compression pulses with energies
from 50 kJ to 2 MJ have been performed. Fitting parameters in
the analytical scaling for the target gain are obtained, account-
ing for the fraction of the maximum total areal density available
for the burn and yield deterioration of small targets. It is found
that even modest-sized UV-laser drivers, with an energy of
100 kJ, can produce a fuel assembly yielding a maximum gain
(energy yield/compression driver energy) close to 60. Assuming
a 100-kJ ignition laser pulse, the total gain (energy yield/total
energy on target) can be as high as 30 for a 100-kJ compression
pulse and about 60 for a 200-kJ driver. Notice that at 1 MJ, the
total gain of the optimized fast-ignition target Gy = 160 (for a
100-kJ ignition pulse) is considerably higher than the gain of
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direct-drive NIF targets, G ~ 50 (Ref. 26). Although less than
earlier heuristic model predictions* (which also use different
optimizations), Eq. (3) shows that fast ignition can achieve
significant gains with relatively small drivers.

In our simulations of ignition and burn, the energy of fast
electrons, beam radius (20 #m and larger), and pulse length
were varied to find the minimum beam energy for ignition close
to 15 kJ for different (25-kJ to 2-M1J driver-pulse energy) fuel
assemblies, using monoenergetic electron beams. The depen-
dence of the minimum beam energy for ignition on the elec-
tron-beam parameters and injection time has been analyzed in
detail. The minimum beam energy for ignition increases up to
20 kJ for electrons with energy spread (relativistic Maxwellian
distribution function) and optimal mean energy. Simulations
using ponderomotive temperature scaling for fast electrons
with the laser intensity and Gaussian (in time) laser pulses have
also been performed for the 300-kJ fuel assembly. It is shown
that for a laser wavelength of 1.054 xm, the minimum laser
pulse energy required for ignition is 235 kJ (with 71 kJ in fast
electrons) if the energy conversion efficiency from the laser to
fast electrons is 30%. The laser ignition energy decreases to
105 kJ (53 kJ in fast electrons) if the energy conversion effi-
ciency is 50%. Such large laser ignition energies are caused by
the high electron energy. Indeed, the hot electrons produced by
ultra-intense laser pulses have multi-MeV energies, and their
stopping range can greatly exceed the optimal value for fast
ignition. A possible solution may be using frequency-doubled
ignition pulses, for which the mean energy of fast electrons
decreases by a factor of 2 (for the same laser intensity). Simu-
lations for a laser wavelength of 0.527 xm predict a minimum
laser pulse energy for ignition of 106 kJ (with 32 kJ in fast
electrons) for an energy conversion efficiency of 30% and 50 kJ
(25 kJ in fast electrons) for a conversion efficiency of 50%. It
has been reported?’ that sharp solid—plasma interface electrons
can be produced with energy below the ponderomotive scaling
prediction. A strong reduction in energy conversion efficiency
to fast electrons, however, simultaneously takes place. Finding
mechanisms to reduce the energy of fast electrons without a
significant loss of conversion efficiency would be very helpful
to avoid a technologically complicated task of resorting to green
laser light for high-power lasers.

We have also performed simplified cone-target simula-
tions assuming that the cone walls are rigid and truncated at
a certain distance from the center. Such simulations predict
a gain deterioration of 20% to 30% and a small increase in
the minimum ignition energy with respect to unperturbed
targets. More-sophisticated cone models are currently under
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implementation in the code DRACO?3 and the results from
more-realistic cone-in-shell target implosion simulations will
be reported in future articles.
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Femtosecond Optical Generation and Detection of Coherent
Acoustic Phonons in GaN Single Crystals

Introduction

Coherent acoustic phonons (CAP’s) excited by ultrafast laser
pulses have been investigated using optical pump/probe spec-
troscopy in GaN systems, including GaN thin films, In,Ga;_ N/
GaN heterostructures, and multiple quantum wells.!=> A com-
mon feature of such structures is the existence of a significant
lattice mismatch, which results in highly strained interfaces.
Since GaN and its alloys are piezoelectric semiconductors
with large piezoelectric constants, the presence of strain at the
interface gives rise to a strong, of-the-order-of-several-M V/cm,>
built-in piezoelectric field. When a pump-laser pulse excites
electron-hole pairs, the strain-induced piezoelectric field spa-
tially separates the electrons and holes and, in turn, leads to a
stress that serves as the source of CAP generation.

In addition to the piezoelectric effect, two other CAP-gen-
eration mechanisms have been reported in the literature:%’
the deformation-potential-coupled electronic stress and the
heat-induced thermal stress. Both of these stresses originate in
the transient photoexcitation of electron-hole pairs in the mate-
rial. In one case, the transition of electrons from the valence
band to the conduction band breaks the lattice equilibrium
and results in a deformation of the lattice. Such deformation,
in turn, alters the semiconductor band structure and induces
the electronic stress coupled to the conduction-band free car-
riers through the deformation potential. In the other case, the
photoexcited carriers simply transfer their excess energy to
the lattice via electron—phonon scattering, as they relax down
toward the band edge. The fast cooling process of hot carriers
produces a sharp increase in the lattice temperature, leading
to thermal stress.

Among the above-mentioned mechanisms of CAP genera-
tion, the piezoelectric effect always makes the dominant con-
tribution in the strained systems, studied in Refs. 1-5, while the
other two typically play only a very weak role, as discussed in
Ref. 5. However, in bulk semiconductor single crystals (GaN,
in our case), there is obviously no lattice-mismatch—induced
strain and the piezoelectric field cannot be built. Thus, the CAP
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generation can only be due to either the electronic or thermal
stress, or both, depending on the photon excitation energy and
the studied material’s properties.

In recent work,® we have demonstrated that in bulk GaN
crystals the stress-induced CAP’s are very long lived and propa-
gate macroscopic distances without losing their coherence.
We utilized far-above-bandgap, ultraviolet (UV) femtosecond
pump pulses to excite the CAP’s at the sample surface and
detected them by measuring the transient differential reflectiv-
ity (AR/R) signal of a time-delayed, near-infrared (NIR) probe
pulse. We observed the CAP oscillations (superimposed on
the exponentially decaying AR/R electronic transient) with
the amplitude of the order of 1075 to 10~ and the frequency
linearly dependent (no dispersion) on the probe-beam wave
number. We have also made an early prediction that the elec-
tronic stress was the dominant factor in CAP generation in
bulk GaN crystals.

In this work, we report our systematic experimental and
detailed theoretical modeling studies on all-optical generation
and detection of CAP’s in bulk GaN crystals with the two-
color (UV/blue-NIR), time-resolved, femtosecond pump/probe
technique. Our theoretical modeling is based on the one-
dimensional elastic wave equation and diffusion effects and
predicts that the electronic stress is the dominant factor in
CAP generation in GaN single crystals. For a CAP-detection
mechanism, we have derived an analytic expression for the
time-dependent, probe-beam reflectivity change caused by the
propagating CAP’s. Experimentally, we have varied the energy
of the pump excitation pulses from far above the GaN bandgap,
through near bandgap, up to just below bandgap (band-tail
states). In all cases, we were able to produce easily measur-
able CAP oscillations, and, by careful investigation of their
amplitude changes as a function of the energy (wavelength) of
the pump photons, we confirmed that indeed the CAP excita-
tion origin was due to the electronic stress, generated by the
femtosecond pump at the sample surface region. By using, in
all of our tests, probe beams with photon energies far below
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the GaN bandgap (corresponding wavelengths were around
800 nm), we took advantage of a very small, ~50-cm™! absorp-
tion coefficient (very weak attenuation) of probe light in GaN
crystals®? and were able to demonstrate that the CAP pulses
propagated deeply into the GaN crystal volume without any
measurable loss of coherence/attenuation.

Another advantage of our two-color pump/probe configu-
ration was that the NIR probe was not sensitive to the details
of the band-gap structure, nor to any interband absorption.!0
The possibility of the two-photon—absorption process was also
negligible because the total energy of two ~800-nm probe
photons was still considerably lower than the GaN bandgap
energy. Thus, the UV-NIR, two-color femtosecond spectros-
copy allowed us to avoid any undesired effects and made our
phonon dynamics studies in GaN very clear to interpret.

In the next section we present our theoretical approach to the
phenomenon of acoustic phonon generation and their coherent
propagation in bulk semiconducting single crystals, stressing
the need to include both electronic and thermal stresses in
the phonon-generation mechanism. We also demonstrate that
under our experimental conditions, for GaN, the amplitude of
the CAP’s depends only on the energy/wavelength of pump
photons, while their oscillation frequency is probe dependent
only in the simplest-possible dispersionless manner. The last
two sections (1) briefly review our GaN crystal growth, describe
the two-color femtosecond spectroscopy setup used in our mea-
surements, and present detailed experimental results and their
interpretation; and (2) present our conclusions and underline the
applicability of our theoretical model for CAP studies in any
high-quality single-crystal semiconducting materials.

Theoretical Modeling

Following the approach presented by Thomsen et al.,” we
have developed a theoretical model of the generation, propa-
gation, and detection of CAP’s in bulk GaN crystals, studied
using a femtosecond, two-color pump/probe technique. In
our scheme, an intense, femtosecond laser pump pulse with
photon energy above the material bandgap excites both the
electronic and thermal stresses at the sample surface. These
two stresses act as the driving terms in the elastic wave equa-
tion that describes generation and propagation of CAP’s. The
propagating CAP’s modulate optical properties of the GaN
dielectric function, which is represented as disturbance of a
dielectric permittivity in Maxwell’s equations. By solving the
Maxwell equations, we obtained an analytical expression for the
time-dependent modulation of the AR/R transient caused by the
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traveling CAP waves, which, in turn, could be directly measured
in our experiments, using below-bandgap probe pulses.

We stress that the Thomsen model was developed to explain
generation and detection of CAP’s in o — As,Te; and similar
compounds with a picosecond, one-color pump/probe method.’
In such a case, the CAP generation was assumed to be solely
due to the thermal stress, and the detection was limited in
a near-surface region. In the model presented here, we will
consider both the electronic- and thermal-stress generation
mechanisms. Since GaN exhibits relatively large deformation
potential and different coefficients in ambipolar and thermal
diffusion, the contribution of the electronic stress to the CAP’s
amplitude and shape is different from that of the thermal stress.
Our theoretical calculations show that in GaN, CAP’s generated
by electronic stress have actually an-order-of-magnitude-larger
strength than that generated by the thermal stress.

In the experimental CAP detection, we use far-below-band-
gap femtosecond probe-beam pulses. For bulk samples, sur-
face-generated CAP’s propagate forward into the material with
no reflections toward the surface. Thus, the surface (one-color
scheme) detection scheme that was used by Thomsen et al.” to
detect the echo of a CAP pulse is not appropriate in our case.
In contrast, by using a far-below-bandgap probe beam, we were
able to detect the CAP perturbation propagating deeply inside
the material, taking advantage of the very long penetration
depth (very low absorption) of our NIR probe photons.

1. CAP Pulse Generation

We consider a femtosecond UV pump pulse with photon
energy higher than the GaN bandgap that is incident on the
surface of a bulk GaN crystal. Given that the diameter of the
irradiated area is much larger than the UV pulse absorption
depth, both the electronic and thermal stresses generated by
the pump pulse can be assumed to depend only on the z axis,
which is defined to be perpendicular to the sample surface and
pointing into the sample. Therefore, the lattice displacement
has a nonzero component only in the z direction, and, in our
case, the CAP generation is reduced to a one-dimensional
(1-D) problem.

The 1-D elastic (nondissipative) wave equation describing
generation and propagation of CAP’s is given by

92 nzz(z’t)_vz aznzz(z’t) _10 (
ar? S 972
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where 77,.(z,1) = du(z,1) /0z represents the acoustic phonon
field with u(z,f) defined as the lattice displacement, v, is the
longitudinal sound velocity in GaN, p is the mass density of
GaN, and O'?Zl and o¢, are the thermal and electronic stresses,
respectively. Both o and ¢, are functions of z and time ¢ and
can be expressed as

o8 (z,1) =—3BBAT(z,1), ®)
o¢(z.0)=dn,(z.0)—d,n,(z.1), 3)

where B is the bulk modulus, j is the linear thermal expan-
sion coefficient, AT(z,?) is the lattice temperature rise, d,. and
d, are the conduction-electron and valence-hole deformation
potentials, respectively, and, finally, n,(z,f) and n;(z,f) are
the photoexcited electron and hole densities, respectively. In
general, n,(z,f) and ny,(z,f) have different spatiotemporal evolu-
tions, but, since in our case they are initially excited in equal
numbers by the same pump pulse, we are going to ignore this
difference and assume that n,(z,7) = ny(z,f) = n(z,f), and, hence,
Eq. (3) becomes

08 (z1)=(d,~d,)n(z.1). @)

Assuming that both the carrier motion and heat conduction
have a diffusive character, we utilize a simple transport model
to describe the evolution of n(z,f) and AT(z,1):

on(z,1) b 3%n(z,1)

=0, ®)
ot ﬁzz

OAT(z,t)  8°AT(z1)
-

= 2 0 ©)
with the initial conditions
a 1-R (0]
pump ( pump)
n(z,0) = B exp (— apumpz) , (7)
a 1-R 0
AT(Z, 0) _ pump( PumP)
Epump
E -F
pump 8
X T exp (_ apumpZ) 5 (8)

90

and boundary conditions

D on(0,1) _0 9
az - > ( )
IAT(0,1) 0 "

X aZ - > ( )

where D is the ambipolar diffusion coefficient of the GaN elec-
tron-hole plasma; y is the thermal diffusivity; Rpump, 0, pumps
and Epump are the reflectance, fluence, absorption coefficient,
and photon energy of the pump beam; and E, and Cy are the
GaN bandgap energy and the specific heat per unit volume,
respectively. We have also assumed above that during the dura-
tion of our ~150-fs-wide pump pulses, the photoexcitation is

instantaneous and the plasma diffusion is negligible.

Knowing the n(z,f) and AT(z,?) distributions, we can readily
solve the wave equation [Eq. (1)], subject to the initial, # = 0,
and elastic boundary, z = 0, conditions:

1,.(2.0)=0, (1

7,.(0.0) = —[3BAAT(0.0)~ (d, ~ d,)n(0.0)].  (12)

N

In our analysis of CAP generation, the two trigger mechanisms,
namely, the electronic and thermal stresses, are completely
decoupled. Thus, the CAP fields excited by each mechanism
can be treated separately, and the total CAP field is just the
simple sum of both the electronic and thermal components.
Figure 110.27 presents examples of numerically computed
profiles of CAP transients, generated by the electronic stress,
the thermal stress, and the sum of both, respectively. The
CAP pulses plotted in Fig. 110.27(a) were calculated for the
far-above-bandgap pump-photon excitation (photon energy
of 4.59 eV; corresponding wavelength 270 nm), while those
shown in Fig. 110.27(b) correspond to the excitation using
just-above-bandgap pump photons (energy of 3.54 eV; wave-
length 350 nm). In both cases, Q was kept constant and equal
to 0.08 mJ/cm?/pulse, the value actually implemented in our
pump/probe experiments, while the o, values were taken
to be 2.07 x 10° and 1.29 x 10° cm-1, corresponding to the
pump-photon energies of 4.59 eV and 3.54 eV, respectively.®
The other GaN material parameters used in our calculations
can be found in Table 110.I1I1.
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Figure 110.27

Simulation of spatial-time profiles of propagating CAP transients generated by the electronic stress, thermal stress, and the sum of both, respectively. The CAP

pulses shown in (a) and (b) were excited by the pump photons with photon energies of 4.59 eV and 3.54 eV (wavelengths 270 nm and 350 nm), respectively.

The inset shows the frequency spectra of the electronically (solid line) and thermally induced (dashed line) CAP.

Table 110.I1II. Material parameters for wurtzite GaN.

Parameter GaN
Longitudinal sound velocity v, (m/s) 80201
Mass density p (g/cm?) 6.1512)
Bulk modulus B (GPa) 20713

Linear thermal expansion coefficient

B (K™

3.17 x 107604

Electron deformation potential

C, (Jem=>"C1

—4.081%
d. V) 4.08
Hole deformation potential 5 1(6)
d,=DI1 +D3 (eV)
Ambipolar diffusion coefficient 5107
D (cm?/s)
Thermal diffusivity y (cm? s71) 0.4312)
Band gap E, (€V) 3.408)
Specific heat per unit volume 3.01012)
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As seen in Fig. 110.27, CAP pulses have a strength of the
order of 10 and a spatial width of approximately twice the
pump-beam penetration depth (&fpump =1 / apump). We note,
however, that our simulations predict that the electronic stress
contribution is the major, dominant contribution in CAP
generation, as compared to the thermal-stress contribution,
in both the far-above- and just-above-bandgap excitations
[Figs. 110.27(a) and 110.27(b), respectively], with the strength
ratio between the electronic- and thermal-induced CAP’s equal
to about 8 and 60 for the 4.59- and 3.54-eV pump photons,
respectively. The electronically induced strength of CAP’s
decreases only slightly when the pump photon energy decreases
from 4.59 eV to 3.54 eV, while the thermal one drops by about
an order of magnitude. Thus, the change of the total CAP
strength is small [see Figs. 110.27(a) and 110.27(b), bottom
curves], as it is electronically dominated. The CAP amplitude
is determined mainly by o, Which changes only a little in
the studied above-bandgap, pump-energy region.

The shapes of all CAP pulses presented in Fig. 110.27 are
asymmetrically bipolar with a slight broadening at their trail-
ing sides. This broadening is caused by the diffusion effects’
and is much more pronounced in the electronically induced
CAP’s because the electron-hole diffusion is about five times
faster than the thermal diffusion. The diffusion effects not only
broaden the CAP pulse, but they also narrow its frequency

91



FemroseconDp OpTicAL GENERATION AND DETECTION OF COHERENT Acoustic PHONONS IN GAN SINGLE CRYSTALS

spectrum [inset in Fig.110.27(a)], where the spectra of the
electronically and thermally induced CAP’s are shown.

2. CAP Pulse Detection

In the discussed GaN sample geometry, the surface-gener-
ated CAP pulses propagate into the crystal along the z axis,
causing a spatiotemporal modulation of the material’s dielectric
function. This modulation can be detected through the change
in the reflectivity R of a time-delayed probe beam. The R
dependence in the presence of a generalized disturbance of
the dielectric function can be obtained by solving the Maxwell
equations inside the GaN sample and was derived by Thomsen
etal’ as

R=|ry+Arf, (13)
where
_l-n—ik
"0 Ty n+ik (14)

is the reflection coefficient at the sample surface and represents
that part of the probe beam’s electric field reflected from the
free surface, while

2iw oo oy 2iln+ikkyz
Ar=— 2O (=g, o Ae(z))  (15)
cl+n+ iK)Z/O

corresponds to the probe beam’s electric field reflected from
the CAP pulse. In Eqgs. (14) and (15), n and K are the real and
imaginary parts of the refractive index, respectively; w, ¢, and
k¢ are the angular frequency of the probe light, the light speed,
and the wave vector of the probe beam in vacuum, respectively;
and Aég(z,?) is the change in dielectric function, which, under
assumption that the disturbance is caused only by the propagat-
ing CAP pulse, can be expressed as

Ae(z,1) = 2(n+il€)<d(:7n +id(j7K )nzz(z,t). (16)

Z 2z

Finally, we note that  is related to the probe-beam absorption
coefficient @pyp OF, equivalently, the penetration depth ,rope
through & = a5, A /47 = A/ 47( where A is the probe-
beam wavelength.

probe *

Since our experiments measure the probe’s AR/R signal,
Eq. (13) must be rewritten in the form

92

a7

The analytic expression of AR/R can be obtained if n,.(z,7),
which we have only in a numerical form presented in Fig. 110.27,
is substituted in Eq. (16) by an analytic expression:

Moot ==Ae”pml T lsgn(z=vr),  (19)

which fits our stress pulses very well and neglects only the elec-
tron-hole and thermal diffusion effects in the CAP generation,
and A is the strength of the CAP pulse given by

B Apump (1 - Rpump)Q

A 2
2E pumpPVs

3B

x|~(d,+d,) (Epump — Eg)|-
Combining the above formulas and considering that for our
two-color pump/probe technique the condition oty m, > Fprobe
holds, we find an analytic expression for Ag(z,f) and, finally,
obtain the closed-form formula for AR/R, correct to the first

order in n,(z,0):

AR/R = ( dn >2+< dx >2AF1

dn., dn,,

X

. [47mnvt
sin

1 — ¢>e_vst/cpr0be + er_vst/cpump , (20)

where

N/nZ (n2 P 1)2+ I{2(l’l2 P 1)2

F= @D
2
n(n2 +K+ 1) —4n®
is the probe-beam-related amplitude,
2.2 dn/dn
¢ = arctan K(nz + K2+ 1) arctan 1 / d - (22)
n(n +K— l) K/ Fed
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is the phase, and

87°n” sin ¢ = 27nA 1y, COS
k= 22 . .22 : 23)
16770 + A" atyymp

Equation (20) allows us to directly compare our theoreti-
cal modeling with the experiments, facilitating data analysis
and making our results more explicit. We can, however,
simplify Eq. (20) somewhat further by noting that under our
experimental conditions, Cpump is of the order of several tens
of nanometers; thus, for the GaN sound speed v, = 8020 m/s,
the second term in the square bracket in Eq. (20) rapidly damps
out within several picoseconds and can be neglected, as in our
experiments we study CAP’s within at least a few-hundred-ps-
wide time delay window. The simplified expression of AR/R
can be written as

2 2
AR/R — dn + dk
dnzz dnzz
d7ny ¢t
A

% AF, sin< - ¢>e‘vsf/ Cprobe,  (24)

The temporal dependence of AR/R is represented in Eq. (24)
as a simple damped-sinusoidal function and it follows Eq. (48) in
Ref. 7, but now we also have an expression for the AR/R ampli-
tude, as the product of A, Fy, and / (dn / dr]zz)2+ (dK / dnzz)2 .The
probe-related F'; [see Eq. (21)] can be considered as a constant
since for far-below-bandgap NIR light, n and K in high-qual-
ity GaN crystals remain almost unchanged. The dn / dn,, and
dk / dn,, terms are the photoelastic constants and are related
only to n and k; thus, / (dn / anZ>2+ (dI{ / d77ZZ)2 also contributes
a constant term in the total AR/R amplitude. Finally, following
Eq. (19), the term A (strength of the CAP pulse) is only pump
light related. We note that A experiences a dramatic change
when the pump energy is tuned across the band edge because of
the step-like change of o, ,,, near E,. Experimentally it means
that the total AR/R amplitude measured using the two-color
pump/probe technique should change with the pump-beam
energy, following the same functional dependence as A, namely
the spectral characteristics of o, ,,,. Furthermore, this theo-
retical prediction indicates that we should be able to undeniably
determine which stress contribution—electronic or thermal—is
the dominant factor for triggering the CAP’s in our bulk GaN
crystals. If the electronic stress is dominant, as we saw in CAP
Pulse Generation (p. 89), the experimentally observed AR/R
amplitude should exhibit only a slight decrease when the pump
energy changes from far above to just above bandgap. On the
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other hand, when the thermal stress is dominant, the oscillation
amplitude should experience an-order-of-magnitude drop in
the same pump-energy range. Independently, when the pump
beam energy is tuned across band edge, the amplitude of the
experimental AR/R signal should almost abruptly decrease to
zero, due to the rapid decrease of oy

In agreement with the Thomsen model,’ the AR/R damping
constant in Eq. (21) is determined by the {},;e / v, ratio. For
the ~800-nm-wavelength (energy far below the GaN bandgap)
probe light used in our two-color measurements, {pope 18
~200 um,3? which gives a damping time of ~25 ns. Thus, we
should observe CAP’s propagating deeply into the GaN crystal,
actually, in full agreement with our early studies.®

Following again Eq. (24), the frequency of the AR/R oscil-
lations is given by

ny
f=2mv /A= kg 5)

and is related only to the probe beam. For a constant , expected
under our experimental conditions, f is proportional to k,
which indicates a linear dispersion relation for CAP’s with the
slope corresponding to the fixed v. Finally, ¢ [see Eq. (22)] s,
in our case, predicted to be a constant.

Experimental Procedures and Results
1. Sample Fabrication and Experimental Setup

Our GaN single crystals were grown with a high-pressure,
solution-growth (HPSG) method.!® The growth process was
carried out at an external nitrogen gas pressure of 8 to 14 kbar
and temperatures of 1350°C to 1600°C because of the high
solubility of GaN in Ga at high temperatures. Nitrogen was
first compressed to a 10- to 15-kbar level with a two-step pres-
sure compressor and intensifier and then transported into the
metallic Ga melt with a temperature gradient of 5°C to 50°C
cm~!. GaN single crystals formed at the cooler zone of the
HPSG chamber. They grew up to 1-mm-thick platelets with
typical sizes of up to 3 x 4 mm?Z. These crystals exhibited an
excellent wurtzite crystalline structure according to x-ray dif-
fraction measurements, while their morphology depended on
the growth process pressure, temperature range, and nitrogen
supersaturation. In our experiments, we have studied a 2.5 x
2.5-mm?, transparent (slightly brownish) GaN crystal piece
that was ~0.4 mm thick.

Two-color, femtosecond pump/probe spectroscopy experi-

ments were performed in a reflection mode using a com-
mercial mode-locked Ti:sapphire laser with a pulse duration
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of ~100 fs and repetition rate of 76 MHz. Our experimental
setup is schematically shown in Fig. 110.28. In our study, two
arrangements were used to generate the pump beam with
desired photon energy. One optical path (see Fig. 110.28) was
designed to deliver photons with energies in the range of 3.1
to 3.54 eV (wavelength of 400 to 350 nm) in the vicinity of a
GaN bandgap of 3.4 eV and was based on frequency doubling
of the fundamental Ti:sapphire pulse train. The other included
our homemade third-harmonic generator and allowed us to
generate pump photons with energies ranging from 4.13 eV
to 4.64 eV (wavelength of 300 to 267 nm), far above the GaN
bandgap. The pump beam was focused onto the surface of the
GaN crystal with a spot diameter of ~20 g#m at an incident
angle of ~30°. The incident fluence was ~0.08 mJ/cm? per
pulse and was kept constant while varying the pump-photon
energy. Probe pulses were directly generated by the Ti:sapphire
laser and had photon energies varying from 1.38 eV to 1.77 eV
(wavelengths from 900 nm to 700 nm) far below the GaN gap;
their fluence was always much lower (at least by a factor of
10) than that of the pump. The probe beam was delayed with
respect to the pump and near-normally incident on the same
area on the sample surface with a spot diameter of ~10 um,
and its reflection from the sample surface was filtered from
any scattered pump photons and collected by a photodetector
connected to a lock-in amplifier. The lock-in amplifier was
synchronized with a mechanical chopper that modulated the
pump beam at a frequency of ~2 KHz. The lock-in output was
sent to a computer for data processing. The magnitude of AR/R
that we measured was in the range of 1073 to 107°.

2. Experimental Results

Typical time-resolved AR/R probe signals from our GaN
crystal excited with far-above-bandgap (wavelength of 283 nm)
and just-above-bandgap (wavelength of 350 nm) pump photons

are shown in Figs. 110.29(a) and 110.29(b), respectively. The
corresponding probe wavelengths are 850 nm in Fig. 110.29(a)
and 720 nm in Fig. 110.29(b). As we can see, although the two
presented AR/R waveforms exhibit different electronic relax-
ation features, observed during the initial few picoseconds of
relaxation and associated with the conduction band inter- and
intra-valley electron scattering,'? both are characterized by
the same, few-hundred-ps-long exponential decay, associated
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Figure 110.29

Time-resolved normalized AR/R waveforms as a function of the pump/probe
delay time, measured in GaN single crystals for (a) the pump/probe wave-
length of 283 nm/850 nm; (b) pump/probe wavelength of 360 nm/720 nm.
The case (a) corresponds to the far-above-bandgap optical excitation, while
case (b) corresponds to just-above-bandgap excitation.
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with the electron-hole recombination, with pronounced regular
oscillations on top of it.

In this work, we focus only on this latter oscillatory feature,
which we identify as propagation of the CAP transient inside
the crystal.® Thus, in order to get a clearer view, we have
subtracted numerically the electronic relaxation background
from all of our collected raw data. Figure 110.30(a) shows the
oscillatory component of the measured AR/R signal for four
experimental examples, representative of our measurement
cases. The presented traces correspond to the three different
experimental conditions for CAP excitation, namely, far-above-
bandgap excitation (trace 283 nm/850 nm), just-above-bandgap
excitation (traces 350 nm/700 nm and 360 nm/720 nm), and
band-tail-state excitation (trace 370 nm/740 nm), respectively.
In all cases, no attenuation of the oscillations is observed within
our experimental ~450-ps-wide time-delay window, which is
consistent with Eq. (24), predicting that in our experiments the
CAP oscillation damping constant is limited by the £ .. / Vg
ratio and for { probe / v, = 25 nsis much longer than our experi-
mental time window.

Figure 110.30(b) presents four AR/R CAP-related transients
calculated using Eq. (24) and corresponding directly to the four
experimental transients shown in Fig. 110.30(a). In our theo-
retical calculations, the refractive index n = 2.3 and the probe
absorption coefficient o ope = 50 cm~! are assumed to remain
unchanged for all of the studied probe wavelengths. The pump
reflectance Ry, Was set to be 0.2 and the constants dn /d7,,
and dk / dn,, entering into Egs. (21) and (22) were set to be
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1.2 and 0.5, respectively, in order to keep the CAP amplitude
term F' and phase ¢ consistent with our experimental values.
We note that there is extremely good agreement between the
corresponding experimental [Fig. 110.30(a)] and theoretical
[Fig. 110.30(b)] traces, in terms of both the oscillation ampli-
tude and frequency.

Comparing the traces 283 nm/850 nm, 350 nm/700 nm, and
360 nm/720 nm, we observe only a slight amplitude decrease
as we move from the far-above- to just-above-bandgap excita-
tion. On the other hand, the 370-nm/740-nm trace, collected
for the pump-photon energy corresponding to GaN band-tail
states, has a much smaller amplitude than the other three, but
the oscillatory feature is still observable. The above observa-
tions experimentally confirm our theoretical prediction that the
driving mechanism for CAP generation in bulk GaN crystals is
the electronic stress associated with the deformation potential.
The rapid drop in CAP amplitude that occurs when we move the
energy of our excitation photons across the GaN bandgap (com-
pare traces 360 nm/720 nm and 370 nm/740 nm in Fig. 110.30)
is caused by the dramatic change of the o, coefficient at
the band edge. The latter is clearly illustrated in Fig. 110.31,
where we plot the experimental CAP oscillation amplitude
dependence on the pump-photon wavelength (energy) for the
whole pump tuning range. The solid line shows the theoretical
AR/R amplitude dependence on the pump-photon energy, using
Eq. (24) [see also Eq. (19)]. We used the values listed in Ref. 9
for the oy, spectral dependence in GaN crystals. The solid
squares, circles, and triangles represent our experimental data
corresponding to the far-above-bandgap, just-above-bandgap,
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Figure 110.30

The oscillatory components of the AR/R signals as a function of the pump/probe delay time for several pump/probe wavelength configurations: 370 nm/740 nm,
360 nm/720 nm, 350 nm/700 nm, and 283 nm/850 nm. Panels (a) and (b) show the experimental and theoretical results, respectively.
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Figure 110.31

The amplitude of the CAP oscillations versus the pump-beam wavelength
(energy—top axis). The solid line is the theoretical curve, while the solid
squares, circles, and triangles are our experimental data points correspond-
ing to the far-above-bandgap, just-above-bandgap, and band-tail-state pump
excitations, respectively. The dashed line (right axis) is the experimental
GaN absorption coefficient spectrum, extracted from the transmission and
reflection data obtained for our actual GaN single crystal.

and band-tail-state pump excitations, respectively. We see very
good overall agreement between our experimental points and
the modeling. Only in the case of the pump photons exciting
the band-tail states (solid triangles in Fig. 110.31), the decrease
of the CAP amplitudes with the pump-wavelength increase is
slower than the theoretical prediction. The latter discrepancy,
however, is clearly a consequence that in our theoretical calcu-
lations we used the values of o, from Ref. 9 and not oty
directly measured for our GaN samples. The dashed line in
Fig. 110.31 corresponds to the GaN absorption coefficient
spectrum extracted from the transmission and reflection data of
our actual GaN single crystal, experimentally measured using
a Perkin-Elmer Lambda 900 spectrophotometer. We note that
in this case the agreement is excellent.

For all of the traces plotted in Fig. 110.30, the CAP oscilla-
tion phase was essentially constant and equal to ~1.2, as shown
in Fig. 110.32, which presents ¢ as a function of the probe-
photon wavelength (energy) for our entire experimental tuning
range. The constant ¢ is very consistent with our theoretical
prediction based on Eq. (22) and the fact that n, K, dn / dr]ZZ ,and
dk / dn,, can be assumed constant for our NIR probe photons.
The solid line in Fig. 110.32 was obtained by fitting Eq. (20)
with (dn / dnzz) / (dK / dnzz) = 2.5 as the best fit.
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Finally, Fig. 110.33 demonstrates the dispersion relation
of the CAP oscillation frequency on the probe beam’s wave
number. For the entire probe-beam tuning range from 700 nm
to 850 nm, we observe a linear (dispersionless) relationship
between f and k, as predicted by Eq. (25). The slope of the
data (solid line in Fig. 110.33) gives v, = 8002+22 m/s. The
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Figure 110.32
The phase of the CAP oscillation versus the probe—beam wavelength
(energy—top axis). The solid line shows the theoretical fit based on Eq. (22)

with <dn / dnzz> / (dK / d7722> =25.
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Figure 110.33

The CAP oscillation frequency dependence on the probe beam’s wave number
(energy—top axis). The solid squares are the peak values of the CAP oscil-
lations Fourier spectra, while the solid line shows the linear fit, intercepting
the plot origin, based on Eq. (25).
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latter result is very close to our earlier ﬁnding,8 as well as to the
values of 8160 m/s and 8020 m/s reported in literature.!-!!

Conclusions

We have presented our comprehensive studies of CAP
generation and detection in a bulk GaN single crystal, using a
time-resolved, femtosecond, two-color pump/probe technique.
We theoretically predicted and experimentally confirmed that
the CAP transients, in our case, were initiated by electronic
stress induced at the GaN crystal surface by generation of free
carriers, photoexcited by ~100-fs pump UV pulses. Using
far-below-bandgap, ~100-fs-wide probe pulses with a very
long penetration depth into the GaN crystal, we monitored
the CAP propagation that manifested itself as regular, single-
frequency oscillations superimposed on the probe AR/R signal.
The amplitude of the oscillations was of the order of 10~ to
10, and within our ~450-ps time window, we observed no
signal attenuation. We also found that the CAP oscillation
amplitude was dependent only on the pump-photon energy and,
in general, followed the spectral dependence of the GaN opti-
cal absorption coefficient, as was predicted by our theoretical
model. For the entire tuning range of our NIR probe photons,
the phase of the CAP oscillations was constant and the CAP
frequency was dispersionless (proportional to the probe k)
with the slope corresponding to v = 8002+22 m/s, the speed
of sound in GaN. Very good agreement between our theoreti-
cal modeling and experimental results demonstrates that our
theoretical approach, which is a generalization of the Thomsen
model,” comprehensively describes the dynamics of CAP’s in
bulk materials, generated by the strong, above-the-bandgap
optical excitation and synchronously probed using almost
nonattenuated probe pulses. Thus, our above-bandgap pump
and far-below-bandgap probe experimental approach makes
it possible to successfully generate nanoscale acoustic waves
at the surface of bulk semiconductors and, simultaneously, to
nondestructively probe the material’s structure deeply under its
surface. The two-color femtosecond spectroscopy technique,
implemented here for the studies of GaN, should be very prom-
ising in producing and detecting CAP waves in a large variety
of bulk semiconducting materials.
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Subsurface Damage and Microstructure Development in Precision
Microground Hard Ceramics Using MRF Spots

Introduction

Chemical vapor—deposited (CVD) silicon carbide (SiyC/
SiC), polycrystalline alumina (Al,03/PCA), and aluminum
oxynitride (Al,30,7N5/ALON) polycrystalline ceramics
display a great potential for advanced optical applications in
severe environments that require high hardness, high tough-
ness, and excellent thermal properties. These materials are
nominally fully dense; therefore, there is growing interest in
grinding and ultimately polishing them to nanometer levels of
surface microroughness.

Grinding of ceramic materials usually involves the use
of metal- or resin-bonded diamond abrasive wheels.! The
material-removal mechanism can be described by indentation
fracture mechanics, where removal is caused by multiple inden-
tation events.2> Two crack systems extend from the plastic
deformation zone induced by the indentation: median/radial
and lateral cracks.? For a given process, lateral cracks control
the extent of material removal,®> while the extensions of
median/radial cracks are commonly associated with subsurface
damage (SSD),® which contributes to the degradation of the
materials” strength.?

For optical applications, SSD can be the source of com-
ponent instability (e.g., surface stress) and contamination.
Polishing abrasives embedded in cracks can lead to laser-
induced damage, and thermal cycling can result in component
fracture.”™® Therefore, determination of SSD depth is critical
for high-quality optics. Unfortunately, SSD from grinding is
often masked by a deformed surface layer that is smoothed or
smeared over the part surface.”~!! For polycrystalline ceram-
ics, this layer may also consist of pulverized grains or powder.
The thickness of this deformed layer varies along the ground
surface because of the nonhomogeneity of the composite and
the nonuniform distribution of diamond abrasives on the grind-
ing wheel.!2 Therefore, it is valuable to develop new analytical
techniques for understanding the damaged surface left from
grinding and how it extends into the subsurface for these opti-

cal ceramics.>10
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Different techniques for estimating SSD depth induced by
grinding have been pursued. Randi ez al.!3 reviewed both non-
destructive and destructive techniques to evaluate SSD in brittle
materials. Nondestructive methods include transverse electron
microscopy, x-ray diffractometry, Raman spectroscopy, optical
microscopy, photoluminescence, and the use of ultrasound for
ground ceramic materials. Destructive techniques include taper
polishing, cleavage, sectioning, ball dimpling, and spotting
with magnetorheological finishing (MRF). These destructive
techniques are ultimately followed by microscopy or diffrac-
tive-based techniques to observe and measure SSD depth.

One recent example of a nondestructive technique is light
scattering, as described by Fine et al., whose results were
confirmed by the sectioning technique. Another recent study
by Wang et al.® showed how the measurement of the quasi-
Brewster angle (QBAT) as a function of wavelength could be
used to estimate SSD depth for polished CaF, (111) surfaces.
The MREF spot technique, as described by Randi ef al.,!3 was
used by Wang et al.8 to validate their results.

Examples of sectioning techniques include the work by Xu
et al.'* done on polycrystalline alumina scratched by a single
diamond, or Kanematsu,!? who visualized the morphology
of SSD induced by grinding on silicon nitride. His approach
included a combination of taper-polishing and plasma-etch-
ing techniques, finally observing SSD using scanning elec-
tron microscopy (SEM). In addition, dye impregnation was
used to identify the crack morphology of previously ground
samples that were subsequently broken using a flexure test.!0
Miller ez al.? and Menapace et al.>-!3 utilized MRF computer
numerically controlled (CNC) machines with raster polishing
capabilities to study the distribution of SSD in larger, polished
fused-silica parts by fabricating a wedge.

SSD depth can also be estimated by correlating SSD depth
to the grinding-induced surface microroughness, or by correlat-
ing SSD depth to the size of grinding or polishing abrasives.
Preston!© showed that surface microroughness was three to four
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times the SSD depth, by comparing polished and ground glass
microscope slides in the early 1920s. In the 1950s Aleinikov!’
expressed the proportionality factor to be ~4 for optical glasses
and ceramics. Hed er al.!® extended Aleinikov’s work using
bound-abrasive tools (diamond and boron carbide), finding that
the ratio between SSD depth and peak-to-valley (p—v) surface
microroughness (measured using a contact profilometer) for
Zerodur, fused silica, and BK-7 glass was ~6.5, a much higher
value than previous results. For a large variety of optical glasses
ground with bound-abrasive diamond tools, Lambropoulos et
al.'? estimated SSD depth to be less than two times the p—v
surface microroughness (from areal measurements using a
white-light interferometer). In more recent work, Randi et al. 13
found the ratio between p—v microroughness (from areal mea-
surements using a white-light interferometer) and SSD to be 1.4
for some optical single crystals ground with diamond-bonded
tools, where SSD was measured directly by combining MRF
spotting and microscopy techniques. Using the MRF-based
technique described here, we demonstrated that, for nonmag-
netic nickel-based tungsten carbides (WC-Ni—a challenging
composite for optical applications), there is a strong positive
correlation between p—v surface microroughness (from areal
measurements using a white-light interferometer) and SSD
depth for rough-ground surfaces.2 The application of this
technique to magnetic cobalt-based tungsten carbides (WC-Co)
was also successful.2! In all work cited above, it is critical to be
aware of the instruments used to characterize surface roughness
since different instruments produce different surface-roughness
values, due to their different lateral scale-length capabilities.

SSD was also found to be a function of abrasive size used
in the controlled grinding stages for fabrication of precision
optics, as discussed by Lambropoulos?2 for a variety of optical
glasses and glass ceramics. In practice, by reducing the abrasive
size with each grinding cycle, the plastically deformed material
is removed, reducing the residual stresses associated with the
indentation events, and subsequently reducing the initiation of
cracks within the plastic zone.* This suggests that, by gradu-
ally reducing abrasive size, SSD can be minimized with every
subsequent grinding step.

We present here a procedure for estimating SSD depth
induced by deterministic microgrinding of hard polycrystalline
optical ceramics with diamond-bonded tools. This estimate
comes from tracking the evolution of surface microroughness
(measured using a white-light interferometer) with the amount
of material removed by multiple MRF spots (measured using
a contact profilometer) of increasing depth into the surface. In
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addition to extending our p—v microroughness/SSD correla-
tion to hard ceramics, this technique also reveals information
about the specimen microstructure (i.e., grain size), mechani-
cal properties (i.e., hardness and fracture toughness), and the
grinding conditions (i.e., abrasive size used), from extended
spotting with the MRF process.

Experimental Procedure
1. Materials

Samples were obtained from the following sources: three
ALON (Surmet Corp., MA, Lot 1472, April 2006) disks
(40 mm in diameter x 15 mm thick), two PCA (commercial
manufacturer) disks (40 mm in diameter x 2.5 mm thick),
and three CVD SiC (Rohm and Haas Company, Advanced
Materials, MA) disks (76 mm in diameter x 11.5 mm thick).
Grain-size ranges were 150 to 250 x#m for ALON, submicron
size for PCA, and 5 to 10 gm for CVD SiC.

2. Mechanical Properties (Hardness and

Fracture Toughness)

Hardness measurements were taken on a Tukon micro-
indenter equipped with a Vickers diamond indenter and a
built-in microscope (x50 objective). A constant dwell time of
15 s was used, with a nominal indentation load of 1 kgf (9.8 N).
Averaging was performed on the diagonals of five to ten random
indents on the surface.

In the case of ALON, individual grains were easily distin-
guished, allowing placement of indentations in the middle of
individual grains. There were no grain boundaries observable
for CVD SiC and PCA using the microscope. For all of the
materials tested, indentations were randomly placed on speci-
men surfaces, avoiding large pores and/or inclusions.

Fracture toughness K. values were calculated from the
observed radial cracks produced at the indentation corners
using the Evans correlation.?3 The relevant physical and
mechanical properties are listed in Table 110.IV.

3. Grinding Experiments

All samples were processed under the same conditions
using deterministic microgrinding. The first set of grinding
experiments was performed on a CNC grinding machine?’
using a contour-tool grinding configuration for flat surfaces
[see Fig. 110.34(a)], with three different diamond tools: rough,
medium, and fine (40-ym, 10- to 20-um, and 2- to 4-um grit
size, respectively). Both the rough and medium tools had a
bronze matrix while the fine tool matrix was resin. To avoid tak-
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ing the part off the machine between operations, the tools were
trued and dressed in advance using Al,O3 dressing sticks that
were 320 or 800 grit (29- to 32-um and 9- to 12-um grit size,
respectively). Table 110.V lists the grinding conditions used.

For PCA an additional grinding experiment was performed
because of the large form error on the part surface from grind-

ing using the previous contour configuration. These experiments
were completed on a CNC grinding machineZ® using a ring-tool
grinding configuration for flat surfaces [see Fig. 110.34(b)].
Grinding was done using rough and medium diamond tools
(65-um and 10- to 20-um grit size, respectively). Both tools had
abronze matrix, and dressing procedures were performed as dis-
cussed above. Table 110.V lists the grinding conditions used.

Table 110.IV: Physical and mechanical properties of hard ceramics listed by increasing Vickers hardness

and fracture toughness.®

Material ID Density p | Grainsize | Young’s | Vickers hardness | Fracture toughness
(g/emd) (um) | modulus E Hy (GPa) K, .
(GPa) (MPa /i )"
ALON (Al,30,7N5) | 3.69©  [150t0250| 334 15.4+0.3@ 2.7+0.2
PCA (Al,05) 3.99@© <1 400® 21.6+0.3® 3.320.1
CVD SiC (Si C) 321 5to0 10 466 25.0+0.1® 5.1x0.3

@ Catalog values, unless otherwise specified.
(b Calculated using the Evans correlation.?3

@ Averaging ten Vickers indentations at 1 kgf.

(&) Averaging five Vickers indentations at 1 kgf.

© Density may vary slightly depending on the stoichiometry.

(© Using Archimedes’ water immersion principles.2*
® Calculated from measurement using ultrasonic tests and density values. Data were averaged
for two PCA disks (~30 mm in diameter x ~1 mm thick) polished on both sides.
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Figure 110.34

Schematics of the two grinding configurations used in our experiments: (a) contour and (b) ring-tool configurations.
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Table 110.V: Grinding conditions used in a single pass.®

Tool grit size | Depth of cut In-feed Duration of Cross-feed Duration of
(um) (um) (z axis) single pass (x axis) single pass
(mm/min) (mm/min) (min)
Contour tool grinding configuration.2’
40 100 0.5 12 (s) 1.0 30 to 40
10 to 20(® 20 0.5 2.4 (s) 1.0 30 to 40
2 to 4© 5 0.5 0.6 (s) 5.0 6108
Ring tool grinding configuration, 20
65 100 0.1 ~20 (min) NA NA
10 to 20 30 0.01 ~45 (min) NA NA
@ The following parameters remained constant: Wheel speed, £, = 6800 rpm for contour tool grin-
ding; Q, = 3000 rpm for ring tool grinding; work spindle speed, £2,, = 100 rpm in both cases.
(®Bronze bonded, 75 diamond concentration.
(© Resin bonded, 75 diamond concentration.

Before all grinding experiments, each workpiece was
attached to a steel base with hot wax and then placed in the
grinding machine parallel to the tool axis of rotation. Water—oil
emulsion coolant?’ was delivered to the tool/workpiece inter-
face to avoid burnout and thermal damage. In the case of the
contour grinding configuration, grinding was done with two
passes for each tool; i.e., the total material removed per tool
was 200, 40, and 10 #m (rough, medium, and fine tools, respec-
tively). No subsequent “spark-out * passes were performed.
For example, the fine grinding was done only after the part
had gone through two-pass cycles with the rough and medium
tools. Finally, the workpieces were cleaned using acetone. For
ring-tool grinding, multiple tool passes were performed until
material was evenly removed from the surface.

4. Spotting of Ground Surfaces

Magnetorheological finishing (MRF)?8:29 is a commercial
polishing process for the manufacturing of precision optics.
We used MRF spotting, with a commercial CNC machine,3°
in our experiment to estimate the depth of subsurface damage
induced by grinding. For all of our experiments, MRF spots
were polished onto the ground surface of a nonrotating part, by
lowering the part surface into contact with a rotating magnetic
fluid ribbon. The MRF fluid used was a commercial product?!
that consisted of an aqueous mixture of nonmagnetic nanodia-
mond abrasives, magnetic carbonyl iron, water, and stabiliz-
ers. Machine parameters such as the magnetic-field strength
(~2 to 3 kG), wheel speed (250 rpm), pump speed (125 rpm),
ribbon height (1.6 mm), and depth of the part penetrating into
the ribbon (0.3 mm) were kept constant and the spotting time
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was varied. Spotting was done on previously rough-ground,
medium-ground, and fine-ground surfaces of each material.
Multiple spots with time durations of 1 to 8, 12, and 16 min
were taken on subsets of the ground surfaces of ALON and
CVD SiC, whereas in the case of the PCA, multiple spots
with time durations of 6, 12, 24, 48, and 96 min were taken as
described in Surface Evaluation from the Spotting Experi-
ments (p. 103).

5. Microscopy of Processed Surfaces

Surfaces were studied using a contact profilometer, a white-
light interferometer, a scanning electron microscope (SEM),
and an atomic force microscope (AFM). Before the surfaces
were analyzed, the samples were ultrasonically cleaned in
acetone (30 min at room temperature), then rinsed with alcohol,
and finally dried using a nitrogen gun.

Metrology was conducted as follows:

« A stylus profilometer’2 was used to perform 3-D scans of
the MRF spots, which were then used to extract the spots’
physical dimensions, i.e., spot volume, peak removal depth,
and spot profile. The stylus tip is a cone with a 60° angle
and a 2-um spherical tip radius of curvature. The instrument
has a 12-nm vertical resolution, and the lateral resolution is
about the size of the tip.

« Average microroughness data [peak-to-valley (p—v) and root

mean square (rms)] were obtained with a noncontacting
white-light interferometer33 over five 350 x 250-um? areas
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randomly distributed across ground areas and within MRF
spots as described in Surface Evaluation from the Spot-
ting Experiments (p. 103). This instrument has a lateral
resolution of ~1 ym and a vertical resolution of ~0.3 nm.
The motorized XY stage and field-of-view stitching software
allow this instrument to be programmed to measure a large
area at high resolution.

» The morphologies of the processed surfaces following
grinding, and for selected MRF spots, were analyzed using a
field emission SEM.34 The preferred imaging configuration
was a mix signal of the in-lens and in-chamber secondary
electron detectors. Surfaces of ground and spotted CVD SiC
material were not etched or coated prior to SEM. Imaging
of the nonconductive materials (i.e., PCA and ALON) was
also performed without etching or application of a conduc-
tive coating, using a low beam voltage (1.5 to 0.7 kV), at an
~3-mm working distance.

» Additional surface scans for selected spots were taken on the
AFM? over three 10 x 10-xm? areas randomly distributed
within spots where the deepest point of fluid penetration
(ddp) occurred, as discussed in Surface Evaluation from

G7652JRC
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the Spotting Experiments (p. 103). Silicon tips with tip
radii of approximately 10 nm were used. The lateral image
resolution can be as small as the tip radius (5 to 15 nm) and
the instrument vertical noise resolution is less than 0.5 A.

Experimental Results
1. Surface Microroughness and Surface Morphology

from Grinding

Surface microroughness data for all materials after each
grinding stage were taken using the white-light interferometer.
As expected, surface microroughness decreased with decreas-
ing diamond abrasive size. Using the light microscope3® we
observed pitting on the ground surfaces, with no traces of grain
boundaries for all the materials tested, as seen in Fig. 110.35.
The p-v surface microroughness varied from ~14.5 yum
(ALON) to ~3.7 um [CVD SiC; see Fig. 110.35(a)] after
grinding with the rough tool (40-xm grit size), from ~12 um
(ALON) to ~3.5 um (CVD SiC) for the medium tool (10- to
20-um grit size), and from ~4 um [ALON; see Fig. 110.35(b)]
to ~0.4 um [CVD SiC; see Fig. 110.35(c)] for the fine tool
(2- to 4-um grit size). Surface microroughness for PCA was
~9 um [see Fig. 110.35(d)] with the medium ring tool (10- to
20-um grit size).

Figure 110.35

Light microscope images of ground sur-
faces: (a) rough-ground CVD SiC (5- to
10-um grain size, 40-um tool grit size
with contour configuration, ~4-um p—v);
(b) fine-ground ALON (150- to 300-um
grain size, 2- to 4-um tool grit size with
contour configuration, ~4-ym p-v);
(c) fine-ground CVD SiC (5- to 10-um
grain size, 2- to 4-um tool grit size with
contour configuration, ~0.4-um p-v);
(d) medium-ground PCA (submicron grain
size, 10- to 20-xm tool grit size with ring
configuration, ~8.5-ym p-v).
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By using the SEM’s high-magnification capabilities we
examined the morphologies of the ground surfaces with
greater detail. Figure 110.36(a) shows the morphology of the
rough-ground ALON, where the material microstructures, i.e.,
grain boundaries, are not visible. By using high magnification,
Fig. 110.36(b) shows that the removal mechanism involved
fracture. Figure 110.36(c) shows that for CVD SiC, the rough-
ground surface is pitted, with the surrounding surface relatively
smooth. Using higher magnification, Fig. 110.36(d) shows that
the pit lengths, approximately 5 x#m long, are comparable to
the average grain size (5 to 10 #m) of this CVD SiC material.

G7653]R

Examination of the PCA surface in Fig. 110.36(e) shows that
the deformed layer induced by grinding covers/masks the
grains and any SSD, for PCA. Using higher magnification,
Fig. 110.36(f) shows the exposed PCA subsurface where it
appears that single grains pulled out, leaving craters of the
order of 0.2 to 0.4 ym wide.

2. Surface Evaluation from the Spotting Experiments

MREF spots of increasing time duration were taken on all
ground surfaces. Figure 110.37(a) shows a typical 3-D map
generated with a profilometer for an 8-min MRF polishing
spot taken on a rough-ground CVD SiC surface. After using
the software to remove form figure errors (e.g., tilt and curva-
ture), we calculated the physical properties such as volume and
maximum amount of material removed by the MRF spot (i.e.,
spot depth). The volumetric removal rates for ALON, CVD
SiC, and PCA using the MRF operating conditions described
previously were found to be 0.020, 0.006, and 0.002 mm3/min,
respectively, from averaging the results of four spots.

The area enclosed by the white ellipse in Fig. 110.37(a)
constitutes the region of maximum removal within the spot,
where the depth of deepest penetration (ddp) into the subsurface
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Figure 110.36

Morphology of the as-ground surfaces using SEM with different magnifica-
tions: (a),(b) ALON ground with contour configuration, 40-xm tool grit size,
and ~14.5-um p—v, low and high magnification, respectively, taken using low
beam voltage (1 kV), at a 5-mm working distance; (c),(d) CVD SiC ground
with contour configuration, 40-xm tool grit size, ~4-um p—v, low and high
magnification, respectively, taken using nominal beam voltage (10 kV), at a
10-mm working distance; and (e),(f) PCA ground with ring configuration,
10- to 20-um tool grit size, ~8.5-um p-v, low and high magnification, respec-
tively, taken using low beam voltage (1.5 kV), at a 3-mm working distance.

Figure 110.37

(a) 3-D image of an MRF spot taken with a contact stylus profilometer on
rough-ground CVD SiC for 8 min. Arrows indicate the spot’s leading edge
(where an MRF ribbon first contacts the material), the spot’s ddp region,
identified by an ellipse (deepest point of part penetration into the MRF fluid
ribbon), and the spot’s trailing edge. The fluid flow direction is from left to
right. (b) Spot profile extracted from a line scan through the center of the 3-D
map (indicated by a dashed line). The distance between the trailing edge and
the ddp region is ~2 mm in the horizontal direction. The spot depth reaches
~6 um in the region sampled with the line scan.
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occurs. The ddp in Fig. 110.37(a) has some asymmetry with
respect to the spot center profile line [shown in Fig. 110.37(b)],
in this case exhibiting a variation of +£0.6 um. This feature is
typically encountered for many of the longer-time-duration
spots examined in this work. It could be due, in part, to subtle
misalignments of the plane of a part surface with respect to
the MREF ribbon. Figure 110.37(b) illustrates how we extract
the spot center profile from the 3-D map to establish the loca-
tion of the ddp region relative to the trailing edge for rough-
ness measurements.

Figure 110.38(a) shows a 3-D map of a different spot taken
on a rough-ground CVD SiC surface transverse to the MRF
flow direction (as indicated by an arrow in the figure), with the

white-light interferometer in stitching mode. Figures 110.38(b)
and 110.38(c) give 3-D maps (0.3 x 0.3 mm?2) of the rough-
ground surface and within the ddp, extracted from the map
of Fig. 110.38(a), respectively. Figures 110.38(d) and 110.38(e)
show line scans, or 2-D profiles, extracted from Figs. 110.38(b)
and 110.38(c) (as indicated by the arrows), respectively. These
line scans show the significant roughness reduction from
~1.4-um p—v [~100-nm rms; Fig. 110.38(d)] for the ground
surface to ~95-nm p—v [~18-nm rms; Fig. 110.38(e)] achieved
inside the MRF spot, in agreement with the areal micro-
roughness values, which vary from ~3.2-um p—v [~99-nm
rms; Fig. 110.38(b)] on the ground surface and ~170-nm p—v
[~19-nm rms; Fig. 110.38(c)] within the spot ddp. Note that
the discrepancy between the line scans and the areal data
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0.000

(b) ~3.2-um p-v (99-nm rms) (¢) ~170-nm p—v (19-nm rms)
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Figure 110.38

Scans taken on rough-ground CVD SiC,
spotted for 3 min: (a) 3-D map done with the
white-light interferometer in stitching mode,
transverse to the MRF flow (see arrow indi-
cating the MRF flow direction); (b),(c) areal

~95-nm p—v (18-nm rms)

maps (0.3 x 0.3 mm?2) of microroughness on
the ground surface and within the spot ddp,
respectively; (d) line scan of the ground sur-
face, taken from the center of (b); (e) line scans
within the ddp region transverse to the MRF
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flow direction, taken from the center of (c) (as
indicated by the arrows); and (f) line scan of
the spot-width profile (indicated by a dashed
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comes from the larger areas sampled with the latter method.
Another discrepancy between the 3-D map and line scans
in Fig. 110.38 is associated with the spot depth. The vertical
scale in Fig. 110.38(a) indicates the overall areal p—v rough-
ness variations of ~5.2 ym, which artificially indicates a spot
depth of that scale because it includes the highest peaks on
the rough surface. However, when we examine single line
scans of the spot width profile [represented by a dashed line
in Fig. 110.38(a)], the spot depth is shown to be ~2 um [see
Fig. 110.38(f)].

After the location of a given spot’s ddp was identified [as
described in Fig. 110.37(b)], areal surface microroughness
measurements were taken using the white-light interferometer
at five random locations within the ddp region over areas of
0.35 x 0.26 mm? as seen schematically in Fig. 110.39(a). In

(2)
MRF flow 0.35 x 0.26-mm?2
direction
areal measurements
/r{ )
ddp S=-
B
Horizontal
line scans
(b)
0.35 x 0.26-mm?2
areal measurements
e
Horizontal
line scans
-~ \
/ \\ 90° \
'\ I part Y
</ rotation v
-
MREF flow direction
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Figure 110.39

Schematic diagram of the procedure used for surface microroughness
measurements within MRF spots. The dashed ellipse represents the ddp
region. The rectangle within the ddp represents one of five random sites over
which surface roughness was measured. (a) First orientation of the spot for
generating line scans perpendicular (1) to the MR fluid flow direction, and
(b) after rotating the part 90° to generate line scans parallel (ll) to the MR
fluid flow direction.
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addition, horizontal line scans were taken perpendicular (L) to
the MRF flow direction. Then, the part was rotated by 90° and
remeasured so that horizontal line scans parallel (Il) to the MRF
flow direction were also obtained, as seen in Fig. 110.39(b).
This procedure is necessary because the interferometer analog
camera creates images with a horizontal raster pattern.

Surface microroughness data taken on initial ground sur-
faces and in ddp areas for long-time-duration spots are listed
in Tables 110.VI(a)-110.VI(c). The areal data represent averages
of 5 random measurements, while the values for the line scans
(L and II) represent averages of 50 line scans. The amount of
material removed in each spot, or the spot maximum depth, is
reported for measurements done using the contact profilometer,
as described in the text that discusses Fig. 110.37(a).

Tables 110.VI(a)-110.VI(c) summarize the results of grinding
and spotting experiments (the complete set of experimental data
can be found elsewhere3?). The evolution of microroughness
with the amount of material removed by the MRF spot indicates
that by removing an optimal amount of material from the as-
ground surface, p—v surface microroughness was significantly
reduced. This observation is valid for all initial surface condi-
tions: rough, medium, and fine ground. For example, in the
case of ALON, the initial surface microroughness values were
~14.5-um p—v (~1.5-um rms), while after removing ~11 gm
with the MRF process, surface microroughness decreased to
~1.2-pm p—v (~0.09-gm rms). When an additional ~13 gm of
material were removed, surface microroughness decreased to
~1.1 gm (~0.07-gm rms). In addition, we found differences in
microroughness values between areal and line scans, either in a
direction perpendicular (L) or parallel (Il) to the MRF flow. For
example, in the case of CVD SiC, the initial rough-ground sur-
face microroughness values were ~3.7-ym p—v (~0.11-ym rms),
whereas using line scans, surface microroughness values were
~1.5-um p—v (~0.1-um rms). [Note that there is no preferred
directionality to the ground surface.] After removing ~1.7 um
with the MRF process, surface microroughness decreased to
~0.11-um p-v (~0.02-gm rms) in a direction perpendicular
(L) to the flow, compared to ~0.06-um p—v (~0.01-y¢m rms)
measured parallel (Il) to the flow direction. Similar observations
can be made in the case of PCA.

Discussion

In this work MRF spots were placed on previously ground
hard optical ceramics, exposing the subsurface without intro-
ducing new damage. By removing several microns of material
(proportional to the initial p—v microroughness in the as-ground
state), surface roughness was significantly reduced. With the

105



SUBSURFACE DAMAGE AND MICROSTRUCTURE DEVELOPMENT IN PRECISION MICROGROUND HARD CERAMICS USING MRF Srots

removal of additional material (i.e., using longer MRF spotting
time), we observed that roughness continued to decrease or to
slightly increase.

These results suggest that, after examining the evolution of
surface roughness within the spots as a function of the amount
of material removed (see Fig. 110.40), two stages can be iden-
tified: a stage where removal of the initial grinding damage
occurs, and a stage where removal shows the development
of a texture relating to the interaction between MRF and the
material surface. In the first stage, surface roughness resulting
from deformation and fracture by grinding is removed, starting
with the initial surface condition and ending when the surface

roughness reaches a low value after spotting with MRF. Here
the improvement in surface condition is best characterized by
the drop in areal p—v roughness, a measurement that captures
all features over a reasonably large area.

As seen in Fig. 110.40, the areal p—v for the initially rough-
ground ALON [Fig. 110.40(a)], rough-ground CVD SiC
[Fig. 110.40(b)], and medium-ground PCA [Fig. 110.40(c)]
falls from ~14.5, ~3.7, and ~9 um to ~1.2, ~0.20, and
~0.25 um, with ~11, ~1.7, and ~9 um removed in the first
stage, respectively. Beyond this point, differences become
apparent in the second stage, depending on how the surface
roughness is examined.

Table 110.VI(a): Selected summary of results for grinding and spotting experiments. Surface microroughness
measurements were taken at five random locations within a spot ddp with the white-light
interferometer. The amount of material removed by MRF (spot maximum depth) was
extracted from the 3-D profilometer scans.

Material ALON Processed with Contour Tool
Rough ground
MRF Material Removal (xm) 0 (as ground) 10.93+0.23 23.83+£0.12
Areal (um) p—v 14.52+1.04 1.2+0.4 1.1+£0.2
rms 1.45+0.02 0.09+0.01 0.07+0.02
Perpendicular (L) (um) p-v 8.12+0.49 0.40+0.04 0.30+0.06
rms 1.41£0.05 0.09+0.00 0.07+0.02
Parallel (Il) (¢m) p-v 8.12+0.49 0.39+0.05 0.23+0.10
rms 1.41+0.05 0.07+0.02 0.06+0.03
Medium Ground
MRF Material Removal (xm) 0 (as ground) 9.12+0.11 21.57+0.51
Areal (um) p-v 11.72+0.00 0.56+0.16 0.65+0.17
rms 0.72+0.02 0.09+0.02 0.12+0.03
Perpendicular (L) (um) p-v 4.84+0.42 0.39+0.09 0.47+0.11
rms 0.70+0.03 0.09+0.02 0.12+0.03
Parallel (i) («m) p—v 4.84+0.42 0.23+0.06 0.18+0.03
rms 0.70+0.03 0.05+0.01 0.04+0.01
Fine Ground
MRF Material Removal (xm) 0 (as ground) 5.98+0.31 21.50+0.10
Areal (um) p—v 4.24+1.44 0.51+0.09 1.05+0.06
rms 0.10+0.05 0.08+0.01 0.16+0.04
Perpendicular (L) (u#m) p-v 0.67x0.50 0.33+0.03 0.72+0.16
rms 0.07+£0.03 0.07+£0.00 0.16+0.04
Parallel (Il) (um) p—v 0.67+0.50 0.22+0.04 0.19+0.09
rms 0.07+0.03 0.05+0.01 0.05+0.03
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Table 110.VI(b): Selected summary of results for grinding and spotting experiments. Surface microroughness
measurements were taken at five random locations within a spot ddp with the white-light
interferometer. The amount of material removed by MRF (spot maximum depth) was
extracted from the 3-D profilometer scans.

Material CVD SiC Processed with Contour Tool
Rough Ground

MRF Material Removal (xm) 0 (as ground) 1.70+£0.060 9.41+0.012
Areal (um) p—v 3.680+0.228 0.193+0.042 0.126+0.013
rms 0.108+0.006 0.021+0.004 0.018+0.004
Perpendicular (L) («m) p—v 1.453+0.200 0.107+£0.014 0.080+0.016
rms 0.10+0.005 0.020+0.004 0.017+0.004
Parallel (1) (um) p—v 1.453+0.200 0.061+0.008 0.056+0.007
rms 0.10+0.005 0.013+0.002 0.012+0.001

Medium Ground

MRF Material Removal (xzm) 0 (as ground) 1.61+0.020 8.64+0.03
Areal (um) p—v 3.464+0.177 0.169+0.041 0.140+0.025
rms 0.077+0.009 0.021+£0.007 0.020+0.004
Perpendicular (L) (um) p—v 1.184+0.066 0.105+0.031 0.080+0.039
rms 0.070+0.004 0.020+0.007 0.030+0.021
Parallel (1) (4m) p—v 1.184+0.066 0.054+0.010 0.047+0.007
rms 0.070+£0.004 0.011+0.002 0.010+0.002

Fine Ground

MRF Material Removal (um) 0 (as ground) 1.86+0.090 10.23+£0.120
Areal (um) p—v 0.424+0.069 0.141+0.054 0.136+0.025
rms 0.018+0.002 0.013+0.001 0.019+0.003
Perpendicular (L) (um) p—v 0.011+0.005 0.073+0.009 0.091+0.012
rms 0.018+0.001 0.012+0.001 0.019+0.003
Parallel (1) (xm) p—v 0.011+0.005 0.060+0.006 | 0.043+0.006
rms 0.018+0.001 0.012+0.001 0.009+0.002

Table 110.VI(c): Selected summary of results for grinding and spotting experiments. Surface microroughness
measurements were taken at five random locations within a spot ddp with the white-light
interferometer. The amount of material removed by MRF (spot maximum depth) was
extracted from the 3-D profilometer scans.

Material PCA Processed with Ring Tool
Medium Ground
MRF Material Removal (xm) 0 (as ground) 8.84+0.07 15.9+0.06
Areal (um) p—v 8.942+1.067 0.247+0.031 0.276+0.045
rms 0.569+0.076 0.033+0.006 0.044+0.008
Perpendicular (1) (um) p—v 3.613+0.401 0.177+0.0028 0.220+0.039
rms 0.460+0.082 0.033+0.006 0.043+0.008
Parallel (Il) (um) p—v 3.613+0.401 0.128+0.008 0.101+£0.008
rms 0.460+0.082 0.030+0.002 0.022+0.002
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For orthogonal line scans, the initial ground p—v rough-
ness is similar, as the ground surface shows no processing-
related directional features {~8.1-, ~1.4-, ~3.6-um p-v, for
ALON [see Fig. 110.40(a)], CVD SiC [see Fig. 110.40(b)], and
PCA [see Fig. 110.40(c)], respectively}. In the case of ALON
[Fig. 110.40(a)], for both line-scan orientations (L and Il) with
respect to the direction of MRF fluid flow over the surface,
p-V surface roughness is seen to drop from ~400 nm to
~300 (L) and ~230 nm (Il), respectively, in the second stage as
the diamonds in the MR fluid continue to polish the surface,
removing a total of ~24 ym of material. In the case of CVD
SiC [Fig. 110.40(b)], p—v surface roughness (1) is seen to drop
from 107 to 80 nm, whereas p—v surface roughness (ll) drops
slightly from 61 to 56 nm, as the diamonds in the MR fluid
continue to polish the surface, removing a total of ~9.4 ym of
material. In the case of PCA, p—v surface roughness (Il) is seen
to drop from ~0.13 to 0.1 gm, as the diamonds in the MR fluid
continue to polish the surface, removing a total of 16 xm of
material. Although not described here, it is possible to study the
microstructure of the material with this sampling technique,

one example being decoration of grain boundaries.3® However,
as in the case of PCA [Fig. 110.40(c)], p—v roughness (areal and
1) is seen to increase with additional material removed beyond
~9 pm in the second stage. This increase is real, and is due to
a texture or grooving impressed on the polished, damage-free
surface by the abrasives in the MR fluid. These grooves come
from a lack of part rotation during long-duration spotting.

An interesting observation can be made for both ALON and
CVD SiC: In the second stage, where the interaction between
the MR fluid abrasives and the surface is strong, there is a
gradual increase in p—v roughness as shown with all three
measurement protocols ending with an abrupt drop in the p—v
roughness; after this, the roughness either increases or slightly
decreases. For both ALON and CVD SiC, this phenomenon
takes place when the amount of material removed by the MRF
reaches a depth comparable to the material grain size {~12
and 4 um for ALON [see Fig. 110.40(a)] and CVD SiC [see
Fig. 110.40(b)], respectively}. This phenomenon is not present
in the case of PCA [Fig. 110.40(c)], suggesting that, as grain
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size increases, the interaction between a material’s grains and
the polishing abrasives contributes to surface roughening, or
“grain decoration.”

SEM analysis within polishing spots confirms that MRF
exposes and removes fractured material in both stages 1 and
2, without creating additional damage. Figure 110.41 shows
the evolution of surface texture in spots taken on previously
medium-ground PCA. Figures 110.41(a) and 110.41(b) represent
spot depths of ~2 to 3 um, where MRF processing exposed
voids and pulverized powder regime beneath the deformed
layer. Longer spotting times to remove up to a total of 16 um
of material [see Figs. 110.41(c)-110.41(e)] verify that MRF
eliminated all pitting and hidden damage, with the subsequent
development of a grooved texture.

G7658JR

Figure 110.41

SEM images inside MRF spots taken on PCA that was previously medium
ground (10- to 20-um grit size) to an initial roughness of 3.6-um p—v.
(a)—(e) ~1.6-,2.6-, 5.6-,9-, and 16-um spot depths (MRF material removed),
respectively. The initial deformation layer as seen in Figs. 110.36(e) and
110.36(f) is completely removed. Long spot dwell times [(d), (e)] enhanced
the intrinsic directionality of the MRF process.
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1. Use of Power Spectrum to Quantify Surface Topography
In addition to the conventional p—v and rms values that
define surface roughness, the interaction between the MR fluid
and the material surface is discussed in terms of the power
spectral density (PSD). This analysis results in a unique signa-
ture,® in which surface texture parallel (Il) and perpendicular
(L) to the MR fluid flow direction may be observed and studied
to obtain information on the surface and its microstructure.

For a given surface profile z(x), the rms roughness is de-
fined as

N
! -‘Zzi2 (m) )

and the 1-D PSD at spatial frequency f; = jAf is40

2

il

Ax| & N
PSDyp(f) = kz_)lzk exp|@7i)jk /N|

(@)
j=12,...N/2,

where Af = 1/(NAx) = 1/L, with L being the scan length. PSD
is a statistical function that allows a breakdown of the surface
roughness over a range of spatial frequencies. Furthermore, the
area under a 1-D PSD curve (between two spatial-frequency
limits) is a measure of the rms surface roughness in this spatial
range:*!

fmax
msip= [ PSDyp(f)df. 3)

I min

After removing the low-frequency terms (tilt, curvature,
etc.) from the roughness data for part surfaces discussed in
Experimental Results (p. 102), horizontal 1-D PSD plots
were generated from areal measurements (0.35 x 0.26 mm?)
taken with a white-light interferometer over spatial frequencies
extending from 2.0 x 1076 nm™! to 2.0 x 1072 nm™! by using
multiple line scans in a direction perpendicular (L) to the MRF
flow, as seen in Fig. 110.39(a). Removing the low-frequency
terms resulted in an improved PSD spectrum.*2

Because the white-light interferometer has a lateral resolu-
tion limit of 1 g#m, additional 1-D PSD plots were generated
from AFM scans with a lateral resolution in the nanometer
range. These scans were also done within spot ddp regions.
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A consideration of PSD data generated from profiles per-
pendicular (L) to the MRF flow direction allows us to study the
residual grooving pattern of the MR fluid flow that represents
the abrasive/surface interactions.

2. MREF Signature on Hard Materials

Figure 110.42 shows the PSD curves in ddp regions for two
spots of increasing time duration taken on the surface of ini-
tially rough-ground ALON. The curves represent the evolution
of surface texture with the amount of material removed by the
MREF spot, from ~10.5 #m to ~24 yum (corresponding to 3- and
16-min spot dwell times, respectively). The interferometer PSD
curves (i.e., at lower spatial frequencies) show an amplitude
reduction from the short- to the long-dwell-time spots, due
to surface smoothing of roughness contributions of the MRF
process. The material’s microstructure dominates the curve in

the spatial frequency range of 7 x 107 to 3 x 10~ nm™, corre-

sponding to features of the order of ~50 to 100 #m (comparable
to the ALON grain size).

AFM measurements were taken and evaluated to examine
the PSD across the surface of a single grain in the spatial
frequency range of 1 x 1074 to 1 x 1072 nm™! (corresponding
to features of the order of 10 to 0.1 um; see scale at top of
Fig. 110.42). When compared to the interferometer results,
the AFM measurements show a reversal. PSD values for the
16-min-duration spot have higher amplitudes across all relevant
spatial frequencies due to the grooving effect of the MRF
process on the surface of a single grain. The morphology of
the grooving pattern represents the “MRF signature on hard
materials.” Figures 110.43(a) and 110.43(b) show the surface
morphologies within these spots detected by the AFM. Profiles
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Figure 110.42

PSD (log-log) for MRF spotting done on initially rough-ground (40-um grit size) ALON. White-light interferometer measurements were taken using a 2.5

objective using a 2x magnification (1.41 x 1.06 mm?).
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of these scans taken across the image diagonal represented by a
white line are shown in Fig. 110.43(c) and 110.43(d). The images
and accompanying profiles agree well with the PSD function.
For example, when we calculate the number of features (~40)
across the diagonal (~15 um) of Fig. 110.43(b), formed by
the long-dwell-time MRF spot, the number corresponds to a
feature size of the order of 0.5 um at 2 x 1073 spatial
frequency, which corresponds to the peak in that frequency, as
seen in Fig. 110.42. The markers in Fig. 110.43(c) extend over
vertical heights in the range of ~11 to 14 nm, for the short-
dwell-time spot, whereas the markers in Fig. 110.43(d) for the
long-dwell-time spot extend over vertical heights in the range
of ~19 to 30 nm.

nm‘l

The calculated rms values from the PSD curves of
Fig. 110.42, designated as rms 1, rms 2, etc., on the figure, are
plotted in Fig. 110.44. The left-hand side of Fig. 110.44 shows
the calculated rms values for ALON, corresponding to the spa-
tial frequency of the interferometer PSD curves in Fig. 110.42,
and the calculated rms values from the PSD curves for CVD
SiC and PCA where we used a 20x objective and a ~350-um
spatial scan length (511 data points) in the spatial-frequency
range of 0.2 x 1075 t0 0.9 x 1073 nm™! (corresponding to fea-
tures of the order of ~100 to 1 #m) on the interferometer. As
seen in Fig. 110.42, we notice a decrease in rms surface rough-
ness from the short- to the long-dwell-time spots for ALON
(see arrow 1). [The roughness increase for the 16-min spot at

(a)
10.0
7.5
5.0
2.5
0.0
0 |25 50 75 10

=
S

(b)
O (25 50 75 10

low frequencies is due to surface figure errors from grinding.]
In the case of CVD SiC there is an increase in the PSD from
the short to the long MRF spot dwell time (see arrow 2). This
increase represents an increase in surface roughness on the
part surface due to decoration of grain boundaries within the
spatial-frequency range of 10~* to 10~ nm™!, representing
features of the order of 1 to 10 gm, comparable to the mate-
rial grain size. [The increase in the curve amplitude for CVD
SiC (16-min spot) in the low-frequency range is also attributed
to surface figure error as mentioned above for ALON.] In the
case of PCA, we see a large reduction in roughness values for
the long- compared to the short-dwell-time spots (see arrow
3). This can be attributed to surface smoothing of roughness
contributions in this interval, in the spatial-frequency range
of 3.2 x 107 to 10~* nm™!. There is almost no change in the
spatial-frequency range of 3.2 x 10~4to 10=3 nm™!, correspond-
ing to a feature size of the order of 3.3 to 1 x#m. This represents
features that are much larger than the nominal grain size, pos-
sibly due to grain clusters.

The right-hand side of Fig. 110.44 shows the calculated rms
values for PSD curves done in the spatial-frequency range of
0.0002 to 0.02 nm~! (corresponding to features of the order
of 1 to 0.05 xm) using the AFM. These results are within the
boundaries of a single grain for ALON, whereas for both CVD
SiC (5- to 10-um grain size) and PCA (submicron-range grain
size), these results span at least one grain boundary. Notice

Figure 110.43

AFM scans taken at spots’ ddp of initially
rough-ground ALON: (a) short- and
(b) long-dwell-time spots (3 and 16 min,
respectively); (c),(d) profiles taken across
the diagonal of scans, represented by the
white lines in (a) and (b), respectively. The

0 0 0 0 markers in (c) and (d) represent vertical
4m 4m heights in a range of ~11 to 14 nm and
~19 to 30 nm for the short- and long-
(© (d) dwell-time spot, respectively. The grain
20 |- l ' ' ' ]k l ' v 119236 nm o size is 50 to 100 gm.
v, 11253nmg v M
g ol tm M 4
I B R R AT A v
13.127 nm 13923 nm v v
20 ! ! ! ! i [ 24.060 nm I | 29.477 nm
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Figure 110.44

Calculated rms (nm) surface roughness from PSD plots generated from the interferometer and AFM measurements (log—log). Data points represent the
averaged rms values for a specific spatial-frequency bandwidth, indicated as rms 1, rms 2, etc., in Fig. 110.42.

the increase in the roughness values for ALON at the spatial
frequency 10~2 nm~! (see arrow 4), indicating the presence
of MREF signature, as discussed for Figs. 110.42 and 110.43.
There is almost no change in surface roughness at the spatial
frequency 10~2 nm™! for both CVD SiC and PCA, correspond-
ing to the MRF signature. Beyond this frequency we notice a
reduction in roughness for all three materials: In the case of
CVD SiC, there is a decrease in surface roughness from the
short- to the long-dwell-time spot (see arrow 5). In the case of
PCA, an increase in surface roughness from the short- to the
long-dwell-time spot (see arrow 6) in a spatial-frequency range
of 1073 to 3.2 x 10~ nm™!, corresponding to features of the
order of 1000 to 300 nm (comparable to the PCA grain size),
is due to grain boundary highlighting by the MRF process,
i.e., grain decoration.*3

Conclusions

The response of three hard optical ceramics to deterministic
microgrinding has been studied. Grinding experiments showed
that grinding-induced surface roughness decreased with a
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decreasing size in the diamond abrasive used. Microgrinding
with a rough tool involved fracture, leading to p—v surface
roughness in the range of 14.5 to 4 um (1.4- to 0.1-um rms).
Using high-magnification SEM images, we found that the
deformed layer induced by grinding covered the actual dam-
age depth/SSD.

We have demonstrated that an MRF spot can be placed
on ground surfaces of hard ceramics without introducing
additional damage, and that the spot can be used to estimate
the induced SSD depth from microgrinding. For initially
rough and medium surfaces, SSD depth is ~11 gm (ALON),
~1.7 gm (CVD SiC), and ~9 um (PCA), corresponding to
initial p—v surface roughness values of ~14.5 um, ~3.7 um,
and ~9 um, respectively. The evolution of surface roughness
with the amount of material removed by the MRF process, as
measured within the spot’s deepest point of penetration (least
roughness), can be divided into two stages: In the first stage the
induced damaged layer and associated SSD from microgrind-
ing are removed, reaching a low surface-roughness value. In the
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second stage we observe interaction between the MRF process
and the material’s microstructure as MRF exposed the subsur-
face without introducing new damage. We showed that SSD
depth can be estimated by using an optical profilometer—based
measurement of the areal p—v surface microroughness of the
as-ground surface. This provides an upper bound to the SSD
value. SEM images confirmed these observations.

We also showed the development of the “MRF signature” on
hard ceramics by computing PSD curves within the resolution
capabilities of the interferometer and the AFM. By considering
PSD data generated from profiles perpendicular to the MRF
flow direction, we studied the residual grooving pattern of the
MR fluid flow that represents the abrasive/surface interactions.
Additional work is still needed, however, to characterize MR
fluid particles/surface (i.e., materials’ microstructure) interac-
tions parallel to the MR fluid flow direction.

The spotting technique is intended only as a diagnostic
tool, by removing material from rough surfaces to expose the
subsurface damage. It does not reflect on the true polishing
capabilities with MRF technology for hard ceramics.
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Spectral Filtering in a Diode-Pumped Nd:YLF Regenerative
Amplifier Using a Volume Bragg Grating

Introduction

Holographic volume Bragg gratings (VBG’s) represent a new
class of robust, highly efficient, and spectrally selective optical
elements that are recorded in photo-thermo-refractive glass.!
VBG’s have extremely high spectral and angular dispersions
that are higher than any dispersive elements previously used.
VBG’s are stable at elevated temperatures, have a high opti-
cal-damage threshold similar to that of bulk glass materials,
and have high diffraction efficiency and low losses, allowing
their use in laser resonators.

VBG’s are widely used in laser devices for spectrum and
beam profile control. Employing VBG’s in an external resonator
of laser diodes makes it possible to produce high-brightness,
near-diffraction-limited beams and coherently combine them.2
A high-brightness spectral-beam combination of two vertical-
external-cavity, surface-emitting lasers has been demonstrated
with the aid of a VBG.? VBG’s have also been used as spec-
trally selective elements for laser wavelength tuning® as well
as line narrowing in lasers>-® and optical parametric oscilla-
tors.” Chirped VBG’s have been employed for ultrashort-pulse
stretching and compression.®

Generating high-energy optical pulses in laser amplifiers
requires high gain that inherently produces amplified spontane-
ous emission (ASE) with bandwidths of the order of the amplifi-
cation bandwidth of the laser system, which can be detrimental
to the temporal quality, energy extraction, and stability of laser
amplifiers.” Amplification of optical pulses usually requires
low ASE levels. For example, the temporal contrast of high-
energy, short optical pulses amplified by the optical parametric
chirped-pulse—amplification (OPCPA) system can be degraded
by ASE-induced noise on the pump pulse.!?

In this article we demonstrate for the first time that
employing a VBG as a spectrally selective reflective element
in a regenerative amplifier resonator significantly improves
the spectral quality of the regenerative amplifier output by
suppressing out-of-band amplified spontaneous emission.
This spectrally filtered regenerative amplifier should be very
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beneficial for applications where high spectral quality of pulsed
radiation is required, such as pump lasers for high-contrast
OPCPA systems.!!

Experimental Setup

The Nd:YLF diode-pumped regenerative amplifier (DPRA)
shown in Fig. 110.45 is identical to the one described in Ref. 12,
the only difference being that it has a longer cavity length. It has
a folded linear cavity with a round-trip time of 21 ns that allows
amplification of pulses as long as 13-ns FWHM in duration.
The Nd:YLF active element is oriented for a 1053-nm opera-
tional wavelength and is pumped by a 150-W, fiber-coupled
laser diode (Apollo Instruments, Irvine, CA), which is oper-
ated in a pulsed mode producing a 1-ms pump pulse at 805 nm
with a 5-Hz repetition rate. The DPRA intracavity Pockels cell
driven by fast electrical circuitry allows the injection and cavity
dumping of the amplified pulse. The injected pulse is mode
matched to the DPRA resonator and, after a certain number of
round-trips, reaches its maximum energy and is dumped from
the DPRA cavity (inset in Fig. 110.45). Two DPRA resonator
configurations have been compared: (1) with a flat end mirror
having 99.9% reflectivity and (2) with a combination of AR-
coated VBG (OptiGrate, Orlando, FL) having 99.4% diffrac-
tion efficiency and the same flat end mirror. The VBG has a
bandwidth of 230 pm (FWHM) centered at ~1053 nm with an
~7° angle of incidence.

Spectral filtering in a regenerative amplifier cavity benefits
from the large number of passes on the filtering element.
Assuming a single-pass filtering spectral transmission 7(w),
the spectral filter after N round-trips in the cavity is T(w)",
or T(w)?N if the filter is seen twice per round-trip, which is
the case in this implementation. Figure 110.46(a) displays the
spectral reflection of a Gaussian filter with a 230-pm (FWHM)
bandwidth centered at 1053 nm and the spectral reflection after
50 round-trips in a cavity with two passes on the filter per
round-trip. The effective filtering function has a bandwidth of
23 pm (FWHM). Filtering of the ASE can be performed as long
as the bandwidth reduction in the amplifier does not degrade
the temporal pulse shape of the output pulse. Figure 110.46(b)

115



SPECTRAL FILTERING IN A D1oDE-PUMPED ND:YLF REGENERATIVE AMPLIFIER USING A VOLUME BRAGG GRATING

Intracavity buildup dynamics Output pulse
S 400 T T T T
g 300 -
.5 300
51 200 - .
% 200
S 100 100 - ]
Q,
S}
A 0
0 200 400 600 0 200 400 600 Flat end VBG +
Time (ns) Time (ns) mirror mirror
OR
Single-frequency
/ SM 1053-nm laser P
Faraday A fib %
—_ isolator Attenuator er
njection |
Pockels
Polarizer A2 Polarizer cell
N\ I I I I
Regen I I L I
output \ Faraday A4
rotator |
V\ A Y 1
“\
I AN ]
1 1
Pump diode: 150-W,
1-ms pulses at 5 Hz
Nd:YLF
E15622JRC

Figure 110.45
A volume Bragg grating (VBG) is used in a folded-linear-cavity regenerative amplifier as one of the mirrors for spectral filtering. DPRA cavity dumping occurs
when intracavity buildup reaches its maximum (inset).
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Figure 110.46

(a) VBG with a Gaussian filter function using a 230-pm FWHM, one-pass bandwidth (solid line) produces a filter function with an effective bandwidth of
23-pm FWHM after 50 round-trips in the DPRA with a VBG two-pass configuration (dashed line); (b) 2-ns-FWHM, super-Gaussian pulse before (solid line)
and after (white circles) bandwidth narrowing using a 23-pm-FWHM filter (simulation); (c) measured 2.4-ns-FWHM pulse shape after the DPRA with further
amplification and doubling for the DPRA with mirror (solid line) and VBG (dotted line).
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shows a 2-ns (FWHM), 20th-order super-Gaussian pulse before
and after filtering by a 23-pm (at —3-dB level) filtering function.
The choice of the 2-ns-FWHM pulse duration corresponds to
the typical pulse widths used to pump OPCPA systems.!! In
this simulation, no significant change in the temporal intensity
is observed, showing that an even narrower filter could be
used. While different round-trips in the cavity correspond to
a different effective bandwidth of the filter, ASE is expected
mostly from the source seeding the regenerative amplifier and
the first few round-trips in the amplifier (when the pulse energy
is low), which correspond to the narrowest effective filtering
function. Figure 110.46(c) displays the pulse shape measured
after amplification in the DPRA and a four-pass ring power
amplifier and after second-harmonic generation, for use as the
pump pulse in an OPCPA system. No significant change in the
output square pulse, including the fast rising and falling edges,
is observed when the mirror in the DPRA is replaced with the
VBG + mirror combination.

In our experiment the DPRA is injected with a 13-ns-
FWHM, Gaussian-like pulse that is sliced out of a 150-ns-
FWHM pulse produced by a diode-pumped, single-fre-
quency, Q-switched Nd:YLF laser.!3 The bandwidth of this
pulse is obviously narrower than that of the 2-ns-FWHM,
super-Gaussian pulse; therefore, no output-pulse distortion
due to VBG spectral filtering is expected. The DPRA output
energy, beam profile, and spectra have been recorded for
both DPRA resonator configurations (with a mirror and a
VBG + mirror combination).

Experimental Results and Discussion

The beam profiles shown in Fig. 110.47 correspond to the
TEMy mode for both DPRA configurations (mirror and VBG).
These beam profiles have been taken at a DPRA operational
output-pulse energy of 4 mJ.
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Figure 110.47
Output beam profile corresponds to TEM, mode for both DPRA configura-
tions with (a) a mirror and (b) VBG. DPRA output energy is 4 mJ.
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The maximum energy produced by the DPRA with a mirror
is 18 mJ. After introducing the VBG into the DPRA cavity, the
maximum output energy drops to 14 mJ, which is consistent
with introducing ~1.2% of additional losses per round-trip
by VBG with 99.4% diffraction efficiency. The output-beam
profile corresponds to a TEM,; mode over the whole range of
output energy when using the VBG.

We recorded an output spectra using an ANDO AQ6317B
(Yokogawa Corp. of America, GA) optical spectrum analyzer
(OSA) for an injected DPRA and a DPRA without injection
with the same number of round-trips (21). In each case the pump
diode current has been adjusted to achieve cavity dumping at
the maximum of the intracavity pulse-buildup dynamics. An
unseeded DPRA with a mirror produces the gain-narrowed
ASE spectrum shown in Fig. 110.48 (solid line) with an ASE
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Figure 110.48

Output spectra for the DPRA without injection: the DPRA with a mirror
produces a gain-narrowed ASE spectrum with 150-pm FWHM (solid line);
the DPRA with the VBG spectrum is narrowed to 43-pm FWHM (dashed
line). In the latter case, the spectrum width and shape are defined by the
common action of the VBG reflection curve and Nd:YLF gain profile. In
both cases DPRA performance has been optimized for cavity dumping after
21 cavity roundtrips.
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bandwidth of 150 pm (FWHM). In contrast, the unseeded
DPRA using the VBG shown in Fig. 110.48 (dashed line) pro-
vides a much narrower spectrum with a width (43-pm FWHM)
and shape defined by the common action of the VBG reflection
curve and Nd:YLF gain profile. The position of the output
spectrum is defined by the VBG angular alignment. The VBG
in the DPRA cavity is aligned using an injection laser in cw
mode as an alignment beam, i.e., the VBG position provides
the best DPRA cavity alignment (maximum VBG reflectivity)
for the wavelength that is going to be injected. This injection
wavelength is not exactly at the peak of the DPRA gain curve,
leading to the asymmetric spectrum shape when using the VBG
in a DPRA without injection.

Observing the VBG spectral-filtering effect is limited by
an instrument spectral resolution and dynamic range of 20 pm
and 40 dB, respectively. We have simulated the DPRA spectral
behavior as it will be seen by the OSA to determine experi-
mental conditions for reliable observation of the VBG spec-

tral-filtering effect. Our simulations show that DPR A injection
energy must be about equal to ASE energy. The injected pulse
energy in this case is ~0.0025 pJ, which corresponds to a gross
gain of greater than 10!2. The simulated output spectrum of the
DPRA with the mirror is shown in Fig. 110.49(a); the simulated
output spectrum consists of an injected line on top of an ASE
pedestal, which is reliably recorded by the OSA. The measured
output spectra are shown in Fig. 110.49(b) and agree very well
with the simulated results. The number of round-trips for both
simulated and experimental results is 21. In the DPRA with
the VBG + mirror combination (even at this very low injection
level), the ASE in the output spectrum [shown in Fig. 110.49(b)
(dashed line)] is suppressed to the instrument’s 40-dB dynamic
range. The OSA spectral resolution does not allow us to make
the spectra comparison at higher levels of DPRA injection;
however, it is obvious that spectral contrast will be even better
when the injection level is increased due to domination of the
injected pulse over ASE even on initial cavity round-trips.
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Figure 110.49

(a) Simulations show that for a reliable OSA recording of ASE filtering effect, the injected energy must be about equal to the DPRA ASE (in this case Epgg =
0.7 E;,,). (b) Output spectra for the DPRA with injected pulse energy of 0.0025 pJ, comparable to DPRA ASE: with the mirror (solid line) a significant ASE ped-
estal is observed; with the VBG (dashed line), the spectrum does not show any presence of ASE. The number of round-trips (21) is the same for all cases.
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Conclusion

We have demonstrated a VBG spectrally filtered DPRA
operation for the first time. Using VBG as the DPRA resonator
spectrally selective element allows out-of-band ASE suppres-
sion even for a very low DPRA injection level. Using DPRA
with VBG spectral filtering can be beneficial in high-energy
laser amplifiers.
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Impact of Transverse Spatial-Hole Burning on Beam Quality
in Large-Mode-Area Yb-Doped Fibers

Introduction

In recent years fiber lasers and amplifiers have been widely
used in high-power applications such as material processing
and industrial manufacturing. Their main advantages are heat-
dissipation capability, broad gain bandwidth, compactness,
robustness, and high efficiency. The primary limitation in
their power scaling is the onset of nonlinear effects, including
stimulated Brillouin scattering (SBS) and stimulated Raman
scattering (SRS).! This limitation can be significantly mitigated
by the adoption of large-mode-area (LMA) fibers due to the
resulting reduction in intensity. The damage threshold is also
increased for LMA fibers. However, increasing the mode area
in traditional step-index fibers will introduce higher-order
transverse modes and therefore degrade the beam quality. The
optimization of the beam quality in LMA fibers has been a
subject of intense research.2~?

Many designs of LMA fibers for high-power applications
have been developed for beam-quality control. Design aspects
have included internal structure designs such as photonic crys-
tal fibers and helical-core fibers;2~% external structure designs
such as coiled multimode fibers;> refractive-index designs
such as low-numerical-aperture (NA), single-mode fibers and
ring-shaped index fibers;®7 and gain dopant designs in multi-
mode fibers.3-?

The impact, however, of transverse spatial-hole burning
(TSHB) on beam quality has often been ignored. When a mul-
timode optical beam with nonuniform transverse intensity is
propagating in the fiber, the gain becomes more saturated where
the intensity is highest. As the gain seen by each transverse
mode changes, the net beam profile, and thus the beam quality,
changes. At high powers, this effect becomes pronounced due
to heavily saturated population inversion. To our knowledge,
TSHB in LMA fibers has not yet been modeled.

In this article, the beam-quality factor is measured for
an amplified spontaneous emission (ASE) source based on
an ytterbium-doped LMA multimode fiber as a function of
pump power. A localized multimode model is presented with
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spatially resolved gain and a modal decomposition of the
optical field. Numerical simulations are performed with this
localized multimode model as well as a simplified model and
compared to experimental results. The comparison validates
the localized model and demonstrates the impact of TSHB on
beam quality.

In the following sections, (1) the experimental setup and
measured results are presented; (2) a localized multimode
model is introduced and the equations to calculate beam-qual-
ity factor are presented; (3) the results of numerical simulations
based on this model are compared to experimental results and
extrapolated to higher power; (4) the validity of a simplified
model that does not include TSHB is discussed; and (5) the
theoretical models are further applied to fiber amplifiers. The
main conclusions are presented in the last section.

Experiment Configuration and Results

The experimental arrangement used for this work is shown
schematically in Fig. 110.50. A fiber-coupled diode laser pro-
vided a maximum continuous-wave (cw) pump power of 9 W
at 915 nm. The ytterbium-doped, dual-clad (YDDC) fiber was
7 m long with a core diameter of 30 #m, an inner cladding
diameter of 300 xm, a core NA of 0.06, and an absorption rate
of approximately 4 dB/m at 915 nm. While the back end of the
fiber was angle cleaved to prevent reflection of the forward
ASE, a dichroic mirror was set between two aspheric lenses
to extract the backward ASE output light. A beam splitter in
the output beam made it possible for the output power and the
beam-quality factor (M2 parameter) to be measured simultane-
ously. The ASE output power was measured by a power meter,
and the beam widths (defined as the second moment) were
measured by a charge-coupled-device (CCD) camera placed at
different distances.!? Using a least-squares-fitting method,!! the
beam-quality factor in the x or y direction was calculated by
fitting the beam widths and distances to a polynomial:1°

2
W2(2) = Wi+ M* (ﬂ’lw()) (z— 2/ (1)
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Figure 110.50
Experimental configuration of the multimode-fiber ASE source.

where W(z) is the beam width at distances z, Wy and z, are the
respective beam width and distance at the beam waist where
the beam width has a minimum, and A is wavelength.

The ASE output power is plotted as a function of pump power
in Fig. 110.51. The figure shows that output power increases
exponentially and quasi-linearly when the pump power is below
and above ~7 W, respectively, which means the saturation effect
becomes apparent at 7-W pump power. We define this “soft”
threshold as the pump threshold for saturation.

The beam-quality factor is plotted as a function of pump
power in Fig. 110.52. It is instructive to note that the beam-
quality factors are identical within experimental error in the
x and y directions, as expected from symmetrical circular
geometry. Compared with Fig. 110.51, Fig. 110.52 shows that
the beam quality improves with pump power below the pump
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Figure 110.51

Output power versus pump power from the ASE source. The dashed vertical
line is the pump threshold for saturation.

LLE Review, Volume 110

ImPACT OF TRANSVERSE SPATIAL-HOLE BURNING ON BEAM QUALITY IN LARGE-MoODE-AREA YB-DOPED FIBERS

I I I T I
T (a) |
291 1] ' .
T I
LT I
!
L I _
o 2.5 YtT |
= * I
I |
L 2
L |
2.1 T_T1 -
L IR 2D
IPleeise
[
I
1.7 | | T
I I T T I
T (b) '
20 ¢ ! —
1 I
‘ |
ISS; '
L 2 2 I
25+ lLle I —
RS 1 I
I
E $T |
L |
L
2.1 1 §T$ : _
11l 1 T
423284
| L
17 | | | 1 |

0 2 4 6 8 10
Pump power (W)

E15482JR2C

Figure 110.52

The beam-quality factor of ASE source versus pump power in the
(a) x direction and (b) y direction. The dashed vertical lines are the pump
thresholds for saturation.

threshold for saturation and is nearly steady as the gain medium
saturates. To fully understand the physics behind this beam-
quality behavior, numerical simulations based on theoretical
modeling have been developed.

Localized Model and Beam-Quality Factor
Calculation Method

Since the beam quality is related to the modal properties
of the output beam, a model that can treat multiple transverse
modes is required. A multimode model has been developed for
dealing with multiple spectral modes in single-spatial-mode,
rare-earth—doped fibers.!2 In this work, the model is extended
to multi-transverse-spatial modes in multimode fibers for the
first time.

The optical power is quantized into the transverse modes of

the fiber, while the population inversion retains spatial depen-
dence. In this way, TSHB can be accounted for while retaining
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the simplicity and transparency of a mode-based picture. A
similar treatment has also been developed for modeling verti-
cal-cavity, surface-emitting lasers.!3

The two-level rate equations are given by

dny(r,9,z)

dt :Zk;

P (i (r. )0,
hv,

k”l(r"ﬁ’z)

_ Pk(Z)ik(r,¢)Ge

> v k n, (r,¢.2)
YY) o
n,(r.¢.2) = ny(r.¢.2) + ny(r.¢.2) . 3)

where the mode order k denotes any combination of beam prop-
agation direction (+, —), wavelength (A), transverse-mode order
(vm), and orientation (even, odd); ny, n,, and n, are ground-
level, upper-level, and total ytterbium ion density, respectively,
as a function of time and spatial coordinates; o, and o, are
the absorption and emission cross sections of ytterbium ions,
respectively; and T is the upper-state lifetime.

P(z), the power of the k™" mode at position z in the fiber, is
the integration of the light-intensity distribution 1;(r,¢,z) over
the radial and azimuthal coordinates:

2w oo

P@= [ [1(np.2rdrdp. @)

0 0

The normalized modal-intensity distribution i (r,¢) is
defined as

i (@) = [(r.¢.2)/ P, (2) Q)

and is determined by the spatial shape of the mode and there-
fore independent of z.

The terms on the right side of Eq. (2) describe the effects
of absorption, stimulated emission, and spontaneous emission,
respectively. Note that the interference terms are neglected in
this model. This assumption is correct for transverse modes of
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ASE because they do not interfere with each other due to their
lack of coherence. For a coherent multimode beam, this model
could be modified by adding the interference terms. Mode
coupling and scattering in the fiber are not considered.

In the steady-state case, the time derivative in Eq. (2) is set
to zero and the inversion is solved as

Pk(Z)ik(r,¢)Gak

X th

1 P@iy(r )0+ 0u)
R

©)

ny(r.¢,2) =,

al

hvk

The numerator accounts for small signal gain and the summa-
tion in the denominator accounts for TSHB.

The propagation equations are given by

de(Z) C2
TZ = ukO'ek Pk(z)+mh?AAk

k

2

< [ [ix(r)ny(r,2)rdrdgp
0 0

27 a
_“kGakPk(Z)f fik(ra¢)”1(r,¢az)
0 0
X rdrd — u, otP(2). (7)

where u;, = 1 for the modes traveling in the forward direction or
uy =-1 in the backward direction, m is the number of polariza-
tions of each mode, AA; is the bandwidth, and « is the fiber-loss
term. The terms on the right side of Eq. (7) describe the effects
of stimulated emission, spontaneous emission, absorption, and
scattering loss, respectively.

The ASE and pump have different optical properties. The
modes of ASE propagate in the fiber in both directions, but
the pump propagates only in the forward direction. The band-
width of ASE is relatively narrow, so the ASE is simplified as
a single spectral mode. The pump light is considered to be a
single spectral mode with AA; = 0 (no spontaneous emission
at the pump wavelength).
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Under the weakly guided approximation, the transverse
modes of ASE can be represented by linearly polarized (LP)
modes.!* For the LP,,,,, mode, the normalized optical intensity
iym (,¢) and the normalized electrical field distribution E,,,
(r,¢) can be written as

iy (. 9) = Ep (1 9). ®)
bJ (K1) f(#) r < Geore
E L) = , 9
W”@bMM%@xm%w ]
) (’yvmacore) T acore

where v and m are the azimuthal and radial mode numbers,
respectively; J,, and K, are the Bessel function of the first kind
and modified Bessel function of the second kind, respectively;
dcore 18 the radius of the core; and b is the normalization coef-
ficient of the electrical field.

The transverse attenuation coefficient of the mode in the
inner cladding 7,,, and the transverse wave vector K,,,, are
solutions of the following system of equations:!’

— Kv—l(yvmacore) , (10)

K v (vaacore)

K Jv—l(’{vmacore)
v g (I{ Aeore)

vm-—core

2 2 2/ 2
Ko+ Yo =V @ (an
The V number and NA are defined as

v=2%, NA, 12)

A core

2 2
NA = yncore = lad » 13)
where A is the wavelength and n.. and n,4 are the refractive
indexes in the core and cladding, respectively.
The azimuthal component f,,(¢) is equal to 1 for those
transverse modes with zero azimuthal mode number and is

given by
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cos(ve)
1,(¢)= (14)
sin(ve) odd

cven

for the other transverse modes with even or odd orientation.

Since the area of the inner cladding is much larger than the
core, the highly multimode pump light can be simplified as one
transverse mode effectively being uniformly distributed across
the inner cladding and the core, which means the intensity dis-
tribution of pump 7,1, and normalized intensity distribution
of pump iy, can be considered independent of radial and
azimuthal coordinates. The normalized intensity distribution
of the pump in inner cladding and core is then obtained from
Egs. @) and (5) by

Lo
pump — 2 7
Ta c1aq

(15)

where a,q is the radius of inner cladding.

The output power is the sum of the backward output power
contained in each mode and is given by

output Z P (1 6)

The output-fraction factor «,,, of LP,,,, mode is defined as

-p;, /P (17)

output*®
The transverse modes with the same mode numbers but dif-
ferent orientations will have the same fraction factor for ASE
due to symmetry.

The beam-quality factor of an optical beam can be calcu-
lated given the electrical field distribution.!® Since the electri-
cal field of ASE is real and symmetric at the output end and
without inference, many terms in the equations to calculate
the beam-quality factors vanish. The equations can then be
simplified as

9E,,(r9)

rdrd¢)

=2 50,
(2 e Eunteo)

1/2
2rdrd¢>]/ L)
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0 E,,(n¢) [

ay

rdrd ¢)

ia| [ S
* (ff V2 D] B 9) zrdrd¢>]1/ 2. (19)

Numerical Simulations and Discussions
Initial boundary conditions are needed to solve the propaga-
tion Eq. (7) and are specified at z=0and z = L as

P (O)=P0’

+
pump

P (L)=0,

pump
(20)

pl,0=0,
P, (=0,

where P is the forward pump power injected into the fiber
and L is the length of the fiber. For ASE sources, the input
signal is zero.

The parameters used in numerical simulation are listed in
Table 110.VIIL. The emission and absorption cross sections for
the fiber used in the experiment are unknown and therefore
cited from another fiber with similar parameters.!” Although
the value of the bandwidth of ASE AAqg does not affect the
simulation result significantly, it is set to make the output power
from simulation match that from experiment.

Given the initial boundary conditions, the propagation
Eq. (7) is resolved by standard numerical integration tech-
niques. The ASE output power and the output-fraction factors
are obtained by Eqgs. (16) and (17), and then the beam-quality
factor is calculated by Eqs. (18) and (19). The ASE output
power, the output-fraction factors, and the beam-quality fac-
tor as functions of pump power up to 25 W are calculated and
plotted in Figs. 110.53, 110.54, and 110.55, respectively.

Compared with Fig. 110.51, Fig. 110.53 shows that the
calculated output power has the same behavior as that from
the experiment with a slightly larger value, which may result
from the discrepancy between the cross sections used in
simulation and experiment or over-estimation of pump power
since coupling efficiency is not included in the model. The
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pump threshold for saturation is about 7.5 W, close to experi-
mental results.

Figure 110.54 shows that all of the transverse modes have
nearly the same output-fraction factors at very low pump
power. The output-fraction factors of lower-order modes (LP,
and LP;; in this case) increase with pump power while those
of higher-order modes (LPg;, LP;;, and LP3; in this case)

Table 110.VII: Parameters used in simulations.

Parameter Value
n, 1.45 x 1026 m=3
A’ASE 1030 nm
Apump 915 nm
O, ASE 4.88 x 10_26 m2
O, ASE 6.24 x 1072> m?
O pump 8.21 x 1072° m?
O pump 3.04 x 10726 m?
T 0.84 ms
AAASE 5 nm
m 2
L 7 m
Aeore 15 pum
Aclad 150 pm
NA 0.06
a 0.003 m™!
~ 8 -
= 1 | |
=~ [
g 6 [ i
3 I
2 |
a,
g 4r I -
& |
2 Ll | |
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Figure 110.53
ASE output power versus pump power from the localized model. The dashed
vertical line is the pump threshold for saturation.
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decrease. Most importantly, the lower-order modes maximize
near the pump threshold for saturation, while the higher-order
modes minimize.

From Egs. (18) and (19), it is obvious that the output-fraction
factors determine the beam-quality factor since the beam-
quality factor of each LP transverse mode is fixed. Generally
speaking, lower-order modes have a smaller beam-quality
factor, while the higher-order modes have a larger beam-qual-
ity factor.!® So the beam-quality factor decreases, minimizes,
and increases when the output fractions of lower-order modes
increase, maximize, and decrease, respectively.

This behavior is manifest in Fig. 110.55, which shows that
the beam-quality factor decreases with increasing pump power
below pump threshold for saturation as shown experimentally
in Fig. 110.52. The calculation further shows that the nearly

30 T — LPy; T T

25 : T -
- | ]

15 - | =

LP21 —_ |

SN
10 - \' .
XLPOZ/

LP;, -

Output-fraction factor (%)

0 1 ! 1 1 1
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Pump power (W)

E15488JR2C

Figure 110.54
Output-fraction factors of LP fiber modes versus pump power from the local-
ized model. The dashed vertical line is the pump threshold for saturation.
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steady part near pump threshold for saturation in Fig. 110.52 is
a minimum. The behavior of the beam-quality factor follows
directly from the behavior of output-fraction factors as shown
in Fig. 110.55. The output-fraction factors, and thus the beam-
quality factor, are determined by how much gain is experienced
by each transverse mode, which depends on the overlap of mode
field distribution and population inversion distribution.

The upper-level dopant distribution across the injection fiber
end for various pump powers is plotted in Fig. 110.56. When
5-W pump power is below the pump threshold for saturation,
the population inversion is nearly uniform across the core, so
the modal gain is nearly proportional to the fraction of the mode
in the core. Since the fields of lower-order modes are more
confined in the core, the lower-order modes have larger gain
than the higher-order modes, as shown in Table 110.VIII. In this
small-signal regime, the power in the modes with larger gain
increases faster than in the modes with smaller gain. Therefore,
the output-fraction factors of lower-order modes increase and
the beam quality improves.

0.25 |

0.0 0.5 1.0

E15490JRC

Figure 110.56
Upper-level dopant distributions with various pump powers across the injec-
tion fiber end.

Table 110.VIII: The ratio of the gain seen by other transverse
modes to the gain seen by the fundamental
mode with 5-W pump power.
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Figure 110.55

Beam-quality factor versus pump power from the localized model. The dashed
vertical line is the pump threshold for saturation.

Mode 8p, / 8L,
LPy; 95.6%
LPy, 89.8%
LPy, 85.4%
LP3; 78.0%

LLE Review, Volume 110

125



IMPACT OF TRANSVERSE SPATIAL-HOLE BURNING ON BEAM QUALITY IN LARGE-MODE-AREA YB-DOPED FIBERS

Above the pump threshold for saturation, TSHB is shown in
the upper-level dopant distribution with 8.5- and 20-W pump
power in Fig. 110.56, where the gain profile is much more
saturated in the center of the core than on the edge. Since
lower-order modes are more concentrated in the center of the
core, the gain of lower-order modes decreases relative to the
gain of higher-order modes. In the saturation region, the faster
the gain in the modes decreases, the slower the power in the
modes increases. So under the impact of TSHB the output-
fraction factors of lower-order modes decrease and the beam
quality degrades.

The Validity of a Simplified Model

The rate and propagation equations are often simplified by
replacing transverse space integrals with overlap integrals,
especially in single-mode fibers.!8 The validity of such sim-
plification in multimode fibers is discussed below.

The rate equations of such a simplified model are given by

dn2(z) sz(z)deak "
k
zykA()” on
n,(2) =n(2) +n,(2), (22

where ny and n, represent average ground-level and upper-level
ytterbium ion density across the fiber cross section, respec-
tively, A is the area of the core cross section, and I'; is the
overlap integral between the mode and dopants.

The overlap integral of ASE modes is given by

n,(r,¢,z)rdrd¢

(23)
/ fnt ¢zrdrd¢
0 0

If the dopant is distributing uniformly in the fiber core, I';,,,
depends only on the mode field and can be simplified as
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rdrd(b . 24)

2 Acore
0 0
The overlap integral of pump is given by

2 2
Fpump = acore/aclad : 25)

In the steady-state case, n, is solved as

Pk(z)l“koak
Zk: hv A
1, (2) = n, . (26)
s M

Since the upper-level dopant distribution depends only on
the longitudinal coordinate z and is independent of radial and
azimuthal coordinates, TSHB is not included in the simplified
model. The saturation effect is included as an averaged level
across the core.

The simplified propagation equation is given by

dpP k (Z)
dz - Ok

2
P (2)+ mh%A/’Lk Iy (2)

k

—u, 04 P DT @) —uaP (). (27)

Given the same initial boundary conditions as Eq. (20), the
propagation equation (27) is resolved. The output power as a
function of pump power is the same in the simplified model
as the localized model; however, the modal properties are
significantly different. The output-fraction factors and beam-
quality factor as functions of pump power up to 25 W in the
simplified model compared to the localized model are shown
in Figs. 110.57 and 110.58.

Figure 110.57 shows that the output-fraction factors in
the simplified model are the same as those in the localized
model when the pump power is below the pump threshold for
saturation. However, the output-fraction factors of lower-order
modes in the simplified model keep increasing beyond the
pump threshold for saturation, becoming constant after 15 W.
Similarly, Fig. 110.58 shows that the beam-quality factor in the
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simplified model is the same as that in the localized model at
pump power below pump threshold for saturation. Above the
pump threshold for saturation, however, the beam-quality factor
in the simplified model keeps decreasing until 15 W and then
becomes constant.

The behaviors of output-fraction factors and beam-quality
factor are consistent and can be explained as follows: In the
simplified model, the gain seen by each transverse mode is
always proportional to the fraction of the mode in the core,
so the simplified model gives the same simulation results as
the localized model below the pump threshold of saturation.
Above the pump threshold for saturation, the gain of each mode
decreases at the same rate, so the power in each mode increases

35
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Pump power (W)
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Figure 110.57
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at the same rate. Therefore, the output-fraction factor of each
mode becomes constant, as does the beam-quality factor.

The beam-quality factors from simulation results of both
models and the experimental results near pump threshold for
saturation are compared in Fig. 110.59. Figure 110.59 shows
that the beam-quality factor of the simplified model does not
plateau like the experiment data, but the localized model pre-
dicts this behavior. The failure to show the minimum of beam-
quality factor near pump threshold for saturation proves that the
simplified model is not valid and TSHB is required to model
LMA multimode fibers when dealing with beam quality.

Fiber Amplifiers

Fiber amplifiers are more important than ASE sources
in high-power applications of LMA fibers. As mentioned in
Localized Model and Beam-Quality Factor Calculation
Method (p. 121), the localized model assumes no interference,
which is true for an optical beam from incoherent sources like
ASE, but not for coherent sources like fiber amplifiers. While
the equations could be easily modified to include the interfer-
ence terms, the relative phases between modes create a large
additional parameter space that would require exploration. The
calculations that follow neglect these interference terms since
the additional complication does not aid in underscoring the
importance of TSHB.

Output-fraction factors of LP fiber modes versus pump power from localized 3.0 T T T T
(solid) and simplified (dashed) models. The dashed vertical line is the pump
threshold for saturation. 28
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Figure 110.58 Figure 110.59

Beam-quality factor versus pump power from localized (solid) and sim-
plified (dashed) models. The dashed vertical line is the pump threshold
for saturation.

Beam-quality factor versus relative pump power to pump threshold for
saturation from localized (solid) and simplified (dashed) models as well as
experimental measurements (squares with solid-line fit).
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For the purpose of simplicity, only the LP(; and LP;; modes
are assumed to be coupled into the fiber amplifier. The power
contained in the LP{; mode is assumed to be evenly distributed
in two orientations.

The initial boundary conditions are changed to

P;ump(o) = PO’
P ump L) =0,

Py, =Py,
(28)
PO =P,(1-y),

P (0)=

om 0, otherwise

P, ()=0,
where P; is the total signal power and y is the input-fraction
factor of the LP;; mode.

The normalized electrical field distribution of the output
beam can be written as

E(r.¢)= 2|y, E, (r.)e” Pk, 29)

where the propagation coefficient 3, is given by!3
2 _(2x ) 2 30
ﬁvm_ 1 Neore ™ Kym - (30)

In this form, modal dispersion is included. No initial phase dif-
ference is considered between the modes since the two modes
are assumed to be excited by a single-mode input beam (for
example, by misalignment).

Since the output beam is real and symmetrical, the equa-
tions to calculate the beam-quality factors in Ref. 16 can be
simplified as

X2 ’ E(r rdrd¢] , (31

=g 0|
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w2 {752

The new parameters used in the simulation and those that
differ from Table 110.VII are listed in Table 110.IX: A, is
the wavelength of the signal, AA,gg is set to be the same
as the bandwidth of the signal, and P is set far above the
pump threshold for saturation, which is true in most high-
power applications.

l [ 3| Er.¢) P rarag| . G2)

Table 110.IX: New and changed parameters used in simulations.

Parameter Value
As 1030 nm
Py 10W
Neore 1.5
AApsE 0.1 nm
Py 1.5 kW

The calculations show that the output power is nearly the
same in both models and does not change as the input-frac-
tion factor. For both models, the output-fraction factor of the
fundamental mode and the beam-quality factor are calculated
as a function of the input-fraction factor of the LP;; mode from
0.5 to 1 (shown in Figs. 110.60 and 110.61).

Figure 110.60 shows that the output-fraction factor of the
fundamental mode in the localized model is smaller than the
corresponding input-fraction factor, while the output-fraction
factor of the fundamental mode in the simplified model is
larger. These behaviors can be explained as follows: The pump
power used in the simulations is well above pump threshold
for saturation. In the localized model, the gain of fundamental
mode is less than that of the LP; mode due to the effect of
TSHB. Therefore, the fundamental mode is amplified less than
the LP;| mode, leading to a smaller output-fraction factor of the
fundamental mode. In the simplified model, however, TSHB is
ignored and the gain of fundamental mode is always larger than
that of the LP;; mode. In this case, the fundamental mode is
always amplified more than the LP;; mode, leading to a larger
output-fraction factor of the fundamental mode.

Figure 110.61 shows that the beam-quality factor in the sim-
plified model is underestimated by as much as 15% compared to
the localized model due to underestimation of the output-frac-
tion factor of the fundamental mode. This significant difference
underscores the importance of TSHB on beam quality in LMA
fiber amplifiers for high-power applications.
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Figure 110.60

Output-fraction factors of the fundamental mode versus input-fraction
factors of the fundamental mode from localized (solid) and simplified
(dashed) models.
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Figure 110.61
Beam-quality factors versus pump power from localized (solid) and simpli-
fied (dashed) models.

Conclusions

In conclusion, the importance of TSHB on the beam quality
of LM A multimode fibers was revealed through measurements
and simulations. The measured beam-quality factor decreases
until the gain becomes saturated in an ASE source based on an
ytterbium-doped, large-mode-area, multimode fiber. Numerical
simulation trends based on a model using spatially resolved
gain and transverse-mode decomposition of the optical field
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agree with the experimental results. A simplified model without
TSHB is shown not fit to predict the observed behavior of beam
quality in LMA fibers, especially at high powers. A comparison
of both models shows that TSHB is also critical for properly
modeling beam quality in LMA fiber amplifiers.
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Time-Dependent Nuclear Measurements of Mix
in Inertial Confinement Fusion

Ignition and high gain in inertial confinement fusion (ICF)!-2

are critically dependent on mitigation of the Rayleigh-Taylor
(RT) instability. ICF capsules typically consist of a spherical
shell filled with a gaseous fuel and are imploded using lasers
(direct drive) or x rays (indirect drive) to rapidly deposit energy
and ablate the capsule surface. The RT instability, which is the
growth of nonuniformities at a density interface when a low-
density material accelerates a high-density material, occurs
during two distinct intervals in ICF implosions. During the
acceleration phase, the low-density ablating plasma acceler-
ates the solid shell inward, and perturbations seeded by energy
deposition nonuniformities or initial capsule surface roughness
feed through to the inner fuel—shell surface. During the decel-
eration phase, shortly before the time of maximum capsule
compression, growth of the RT instability at the fuel-shell
interface quickly saturates, resulting in small-scale, turbulent
eddies that lead to atomic-scale mixing of the fuel and shell.
RT growth and the resulting mixing processes disrupt the
formation of a hot spot in the fuel, lowering its temperature
and reducing its volume, which may prevent the capsule from
igniting. Understanding the nature and timing of RT growth
and mix under different conditions is an important step toward
mitigating their adverse effects.

Substantial and sustained efforts to understand RT instabil-
ity and mix have been ongoing for many decades.* This article
presents the first time-dependent nuclear burn measurements
of the mix region in ICF implosions. Although it has been
previously demonstrated that there is no mix in the burn region
at shock bang time,>¢ it was unknown how long after shock
collapse it takes for atomic mixing to occur. Other relevant
work on the mix region in ICF implosions includes time-inte-
grated nuclear yield measurements in both direct-drive®10
and indirect-drive!! configurations, as well as time-dependent
x-ray measurements of capsules doped with tracer elements.!2
In addition, time-dependent nuclear measurements obtained
from implosions of CD-shell capsules filled with nearly pure
tritium have recently been reported.!3
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This article reports results from direct-drive experiments
conducted with the OMEGA Laser System,'4 with 60 fully
smoothed,’> UV (1 =351 nm) beams in a 1-ns flat-top pulse and
a total energy of 23 kJ. The on-target illumination uniformity
was typically <2% rms. The spherical plastic target capsules
had diameters between 860 and 880 xm, a total shell thickness
of 20 yum, and a 0.1-um-rms outer surface roughness. “CH”
capsules had plastic (CH) shells and a gaseous fill of deuterium
and helium-3 (D, and *He, equimolar by atom). “CD” capsules
had gaseous fills of pure 3He and a shell made mostly of CH,
except for a 1-um layer of deuterated plastic (CD) on the inner
surface (Fig. 110.62). The fill pressures of the D3He and the
pure 3He mixtures in CH and CD capsules were chosen to give
equal initial fill mass densities p at values of 0.5 or 2.5 mg/
cm?3. Because fully ionized D and He have the same value of
(142)/A, mixtures with the same mass density have the same
total particle density when fully ionized and can be considered
hydrodynamically equivalent.1®

Implosions of CH and CD capsules were observed using
simultaneous measurements of products from two distinct pri-
mary nuclear reactions to study the nature and timing of mix.
The D-*He reaction, D + 3He — *He + p, and the DD-7 reaction,
D + D — 3He + n, have dramatically different composition and
temperature sensitivities,!® which are used herein to constrain
possible mix scenarios. The D->He reaction depends much
more strongly on temperature due to the doubly charged 3He
reactant, and when the reactant species are initially separated,
such as in CD capsules, they must be mixed before nuclear
production will occur.l’

Possible scenarios of atomic mix are constrained using
spectral measurements of nascent 14.7-MeV D3He protons.
D3He protons experience energy loss from their birth energy
as they pass through the compressed shell plasma on their way
out of the capsule. The proton-emission, path-averaged capsule
areal density pL is inferred using the mean-energy downshift
of measured proton spectra.!® For implosions with the same
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mean radial areal density pR, the value of pL depends on the
spatial distribution of the proton source and shell mass.!8 A
larger correction factor is needed as the mean source radius
approaches the mean shell radius, as protons traverse longer
paths through the shell. For example, a quasi-one-dimensional
scenario of atomic mix that consists of a spherical mixing layer
just inside a compressed spherical shell will require a much
larger correction factor than a three-dimensional scenario
involving turbulent mix induced at the tips of RT spikes driven
into the hot core.

The dynamics of RT growth are of essential importance for
any mix scenario. These dynamics are studied using temporal
measurements of the emission of D>He protons, obtained using
the proton temporal diagnostic (PTD).1%20 The PTD primar-
ily consists of a 1-mm-thick BC-422 scintillator, an optical
transport system, and a fast streak camera. Optical fiducial
pulses simultaneously recorded by the streak camera give an
absolute timing accuracy of ~25 ps. The time history of the
proton arrival at the scintillator is obtained by deconvolution of
the detector response from the streak camera image. D3He pro-
ton spectral measurements!8 are then used to infer the D-3He
reaction rate history from the proton current at the scintillator.
Additional details on PTD instrumentation and data processing
can be found in Frenje et al.!’

TiME-DEPENDENT NUCLEAR MEASUREMENTS OF Mix IN INERTIAL CONFINEMENT FUSION

Temporal measurements of 2.45-MeV neutrons from the
DD-#n nuclear reaction were obtained using the neutron tempo-
ral diagnostic (NTD),2! which works on the same principle as
the PTD, but is optimized for neutron detection. Although the
D-D reaction rate in CD capsule implosions is below the noise
floor of the NTD, integrated D-D yields were readily obtained
using time-of-flight neutron detectors.2

Implosions of CH capsules with D3He fuel characteristically
emit D3He protons at two distinct times (Fig. 110.62). The shock
burn is induced by the collapse of an ingoing spherical shock
and occurs before the imploding shell starts to decelerate.
About 250 ps later, during the deceleration phase, the com-
pression burn occurs as the imploding capsule compresses and
reheats the fuel. In contrast to the two stages of proton emis-
sion observed in CH capsule implosions with D3He fills, CD
capsules emit protons only during the later phase (Fig. 110.62),
confirming the hypothesis that there is no mix at the time of
shock collapse,?? first presented by Petrasso et al.”

Measurements of time-integrated nuclear yields demonstrate
that capsules with lower p, have an increased susceptibility
to mix.%? Yields increased with lower po for CD capsule
implosions, even though low p is less favorable for nuclear
production in the capsule core, as seen through the decrease
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Figure 110.62

Measurements of the D-3He nuclear reaction history from implosions of spherical plastic (CH) shells filled with an equimolar D,->He mixture, and of equivalent

CD-layer capsules filled with pure >He. The gaseous fuel was filled to initial densities of (a) 2.5 mg/cm? and (b) 0.5 mg/cm3. The CH capsule histories show
distinct times of D-3He nuclear production corresponding to the shock (at ~1.5 ns) and compression (~1.75 ns) burns. CD capsule implosions require mixing
of the fuel and shell on the atomic scale for D->He production, and the histories show that no such mix has occurred at shock-bang time. The time necessary
for hydro-instabilities to induce fuel-shell mix results in a typical 75+30-ps delay in the peak D->He reaction rate in CD capsules compared to equivalent CH
capsules. In addition, nuclear production in CD implosions continues even after the compression burn ends in CH capsules, staying well above the typical

noise level of 3 x 10'3/s for an additional 50 ps.
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in yields for CH capsules (see Fig. 110.62 and Table 110.X).
The increase in yields for lower p( cannot be attributed to a
difference in the temperature profile because both DD-n and
D-3He yields increased by about the same factor of 1.8, despite
markedly different composition and temperature dependence.
Additional mix of 3He with the CD shell in low-p(y implosions
must be invoked to explain the yield trends.2

The time necessary for RT growth to induce turbulent, atomic-
scale mixing of the fuel and shell results in a delay in the bang
time (defined as the time of peak D-3He reaction rate) of CD
capsules compared to equivalent CH capsules of 83+37 ps and
69+21 ps for high and low pg (Fig. 110.63 and Table 110.X),
respectively; this is equal to about half the typical 150-ps burn
duration (defined as the full temporal width above half peak reac-
tion rate). The delay is calculated as the difference between the
ensemble averages of CD and CH capsule bang times, and the
error is calculated as the quadrature sum of the standard errors
of the mean for each ensemble average.

Measurements of DD-n bang time in CH capsules closely
match the observed D-3He bang time (Fig. 110.63); however,
the D-D reaction rate in CD capsules was too low for robust
timing measurements.

The observed bang-time delay is not an artifact of limita-
tions of the diagnostics or experimental setup. The timing
jitter of the PTD is the same for CH and CD implosions and
is less than 20 ps, while bang-time errors of only 10 ps are
introduced in the deconvolution process by proton energy
spectrum uncertainties. A small systematic difference in shell
thickness between CH and CD capsules was corrected using
a 13-ps adjustment to the bang-time delay,?> and it has been
demonstrated that bang time does not depend on potential dif-
ferences in implosion dynamics between capsules with pure
3He fuel and capsules with D,->He mixtures.1

The observed delay of the peak reaction rate for CD cap-
sules is likely due to the difference in how mix affects nuclear
production in CH and CD capsules. Whereas mix tends to
quench nuclear production in CH capsules through dilution and
cooling of the hot fuel, in CD capsules mix enhances nuclear
production by the addition and heating of the D reactant from
the shell. Nuclear production in CD capsules does not occur
until later in the deceleration phase, when the growth of the RT
instability has had time to induce turbulent mixing. Enhance-
ment of reactant densities in CD capsules by continued mix in
the later stages of compression, combined with the larger total
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Figure 110.63

Mean and standard error of D3He (diamonds) and DD-# (circles) compres-
sion-bang times from CH (open markers) and CD (solid markers) capsule
implosions as a function of initial fill density. In CD capsules, D3He bang
time consistently occurs ~75 ps later than in CH capsules.

Table 110.X: The number of shots in different ensembles of implosions of D3He-filled CH capsules and He-filled CD capsules with two
values of initial fill density p( is shown, along with ensemble averages and standard errors of the mean for several experimental
observables: bang time and burn duration for DD-n and D-*He nuclear reaction histories, time-integrated DD-n and D->He
yields (Y, and Y),), and areal density pL. Standard errors are quoted in the same units as the averages, except for the yields,
which are expressed as a percent. Only the compression component is included for ¥, and pL in CH capsules.

Type 0o N shots DD bang | DD burn | D3He bang | D*He burn Y, Err Y, Err pL
(mg/cm?) (ps) (ps) (ps) (ps) (x10%) | (%) | (x107) | (%) | (mglem?)
CH 2.5 8 1749+24 157+10 | 1734+19 155+11 129 6 61 10 54+2
CH 0.5 8 1697+22 148+11 | 1704+15 123+12 29 9 30 16 61+2
CD 25 7 — — 1817+31 154+15 5.1 9 1.7 11 64+4
CD 0.5 5 — — 1772+15 153+13 9.4 7 3.0 13 66+4
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mass of fuel in such capsules, is enough to prolong nuclear
production even after production would have been quenched
in a CH implosion (Fig. 110.62).

Furthermore, systematically later nuclear production in CD
capsule implosions leads to higher expected pL. The mean
radial areal density pR increases throughout the deceleration
phase as the shell continues to compress, so protons will selec-
tively sample higher pR (and pL) if they are emitted later in
time. This effect is in addition to the potentially higher pL for
CD capsules from geometric effects due to a noncentralized
proton source profile, described above.

As seen in Fig. 110.64 and Table 110.X, pL is 9% and 18%
higher for implosions of CD capsules than for equivalent CH
capsules with low and high p, respectively.26 These values
are not much higher, suggesting that one or both of the effects
described above might not be as significant as expected. On
this basis we conjecture that the source of protons in CD cap-
sules may be dominated by atomic mixing at the tips of RT
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Figure 110.64

Mean and standard error of proton-emission-path—averaged areal densities
(pL) for CH (open markers) and CD (solid markers) implosions as a function
of initial fill density. D3He proton spectral measurements are used to infer this
compression-burn averaged pL, where the shock component of CH implosion
spectra has been excluded. For CH capsules, the radial areal density (oR) can
be obtained from pL using a small correction (oR ~ 0.93 pL), which depends
on the shell aspect ratio. The relation between pR and pL for CD capsules
sensitively depends on the source profile as the mean source radius approaches
the mean shell radius; that pL is not much higher than in CH capsules suggests
that the source profile is still centrally peaked.
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spikes from the shell that drive into the hot core, which would
result in a more central proton emission profile and a smaller
increase in pL.

In summary, temporal measurements of D3He protons
emitted from ICF implosions of CD-shell, >He-filled capsules
offer new and valuable insights into the dynamics of turbulent
mixing induced by saturation of the Rayleigh-Taylor instability.
The first such measurements have demonstrated that bang time
is substantially delayed as RT growth saturates to produce mix.
The 83+37-ps bang-time delay of CD implosions compared to
D3He-filled, CH implosions for high initial fill densities (0o)
is equal to half the burn duration. Reducing p by a factor of
5 increases the susceptibility of the implosion to mix and does
not significantly affect the bang-time delay, observed to be
69+21 ps. Continued mixing of the fill gas and shell prolongs
nuclear production in CD capsules even after it is quenched in
equivalent CH capsules. Finally, the relatively small increase
in areal density pL of CD compared to CH capsules, despite
the later bang time, suggests that nuclear production is domi-
nated by mixing induced at the tips of RT spikes driven into
the hot core.
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Or that such mix, if present, has been insufficiently heated to give
nuclear production.

For example, if it is assumed that the DD-n yield increase is due only
to an increase in the temperature of the mix region, then the fraction
of 3He fuel contained in the mix region must be three times greater for
low py to produce the observed D->He yield increase.

The 13-ps reduction in the delay corrects for a 1/3-um systematic dif-
ference in the total thickness of the CH and CD shells, where the timing
of each burn history was adjusted by (40 ps) x (20 A), where A is the
capsule thickness in #m. The 40-ps/um correction factor was obtained
by a linear fit of CH capsule bang times over a range of thicknesses
from 15 to 27 um.

The slightly higher (<2%) initial shell mass in CD capsules due to the

high density of the 1-um-thick CD layer and the systematic thickness
difference has a minimal impact on pL (<1%).
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Pump-Induced Temporal Contrast Degradation in Optical
Parametric Chirped-Pulse Amplification:
Analysis and Experiment

Introduction

Laser—matter interactions in new regimes have occurred due
to the generation of high-intensity optical pulses using large-
scale laser systems.! The interaction regime of a laser pulse
with a target is basically set by the peak intensity of the pulse,
which is fundamentally proportional to the ratio of the pulse
energy to the duration of the pulse and surface of the focal spot.
Intensities of the order of 1022 W/cm? have been claimed,? and
facilities delivering high-energy, high-intensity laser pulses
are under operation or construction.> The interaction can be
detrimentally impacted by light present before the main pulse
since absorbed light can lead to physical modification of the
target.* The temporal contrast of a laser pulse is the ratio of
the peak power of the main pulse to the power of the light in
some predetermined temporal range before the main pulse.
The contrast can be reduced significantly during the genera-
tion and amplification of laser pulses, and contrast degradation
manifests itself as isolated prepulses or as a slowly varying
pedestal. Incoherent laser and parametric fluorescence can
significantly impact the contrast of laser pulses and can lead to
a long-range pedestal on the recompressed pulse.*> This con-
trast degradation is fundamental since fluorescence is always
present for classical optical amplifiers. The contrast of optical
parametric chirped-pulse amplifiers, however, is also detri-
mentally impacted by temporal variations of the intensity of
the pump pulse that induce spectral variations on the stretched
amplified signal via the instantaneous parametric gain. This
is a practical limitation that can be eliminated or reduced by
proper design of the pump pulse and the optical parametric
chirped-pulse amplification (OPCPA) system.

The parametric gain induced by a pump pulse in a non-
linear crystal is an efficient process for large-bandwidth,
high-energy amplification of chirped optical pulses.®8 It is
used in stand-alone systems®~1¢ or as the front end of large-
scale laser facilities.!” The impact of temporal fluctuations on
the contrast of the recompressed signal in an OPCPA system
was first identified by Forget ef al.!8 Simulations of the effect
of pump-pulse amplified spontaneous emission (ASE) on an
OPCPA system have linked the ASE coherence time to the
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temporal extent of the induced pedestal.!® These publications
offer a physical explanation of pump-induced contrast degra-
dation, but an analytical treatment is necessary to quantify
the impact of this phenomenon, improve the contrast of exist-
ing systems, and design new high-contrast OPCPA systems.
This article quantifies the impact of incoherent pump-pulse
ASE using an analytic formalism for pump-induced tempo-
ral contrast degradation in OPCPA systems and presents an
experimental solution to reduce this impact. The impact of
incoherent pump ASE is analytically quantified as a function
of the operating regime of the OPCPA system. The following
sections (1) present the necessary formalism and derive general
equations describing the pump-induced contrast degradation in
OPCPA systems; (2) compare these analytical derivations with
simulations, bringing to light the magnitude of these effects in
a typical OPCPA system; and (3) describe an LLE experiment
that demonstrates the reduction of pump-induced temporal
contrast degradation by filtering the pump pulse with a volume
Bragg grating (VBG) in a regenerative amplifier.

Analysis of Pump-Induced Contrast Degradation
in an OPCPA System
1. General Approach

The derivations presented in this section assume a one-
dimensional representation of the electric field of the signal
and pump as a function of time (and equivalently optical fre-
quency), without spatial resolution. Such a model is sufficient
to introduce the various aspects of contrast degradation in
OPCPA systems. Some of these systems use flattop pumps and
signals, in which case the temporal contrast is mostly limited
by the contrast obtained in the constant-intensity portion of the
beam. For high energy extraction, efficient phase matching,
and optimal beam quality, OPCPA systems are usually run in
configurations where spatial walk-off and diffraction are not
significant. An instantaneous transfer function between the
intensity of the pump, the intensity of the input signal, and
the intensity of the output signal is used to describe the para-
metric amplifier. This applies to an amplifier where temporal
walk-off and dispersion-induced changes in the intensity of the
interacting waves are small compared to the time scales of the
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temporal variations of the signal and pump. This also applies
to a sequence of amplifiers where scaled versions of the same
pump are used in each amplifier with an identical relative delay
between the signal being amplified and the pump. Figure 111.1
presents a schematic of an OPCPA system. The short input
signal is stretched by a stretcher, amplified by the pump pulse
in an optical parametric amplifier (one or several nonlinear
crystals properly phase matched), and recompressed. As identi-
fied in Refs. 18 and 19, the variations of the parametric gain
due to variations in the pump intensity lead to modulations of
the temporal intensity of the amplified stretched pulse, which
are equivalent to modulations of the spectrum of this pulse.
These modulations lead to contrast-reducing temporal features
after recompression.

Input signal Amplified
Esignal,O ‘ signal
Esignal,S
Stretcher (@) ‘ ‘
e Compressor (—¢)
Chirped signal
Esignal,l -
[oPAl
LOPA | Amplified chirped
Pump Ipymp signal Ejona) 2

E15870JR

Figure 111.1

Schematic of an OPCPA system. Pump-intensity modulation gets transferred
onto the spectrum of the chirped signal in an optical parametric amplifier
(OPA). The modulation of the spectrum of the recompressed signal induces
contrast-reducing temporal features on the recompressed signal.

2. Contrast Degradation of an OPCPA System

in the Presence of Pump Noise

In this article, E and E relate to the temporal and spectral
representations of the analytic signal of an electric field, and /
and I relate to the corresponding intensities. The initial signal
is described by the spectral field Esignal’o(a)). After stretching
with second-order dispersion ¢, the stretched pulse is described
in the time domain by

Esignal,l(t) = (I/M)Esignal,O(t/qo) 2NY <_ it2/2(p>

up to some multiplicative constants. The quadratic phase
describes the one-to-one correspondence between time and
optical frequency in the highly stretched pulse, which is sym-
bolically written as t = ¢ @. The temporal intensity of the signal
after parametric amplification is a function of the temporal
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intensity of the stretched signal Lignal, 1(f) = (1/@)Lsignat,o(t/®)
and the temporal intensity of the pump /,,,,,(7), which can be
written as

Isignal,Z(t) =f[lsignal, l(t)’lpump(t)]' (1)

The function f'depends on the parametric amplifier length and
nonlinear coefficient.

Figure 111.2 displays two examples of behavior of the func-
tion f for a given input signal intensity, namely the relation
between the output signal intensity and the pump intensity.
In Fig. 111.2(a), the amplifier is unsaturated, and there is a
linear relation between variations of the pump intensity and
variations of the amplified signal intensity around point A.
In Fig. 111.2(b), the amplifier is saturated. The output signal
intensity reaches a local maximum, and there is a quadratic
relation between variations of the pump intensity and variations
of the amplified signal intensity around point B. Assuming that
the intensity modulation of the pump does not significantly
modify the instantaneous frequency of the chirped signal, the
intensity of a spectral component of the amplified signal at the
optical frequency w is

f [Isignal, 1 (q)a))’ Ipump (q)a))] =f [isignal,O (w)/¢’ Ipump ((00))] :

The pump-intensity noise Slpump(?) is introduced by writing
the intensity as Ipymp(7) =1 g{}mp (1) + 8l pump (7). Assuming the
amplifier is not saturated [Fig. 111.2(a)], the function fis devel-
oped to first order around the operating point set by / gmp as

f [isignal,o(a)) / ‘P’Ipump(q’w)]

:f[isignal,o(w)/(o’lgump ((pa))]

+61 pump ((DCU)T

jfmp [isignal,O(a))/(o, Igump (qoa))] . @

The spectral intensity of the amplified recompressed signal is
isigna1,3(a)) = ¢f[isignal,0(w)/¢’lpump(¢w) :
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Figure 111.2

Representation of the transfer function between output signal inten-
sity and pump intensity around the operating point of a parametric
amplifier in the (a) unsaturated and (b) saturated regimes. At point
A, there is a linear relation between pump-intensity modulation
and amplified-signal-intensity modulation. At point B, there is a
quadratic relation between pump-intensity modulation and ampli-
fied-signal-intensity modulation.
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and one can define

51gna1 3(60) (Pf[ signal, O(w)/¢’ pump ((pw)]

as the spectral intensity of the signal amplified by a noiseless
pump. The partial derivative of f with respect to the pump
intensity is assumed to be independent of the signal intensity,
and one defines the constant

f= af [1

signal,0 (CO)/(D Ipump ((Da))]

For a compressor matched to the stretcher up to a residual spec-
tral phase @qqiqual(@), the electric field of the recompressed
signal is simply

5(0)
Emgnal 3(60) / slgnal 3(60) + (pf(l)élpump((ow)

X exp [i Presidual (CO)] . (3)

A first-order development of Eq. (3) gives a spectral representa-
tion of the signal:

[50)
E51gna] 3(60) glgnal 3(60) exp [l¢res1dual (a))]

+ ¢ﬁ1)61 pump ((Dw)

s1gnal 3((0)
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pump

One can define

51gnal 3((0) k| 31gna1 3(0)) €Xp [l¢r651dual (CO)]

as the electric field of the recompressed signal in the absence of
noise. In the OPCPA process, the spectral density of the ampli-
fied signal is usually approximately constant (or slowly varying)
because of saturation effects, so that / signal,3(@) is replaced by
@ligna) 2 in the denominator of Eq. (4). This leads to

f(1)51pump ((oa))

> £(0)
Esignal,3(a)) = Esignal,3(w)|l + 2Is'gnal 5
ignal,

®)

The Fourier transform of Eq. (5) gives the electric field in the
temporal domain:

© fw
signal,3 signal,3 2Isignal,2(0

X E (?;nal 3(t) ® 81 pump(t/ (P)~ ©)

Further simplification stems from defining

f(l,N) =ﬁ1)1£)03mp/lsignal,2 )
which is the change in intensity of the amplified signal normal-

ized to the intensity of the amplified signal for a change in the
pump intensity normalized to the pump intensity. The field of
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the recompressed signal is

© fuw
Esignal,3(t) = Esigna]j(t) + 0

pump

X Eg(i);nal,3(t) ® 5ipump(t/q’)’ 7

and the intensity of the compressed signal is

2

Y
(0)

(0)
Isignal,3(t) = Isignal,3([) + 2
4[(01 pump]

2

) ®)

X ‘Ei(i)g);nal,fi(t) ® 5ipump<t/¢)

using the fact that the first term in the right-hand side of Eq. (7)
is a short pulse while the second term describes the contrast
reduction over a large temporal range.

When the amplifier is saturated [Fig. 111.2(b)], f(l) =0and

Eq. (2) must be replaced by the second-order decomposition
of f, which is

f[isignal,O(w)/q)’lpump((ow)]
=f[isignal,0(w)/(p’1g)lzmp ((D(U)]
+ 36l ump 0@

X

o f [
2
Ol mp

isignal,O (a))/(0’ Ig)lzmp ((Da))] . (€)

Assuming that the second-order derivative of f with respect
to the pump intensity does not depend on the signal intensity,
one defines

2 2 7 0
f(Z) =0 f/alpump[Isignal,O(w)/(p’Ii)lzmp ((0(0)]

Replacing ] g?;nau(a)) by @lignal 2> ONE Obtains
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f(2) ol ;z)ump (¢w)

4Isignal,2

> 7(0)

Esignal, 3(60) = Esignal,3(a)) 1+ (10)

The Fourier transform of Eq. (10) gives the temporal field of
the recompressed signal:

K
(Z’N)]zEg(i);nalﬁ (0

(0)
Esignal,S(t) = Esigna1,3(t) + o
4[¢I pump

® 81 ump(t/P) ® STy (/)5 (11)

where fo,n) = ﬁz)[l g{l)mp]z / Lignal,2 is the normalized change
in the amplified signal intensity for a normalized change in
the pump intensity. Finally, the intensity of the recompressed
signal is

fom

©) 2N

Isignal,3(t) = Isignal,3(t) + ©) 4
16[‘”[ pump]

X ‘ Esignal,3(t) ® 5ipump<t/(p) ® 5ipump(t/(p) ’2- (12)

Equations (8) and (12) are general expressions linking the varia-
tions in pump intensity to the intensity of the recompressed
pulse in the two practically relevant cases: f(1y # 0 describes
the linear modulation regime, with a linear relation between
the pump intensity and the amplified stretched signal intensity
around the operating point; f1y =0, f(2) # 0 describe the quad-
ratic modulation regime, with a quadratic relation between
the pump intensity and the amplified stretched signal intensity
around the operating point. In the next two subsections these
general expressions are evaluated when ASE is present on the
pump pulse.

3. Contrast Degradation of an OPCPA System in the Linear-
Modulation Regime due to the Pump-Pulse ASE
The pump-pulse ASE is described as an additive stationary
process E5qg, and the field of the pump pulse is

Epump(t) = Eg)gmp O+ EASE (). (13)
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One has at first order

0 0 *
Ipunp®) = I ) + B\ () Ergis 0

B O Exge (0,

which allows one to identify

Sy (1) = E s (D E psp (1) + Emn (0 E g (0.

One can use the simplification

(0)* (0)

EQ 0 =ES 0= {1

pump

over the interval [0,7 ], where the pump has significant intensity,
and set the ASE electric field to 0 outside the interval [0,7].
The electric field of one realization of the ASE restricted to
the interval [0,7] and its Fourier transform are noted Exgg 7
and E ASE, - Fespectively. One obtains

ST (@) = { [EASE,T(CU) +Epgp p (@) (14)

In the linear modulation regime, the calculation of the
intensity of the recompressed pulse using this expression and
Eq. (8) leads to
2

(0) i

LN) 0 ,
Isignal,3(t) = Isignal,3(t) + 4e /Isignal,3(t —pw )
pump

% Tase, @)+ Izgp, (- 00)]de’, (15)

where €pymp
induced pedestal is therefore given by a convolution of the sym-
metrized spectrum of the ASE present on the pump pulse with
the recompressed pulse intensity. The intensity of the pedestal
is proportional to f' (21 N): Proper spectral filtering of the pump
pulse reduces the temporal extent of the induced pedestal. In
the usual case where the recompressed pulse is significantly
shorter than the temporal variations of the induced pedestal,

Eq. (15) can be simplified as

is the energy of the pump pulse. The pump-
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2 (0
; O = I(O) )+ f(l,N)gsignal
signal,3 signal,3 4¢£pump

*|Tase.r(t/9)+ Ixse.r(-1/0)].  (16)

The pedestal due to the ASE present on the pump pulse is
therefore directly given by a symmetrized version of the spec-
trum of the ASE present on the pump pulse. The symmetrized
spectrum of the ASE is spread in time proportionally to the
second-order dispersion of the chirped pulse. Integration of
Eq. (15) gives

(0) 2
Esignal = Esjgnal 1 +f(l,N)EASE,T/28pump >

which allows the energy inothe pedestal € desta) NOrmalized to
the energy of the signal £, to be expressed as

signa
2

Epedestal f (1,N) EASE,T 17

0 - 2 € : a7

P pump

signal

The ratio of the pedestal energy to the signal energy,

(0)
gpedestal/ Esignal ’

is directly proportional to the ratio of the energy of the ASE in
the temporal range defined by the pump to the energy of the
pump. The ratio €5g 7 / €pump is called “fractional ASE energy”
in the remainder of this article.

4. Contrast Degradation of an OPCPA System in the
Quadratic-Modulation Regime due to the Pump ASE
The intensity of the recompressed pulse for an OPCPA
system in the quadratic-modulation regime with ASE present
on the pump can be calculated using Egs. (12) and (14):

2

eRY)
0 : 0
LGonal 30 =1 gi;nalﬁ(t) + 1 ii})gnalj(t)

8(0Epump)”
® [Tk, 7(t/9)+ Ias,7(~1/9)]

® [iASE,T(’/‘P)+iASE,T(_f/‘P)]- (18)

Equation (18) shows that the pedestal is given by the double
convolution of the symmetrized spectrum of the pump ASE
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with the recompressed signal in the absence of pump ASE. The
convolution of the symmetrized spectrum of ASE with itself
is broader than the spectrum of ASE (e.g., by a factor V2 for
a Gaussian spectrum). Therefore, the temporal extent of the
pedestal is larger than in the linear-modulation regime. In the
case where the intensity of the recompressed signal is short
compared to the temporal variations of the pedestal, Eq. (18)
can be simplified into

2 (0
) f (2,N)Esignal
Isignal,S(t) = Isignal,3(t) + 2 2
Epump

“|Tase,r(t/ @)+ Inse.r(=1/9)|

® [Ixser(t/0)+ Iase r(-1/9)). (19

Finally, integrating Eq. (18) leads to the energy in the pedestal,

2 2
Epedestal f(Z,N)EASE,T 20
O - .2 20)
signal pump

In the quadratic-modulation regime, the ratio of the energy
of the pedestal to the energy of the signal is proportional
to the square of the fractional ASE energy. Comparing
Eq. (20) with Eq. (17) leads to the conclusion that if
8ASE,T/8pump < [f(1,1v)/f(2,1v)]2’ there is less energy in the
pedestal when the amplifier is run in the quadratic-modula-
tion regime. Operating the OPCPA in the saturation regime
locally decreases the modulation of the output intensity and
reduces the total energy of the associated temporal pedestal,
provided that the previous inequality is verified.

Simulations of Pump-Induced Contrast Degradation
1. Model Description

Simulations of an OPCPA system with parameters similar
to those of the OPCPA preamplifier of LLE’s Multi-Terawatt
laser'® and the front end of the OMEGA EP Laser Facility!’
have been performed. The signal has a central wavelength
equal to 1053 nm. The case of a flat spectral density has been
simulated since it corresponds closely to the derivations per-
formed in the previous section. The case of a Gaussian spectral
density with a full width at half maximum (FWHM) equal to
6 nm has also been simulated since it is closer to the actual
experimental conditions. The stretcher introduces a dispersion
equal to 300 ps/nm, i.e., ¢ = 1.76 x 1022 s2. The preamplifier
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has two lithium triborate (LBO) crystals cut for type-I phase
matching at 1053 nm and 526.5 nm in collinear interaction, i.e.,
@1Lpo = 11.8° and 6 g = 90°, with a total length of 59.5 mm.
The OPCPA pump at 526.5 nm is obtained by doubling a
pump pulse at 1053 nm in an 11-mm LBO crystal. The pump at
1053 nm is a 20th-order super-Gaussian, with a FWHM equal
to 2.6 ns. The intensity of the up-converted pump has been
obtained using a Runge—Kutta resolution of the correspond-
ing nonlinear equations. Figure 111.3 displays the normalized
intensity of the pump and stretched signal in the OPCPA
crystal. The operation of the preamplifier was simulated by
solving the system of three equations describing the parametric
interaction of the electric field of the signal, idler, and pump
using the Runge—Kutta method. No spatial resolution or tem-
poral effects have been introduced, for the reasons expressed
at the beginning of the previous section. It is straightforward
(although computationally more intensive) to introduce these
effects. The phase mismatch between the interacting waves
was chosen equal to zero. Figure 111.4 displays the amplified
stretched signal intensity as a function of the pump intensity
for an input stretched signal intensity of 0.1 W/cm?, i.e., the
function Iignat,2 = f[Lsignal, 1- lpump| used in the previous sec-
tion for /g,y 1 = 0.1 W/cm?. Points A and B correspond to the
linear- and quadratic-modulation regimes, respectively. A fit of
the curve plotted in Fig. 111.4 around these two points leads to
the values f(; ) = 8 and f(; x) = 66. The next two subsections
present the contrast degradation results for a pump with ASE
and a signal with constant spectral density followed by results
for a pump with ASE and a signal with a Gaussian spectral
density. For the sake of clarity, the intensity of the recompressed
signal is plotted only at negative times (i.e., before the peak of
the signal), bearing in mind that the pump-induced contrast
degradation is symmetric.
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Figure 111.3
Normalized intensity of the chirped Gaussian signal (solid curve) and pump
(dashed curve) in the OPCPA system.
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Figure 111.4

Transfer function of the OPCPA preamplifier for a signal intensity equal
to 0.1 W/cm?. Points A and B identify the linear and quadratic regimes of
operation, respectively.

2. Pump with ASE and Signal with Flat Spectral Density

In this section, the stretched signal has a flat spectral density
and an intensity of 0.1 W/cm?2. The pump ASE spectrum is
assumed Gaussian and centered at the wavelength of the pump
pulse. The FWHM of the spectrum is chosen equal to either
0.14 nm (which was experimentally measured on the Nd:YLF
regenerative amplifier used to generate the pump pulse) or
0.03 nm (which corresponds to a hypothetical pump spectral
bandpass filtering). Figure 111.5 displays close-ups of the simu-
lated intensity of the pump for an ASE bandwidth of 0.14 nm
and 0.03 nm at various fractional ASE energies €5g 7 / €pump-
The homodyne beating of the electric field of the ASE with
the electric field of the pump leads to significant pump inten-
sity modulation even at low ASE energy levels. Figure 111.6
displays a comparison of the results of the simulation with the
analytical results for the 0.14-nm bandwidth. The OPCPA is run
either in the linear modulation regime [Figs. 111.6(a)—111.6(c)]
or in the quadratic-modulation regime [Figs. 111.6(d)—111.6(f)].
The fractional ASE energy is specified as 10, 10~4, and 103
Significant pedestal levels are observed, even for relatively
low pump intensity modulation, indicating that such contrast
degradation can severely limit OPCPA systems, or laser sys-
tems that include an OPCPA as one of their amplifiers. Good
agreement of the simulations with the analytical predictions
is obtained. Discrepancy in the quadratic modulation regime
at low fractional ASE energies is attributed to the leading
and the falling edge of the pump, for which the amplification
process is in the linear regime. The pedestal due to the pump
ASE extends at longer times in the case of quadratic modula-
tion, as expected from the double convolution of Eq. (18). The
pedestal is typically more intense at short times in the linear
regime, and it can also be seen that the total energy in the
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