LLE*

January 2003
uURr

DOE/SF/19460-468

LLE 2002 Annual Report
October 2001 — September 2002

Laboratory for Laser Energetics

University of Rochester

_...l._._....'_.l_ll.l'.......'..lr 4

e 1 T T

bl LT ¥ A,




Cover Photos

Upper Left: Foam layers have been the subject of much interest
ininertial confinement fusion (ICF) target design. Target designs
utilizing foam layers have been proposed for use at LLE on
OMEGA, at the National Ignition Facility (NIF), and in reactor-
scale ICF fusion facilities. All of these designs make use of laser
pulses that launch multiple shocks, which must be well timed.
Because aportion of the shock energy is used to homogenize the
foam material, the porosity of the foam layer hasthe potential to
change the shock speed and timing. This figure shows a plot
of density for a shock propagating through a foam, simulated
by the adaptive-mesh refinement code AMRCLAW, in collabo-
ration with Adam Frank and Alexei Poludnenko of the UR’s
Department of Physics and Astronomy. AMRCLAW is being
used to study the effects of porosity on shock timing for wetted-
foam layers relevant to OMEGA and NIF target designs.

Lower Left: Thirty-three planar cryogenic target shots were
taken on OMEGA in 2002. This photograph was taken on a
target shot on which the equation of state (EOS) of liquid
deuterium was investigated. These experiments use cryogenic
target handling, advanced diagnostics, and the large, uniform
laser spots available on OMEGA to provide important data to
help clarify previous disagreements between theoretical models
and laboratory experimentsin this area.

Center: LLE scientists made significant progress in 2002 in
devel oping experimental designsfor direct-driveignition experi-
ments on the NIF. Recent work indicates that it may be possible
to carry out high-performance direct-drive implosions on the
NIF using the x-ray drive beam configuration. In preparation for
futuredirect-driveexperimentsontheNIF, aNIF-scale prototype
target assembly was demonstrated at LLE and is shown in this
photograph. A 3.175-mm-diam spherical target was mounted
onto a 125-nm-thick, 7.34-mm-outside-diam Ti ring using four
spider silk strands. The target assembly had a resonant
frequency of 125 Hz and was compatible with the NIF target
chamber geometry.

Lower Center: Thisimage of the on-target laser electric-field intensity
was simulated by the parallel, three-dimensional, laser—plasmainterac-
tion (LPI) code pF3D. Lawrence Livermore National Laboratory
(LLNL) developed the pF3D code primarily for modeling LPI in
hohlraum plasmas. L LE scientists are adapting pF3D to simulate direct-
driveconditions. Theelectric-fieldintensity showninthisfiguredisplays
the characteristic speckle pattern produced by distributed phase plates
(DPP's). The individual maxima (or “hot spots’) can exceed the
average incident intensity by several times. Laser-driven parametric
scattering instabilities such as stimulated Brillouin scattering (SBS) or
decay instabilities like the two-plasmon decay (TPD) are preferentially
driven in these hot spots due to the elevated light intensities.

Upper Right: A key element of future ultrahigh-intensity lasers is a
stable, high-efficiency laser source capable of generating broad-band-
width pulses that can be amplified by a high-power amplifier system.
Optical parametric chirped-pulse amplification (OPCPA) is a novel
laser concept that is well suited for this application. LLE's OPCPA
system recently demonstrated one of the highest efficiencies for such
systems currently available. The OPCPA concept is based in part on an
LLE-invented concept: chirped-pulse amplification (CPA). The CPA
idea created a revolution in laser technology by enabling the develop-
ment of ultrahigh-intensity [i.e., >1015 W (petawatt)] lasers. LLE and
LLNL are currently collaborating on the development of large diffrac-
tion gratings required for petawatt |asers.

Lower Right: This photograph shows an array of capsule core images
recorded on an NLUF experiment to study temperature and density
gradients in implosion cores of indirect-drive targets. The experiment,
carried out by acollaborative team headed by the University of Nevada,
Reno, makes use of a new multispectral x-ray imaging diagnostic
(MMI-2), whichisbased on an L L E-devel oped diagnostic. MMI-2 uses
an array of pinholes coupled to a Bragg mirror to record numerous
narrowband x-ray images spanning the 3- to 5-keV photon energy range.
Each image of the core spans ~75 eV along the spectral axis. Groups of
images are combined to produce line-based images. Continuum-based
images can also be extracted from the data.
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Executive Summary

Thefiscal year ending September 2002 (FY 02) concluded the
fifth year of the first renewal of cooperative agreement
DE-FC03-92SF19460 with the U.S. Department of Energy
(DOE). The cooperative agreement was renewed for an
additional five-year period in January 2003. This report—the
final one for the first five-year cooperative agreement re-
newal—summarizes progress and research at the Laboratory
for Laser Energetics (LLE), operation of the National Laser
Users' Facility (NLUF), and programs concerning the educa-
tion of high school, undergraduate, and graduate students
during the year.

Inertial Confinement Fusion Resear ch

LLE is the lead laboratory for research on direct-drive
laser fusion for application and a gain demonstration on the
National Ignition Facility (NIF). The NIF is currently under
construction at the Lawrence Livermore National Laboratory
(LLNL). We have emphasized a number of important areas
thispast year that should bear directly on the potential success
of a direct-drive ignition and burn experiment on the NIF.
“First Results from Cryogenic Target Implosions on
OMEGA” (p. 49) describes initial results from direct-drive
spherical cryogenic target implosions on the 60-beam
OMEGA laser system. These experiments are part of the
scientific base leading to direct-drive ignition implosions
planned for the NIF. Results shown include neutron yield,
secondary-neutron and proton yields, thetime of peak neutron
emission, and both time-integrated and time-resolved x-ray
images of the imploded core. The experimental values are
compared with 1-D numerical simulations. The target with an
ice-layer nonuniformity of oyng = 9 um showed 30% of the
1-D predicted neutronyield. Theseinitial resultsareencourag-
ing for future cryogenic implosions on OMEGA and the NIF.

Precision target fabrication isrequired for asuccessful igni-
tion demonstration or quality cryogenic experiments on
OMEGA. The development of polyimide shells suitable for
inertial confinement fusion (ICF) cryogenic experiments on
OMEGA isdescribed in an article ontarget fabrication research
beginning on p. 167. We have also determined the associated
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mechanical properties needed to define the processing condi-
tions for operating the OMEGA Cryogenic Target Handling
System (CTHS). Overall, polyimidetargets offer aviable alter-
native to plasma polymer capsules currently in use. The princi-
pal advantages of the polyimide material are its high radiation
resistance for tritium application and its excellent mechanical
properties, which lessen the demanding specifications for the
equipment needed to provide cryogenic targets. The single
biggest limitation to using polyimide, based on PMDA-ODA
chemistry, isthelow permeability of the material at room temp-
erature. Methods to increase the permeability are described.

The effects of textures on hydrogen diffusionin nickel was
investigated (p. 125). Deuterium and tritium—isotopes of
hydrogen—are the primary fuels for ICF, so determining and
controlling their rate of diffusion through containment materi-
als are important to the design of ICF facilities. When poly-
crystalline metals have texture, the preferential orientation of
the metal s affects hydrogen absorption and diffusion. Hydro-
gen permeation results show that there are significant differ-
ences among the three main textures of nickel membranes.
Plating current density has a strong influence on texture
devel opment of nickel deposits. Thetexture of depositscan be
easily manipulated by controlling plating conditions. In the
experiments performed, textured Ni membranes were pre-
pared using electrodeposition, and the effects of fabrication
on their diffusion rates were determined.

In preparation for cryogenic experiments with tritium, we
describe LLE’s Tritium Recovery System, which is used to
clean up the various exhaust streams and to control tritium
activity in the gloveboxes (p. 25). This system is optimized
for minimum environmental impact and maximum personnel
safety. It usesthe best-availabletechnol ogiesto extract tritium
from inert gas streams in the elemental form. The rationale
for the selection of varioustechnologiesisdiscussed in detail.
This approach reduces the volumes of effluent that require
treatment to the extent practical and also avoids the need to
oxidize HT to HTO with its higher radiotoxicity, thereby
contributing to safety.
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Laser—plasmainteractions (LPI) are potentially damaging
sources of loss, conversion, and scattering of laser light on a
target. Wediscussresultsfrom pF3D—aparallel, three-dimen-
sional LPI code developed at LLNL for modeling indirect-
drive plasmas, which was recently modified for use under
direct-drive conditions (p. 93). Unlike indirect drive, model-
ing direct drive requires simulation of inhomogeneous super-
sonic flows and density profilesthat include acritical surface.
The treatment of the critical surface is particularly problem-
atic in codes employing the paraxial approximation for the
light waves. The first results of the modified code included
realistic simulations motivated by long-scale-length explod-
ing-foil experiments conducted on LLE’'s 30-kJ, 351-nm,
60-beam OMEGA laser system and intended to represent
future NIF direct-drive conditions.

Other LPI research (p. 181) included a linear model of
anomal ous stimulated Raman scattering from el ectron-acous-
tic waves in laser-produced plasmas. Stimulated Raman scat-
tering (SRS) from heavily Landau-damped plasma waves
and from electron-acoustic (EA) waves has recently been
attributed to nonlinear Bernstein—-Green—Kruskal (BGK)
wave modes. These phenomenafind a simpler, more compre-
hensive explanation in terms of linear waves in a locally
flattened distribution function. Theflattening arisesfromLan-
dau damping of SRS plasmawaves (in the case of anomalous
SRS) or from perturbations at the EA phase velocity that are
then maintained by SRS. Local flattening allows undamped
linear EA wavesto propagate, asin the original description of
these waves by Stix.

“Time-Integrated Light Images of OMEGA Implosions’
(p. 1) describes visible-light photographs of imploding
OMEGA targets. These beautiful images are used to commu-
nicate LLE'smission to the general public. A closer examina-
tion of the images revealed a one-to-one correspondence
between he bright spots in the image and each of the 60 laser
beams. The intensity of the bright spots has been related to
refraction and absorption in the plasma surrounding the im-
ploding target. These photographs are now proving to be the
basis of a new laser—plasma interaction diagnostic.

Theoretical work (p. 6) presents an analytical model of the
nonlinear bubbleevol ution of single-mode, classical Rayleigh—
Taylor (RT) instability at arbitrary Atwood numbers. The
model follows the continuous evolution of bubbles from the
early exponential growth to the nonlinear regime when the
bubble velocity saturates.

vi

The time dependence of electron thermal flux inhibitionin
direct-drive laser implosionsis described beginning on p. 73.
The article reports cal culations of the nonlocal electron ther-
mal conduction in direct-drive CH target implosions with
square pulses by a one-dimensional Fokker—Planck solver
combined with ahydrodynamic code. Theresultsshow that the
electron thermal flux inhibition at the critical surfaceistime
dependent, confirming that alarger flux limiter must be used
for shorter-duration pulses. Also, the growth of the Rayleigh—
Taylor instability for short-wavelength perturbations is
shown to be smaller due to the longer density scale length.

Drive lasers, with known, single-mode modulations, pro-
duce nonuniform shocks that propagate into CH targets. The
articlebeginning on p. 68 describesthe perturbation of atarget
by nonuniformitiesinthedrivelaser. An optical probebeamis
used to measure the arrival of these modulated shocks at
various surfaces in the target. Experiments at moderate | aser
intensities (<1013 W/cm?) exhibit behavior that is predicted
by hydrocodesand simplescaling laws. Thistechnique may be
used to observe various dynamic effects in laser-produced
plasmas and shock-wave propagation.

Experiments that control all aspects of nonuniformitiesin
target manufacture, irradiation, and precision drive conditions
are required to prepare for a direct-drive ignition experiment
on the NIF. A recent experiment (p. 108) has tested the ability
of a direct-drive ICF laser pulse shape to vary the adiabat
within atarget shell. A picket pul se was added to apul se shape
designed to implode a cryogenic shell of D, with aratio o of
internal pressureto Fermi-degenerate pressure of 5. The effect
of apicket isto strengthen the shock in the outer portion of the
shell so that the ablation interface has a large o and the fuel
maintains its o = 5, resulting in increased stability and im-
proved capsule performance.

Implosion experiments with enhanced beam balance
(p. 116) have implemented a new technique that determines
the beam peak intensities at target chamber center on a full-
power target shot by simultaneously measuring the x-ray flux
produced by all 60 beams seen separated on a4-mm-diam, Au-
coated spherical target. Up to nine x-ray pinhole camera
images are electronically recorded per shot from which beam-
to-beam variationsin peak intensity are determined, taking into
account view angle and x-ray conversion efficiency. The ob-
served variations are then used to correct the beam energiesto
produce a more-uniform irradiation. The authors present the
results of impl osion experiments with enhanced beam balance
and comparisons to experiments with standard beam balance.

FY02 Annual Report
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Aninvestigation of theradial structureof shell modulations
near peak compression of spherical implosions (p. 151) re-
quired the measurement of the structure of shell modulations
at peak compression of implosions using absorption of tita-
nium-doped layers placed at various distances from the inner
surfaceof 20-um-thick plastic shellsfilledwith D3Hegas. The
resultsshow that the peak-compression, time-integrated areal -
density modulationsarehigher at theinner shell surface, which
isunstable during the accel eration phase of animplosion, than
in the central part of the shell. The outer surface of the shell,
which is unstable during the accel eration phase of an implo-
sion, has a modulation level comparable to that of the inner
shell surface.

Measurements of the neutron emission from ICF implo-
sions provide important information about target perform-
ance that can be compared directly with numerical models.
For room-temperature target experiments on OMEGA, the
neutron temporal diagnostic (NTD), originally developed at
LLNL, isused to measure the neutron burn history with high
resolution and good timing accuracy. Since the NTD is
mechanically incompatible with cryogenic target experiments
because of the standoff required to remain clear of the Cryo-
genic Target Handling System, a new cryogenic-compatible
neutron temporal diagnostic (cryoNTD) has been designed
for LLE's standard ten-inch-manipulator (TIM) diagnostic
inserters (p. 156). The instrument provides high-resolution
neutron emission measurements for cryogenic implosions.
Thefirst experimental results of the performance of cryoNTD
are presented and are compared to NTD measurements of
room-temperature direct-drive implosions.

We have inferred the growth of target areal density near
peak compression in direct-drive spherical target implosions
with 14.7-MeV deuterium-helium3 (D3He) proton spectros-
copy on the OMEGA laser system (p. 133). The target areal
density grows by a factor of ~8 during the time of neutron
production (~400 ps) beforereaching 123+16 mg cm~2 at peak
compression in an implosion of a 20-um-thick plastic CH
target filled with 4 atm of D3He fuel.

The use of carbon activation as a diagnostic for tertiary
neutron measurements is reported beginning on p. 161. The
yield of tertiary neutrons with energies greater than 20 MeV
has been proposed as a method to determine the areal mass
density of ICF targets. Carbon activation is a suitable mea-
surement technique because of its high reaction threshold and
theavailability of high-purity samples. Theisotope1C decays
with a half-life of 20.3 min and emits a positron, resulting in
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the production of two back-to-back, 511-keV gamma rays
upon annihilation. The present copper activation gamma-
detection system can be used to detect tertiary-produced car-
bon activation because the positron decay of 1C is nearly
identical to the copper decay used in the activation measure-
ments of 14.1-MeV primary deuterium—tritium (DT) yields.
Because the tertiary neutron yield is more than six orders of
magnitude lower than primary neutron yield, the carbon acti-
vation diagnostic requiresultrapure carbon samples, freefrom
any positron-emitting contamination. Carbon purification,
packaging, and handling procedures developed in recent
years that reduce the contamination signal to a level low
enough for OMEGA are presented. Potential implementation
of acarbon activation system for the NIF is also discussed.

Experiments have been performed on OMEGA as part of
the Stockpile Stewardship Program toinvestigatethe equation
of state of carbonized resorcinol foam, a porous material. A
theory that models equation-of-state measurements of porous
materials is presented beginning on p. 57. Using the imped-
ance-matching method, the foam Hugoniot was calculated
from the well-known equation of state of aluminum and from
measured shock speeds over the range of 100 kbar to 2 Mbar.

Laser and Optical Materials Research

A reduced-autocorrelation phase plate design for OMEGA
and the NIF has been demonstrated (p. 11). Direct-drive ICF
for the NIF requires that the time-averaged rms laser nonuni-
formity be below the 1% level. The lower spatial frequencies
of laser nonuniformity are dangerous to the hydrodynamic
stability of the ICF target. A reduced autocorrelation phase
design shifts the speckle energy up into the higher spatial
frequencies where smoothing by spectral dispersion (SSD)
and thermal smoothing in thetarget coronaare most efficient.
A novel design method for calculating a reduced correlation
phase plate is presented, and the smoothing performance
results are compared to a standard phase plate.

We have demonstrated precision spectral sculpting of
broadband FM pulses amplified in a narrowband medium
(p. 79). Amplification of broadband frequency-modulated
(FM) pulses in high-efficiency materials such as Yb*3:SFAP
results in significant gain narrowing, leading to reduced on-
target bandwidths for beam smoothing and to FM-to-AM
conversion. Applying precision spectral sculpting, with both
amplitude and phase shaping, before amplifying the broad-
band FM pulses in narrowband gain media compensated for
these effects. The spectral sculpting, for center-line small-
signal gains of 104, produced amplified pulses that have

vii
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both sufficient bandwidths for on-target beam smoothing and
temporal profiles that have no potentially damaging ampli-
tude modulation.

A new highly stable, diode-pumped, cavity-dumped, com-
pact Nd:Y LF regenerative amplifier (regen) of continuously
shaped nanosecond pul seswith again of ~10%for thefront-end
laser system of OMEGA is discussed beginning on p. 103.
High output energy, long-term energy and temporal pulse
shape stahility, and high-quality beam profile have been dem-
onstrated. Reliability, simplicity, modular design, and com-
pactness are key features of this new diode-pumped regen-
erative amplifier.

To study the connection between the pulsed-laser energy
absorption process and film damage morphology we used a
SiO,-thin-film system with absorbing gold nanoparticles
(p- 30). We show that, at low laser fluences (below the thresh-
oldwhere damage can be detected optically), the probability of
crater formation and the amount of the material vaporized are
almost independent of the particle size. Inhomogeneities in
the particle environment are responsible for variances in the
observed particle/damage crater correlation behavior. In the
proposed damage mechanism, the initial absorption is con-
fined to the nanoscale defect. Energy absorbed by the defect
quickly heats the surrounding matrix, changing it from a
transparent to an absorbing medium, which createsapositive-
feedback mechanism that leads to crater formation.

Advanced Technology

A series of thin, hydrogenated amorphous carbon films
have been deposited using the saddle-field deposition config-
uration (p. 44). These films are a precursor to depositing
tritiated films. Smooth, low-porosity films up to 15 um thick
and with densitiesup to 2 g/cm3 have been grown. Theinternal
structure of the films is featureless. Operating pressure plays
an important role in modulating the film quality, growth rate,
and density. Eliminating the substrate bias reduces negative
ionincorporationinthefilmsto help increasefilm density and
improve film quality.

A theoretical investigation of asemiconductor quantum dot
interacting with a strongly localized optical field, as encoun-
tered in high-resolution, near-field optical microscopy, is re-
ported (p. 139). The strong gradients of these localized fields
suggest that higher-order multipolar interactions will affect
the standard el ectric dipoletransition ratesand selection rules.
For a semiconductor quantum dot in the strong confinement
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limit, Zurita-Sanchez and Novotny have calculated the inter-
band electric quadrupole absorption rate and the associated
selection rules, finding that the el ectric quadrupol e absorption
rate is comparable with the absorption rate calculated in the
electric dipole approximation.

The femtosecond response of a freestanding LT-GaAs
photoconductive switch is discussed beginning on p. 88.
A novel, freestanding LT-GaAs photoconductive switch has
a femtosecond response time. The switch was formed by
patterning a 1-mm-thick layer of a single-crystal LT-GaAs
into a 5-um by 15-um bar. The bar was separated from its
GaAs substrate and placed across a gold coplanar transmis-
sion line deposited on a Si wafer. The switch was excited with
110-fs-wide optical pulses, and its photoresponse was mea-
sured with an electro-optic sampling system. Using 810-nm
optical radiation, 470-fs-wide electrical transients (640-GHz
bandwidth) were recorded.

An investigation of the electric-field-induced motion of
polymer cholesteric liquid crystal flakes in aconductive fluid
is described beginning on p. 83. Polymer cholesteric liquid
crystal flakes suspended in a fluid with non-negligible con-
ductivity can exhibit motion in the presence of an ac electric
field. The platelets have a strong selective reflection, which
is diminished or extinguished as the flakes move. Flake
motion was seen within a specific frequency bandwidth in an
electric field aslow as5 mV,,/mm.

New results on the time-resolved dynamics of the super-
conducting-to-resistive transition in dc-biased epitaxial
Y Ba,Cu307_, (YBCO) microbridges, excited by nanosecond-
long current pulses, are reported beginning on p. 40. The
resistive switching was induced by the collaborative effect of
both the Cooper-pair bias current and the quasiparticle pulse
excitation, which together always exceeded the bridge critical
current, forming the supercritical perturbation. The experi-
mental dynamicswasanalyzed usingthe Geier and Schén (GS)
theory, whichwasmodifiedtoincludethedcbias. Theresistive
state was established after a delay time ty, in agreement
with the GS model, which depended in a nonlinear way on
both the excitation pulse magnitude and the bridge dc bias.

A great deal of interest has been generated by the discovery
of superconductivity in hexagonal magnesium borides be-
cause of not only MgB,'shigh critical temperature and current
density but also its lower anisotropy, larger coherence length,
and higher transparency of grain boundaries to current flow.
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We have for the first time fabricated MgB, superconducting
films on flexible substrates (p. 130). Our process to deposit
these films on large-area foils (up to 400 cm?) and, after
processing, cut them into any shapes (e.g., stripes) with scis-
sors or bend them mulltiple times showed that the films suffer
no observed degradation of their superconducting properties.

We describe measurements of the time delay of the resis-
tive-state formation in superconducting NbN stripes illumi-
nated by single optical photons (p. 186). A 65(%5)-ps time
delay intheonset of aresistive-stateformationin 10-nm-thick,
200-nm-wide NbN superconducting stripes exposed to single
photons was measured. This delay in the photoresponse de-
creased down to zero when the stripe was irradiated by mul-
tiphoton (classical) optical pulses. The NbN structures were
kept at 4.2 K, well below the material’s critical temperature,
and wereilluminated by 100-fs-wide optical pulses. Thetime-
delay phenomenon is explained within the framework of a
model based on photon-induced generation of ahotspot inthe
superconducting stripe and subsequent, supercurrent-assisted
resistive-state formation across the entire stripe cross section.
The measured time delays in both the single-photon and two-
photon detection regimes agree well with the Tinkham
model’stheoretical predictionsof the resistive-state dynamics
in narrow, ultrathin superconducting stripes.

OMEGA System Performance

Increased user demand was met in FY 02 by expanding the
available shot time during select weeks. Ten weeks were
extended to four shot days by shooting one 8-h day, two 12-h
days, and one 16-h day. This adjustment raised the total
executed shots by 11%—from 1289 in FY 01 to 1428 in FY 02
(see Table 92.V, p. 193). Shaped-pulse cryogenic implosions
highlighted the ongoing development of direct-drive cryo-
genic capability. A total of 21 spherical cryogenic D, targets
were shot on OMEGA. Some of the cryogenic target shot time
was devoted to characterization and system reliability im-
provements. Planar cryogenic target capability was also acti-
vated, and many shots were executed under LLE’s Stockpile
Stewardship Program (SSP) campaign. Highlights of other
achievements and active projects as of the end of FY02 in-
clude the following:

e An IR streak camera with pulse-shape analysis software
became a key operational tool to optimize pulse-shape
performance. Combined with some changes to the control
system for pul se-shape setup and upgradesto the regenera-
tive oscillator hardware, the changes have resulted in dra-
maticimprovementsto delivered-pul se-shapeperformance.
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o Infrared amplification occurs across alarge variety of gain
stages. By far, the highest gain stage is the regenerative
(regen) amplifier, with 1 x 10° gain. One of the flash-lamp-
pumped laser regensfor OMEGA wasreplaced by adiode-
pumped version that operates consistently without feed-
back stabilization. This diode-pumped laser improves
pul se-shapeperformance. Theremainingregenson OMEGA
will be changed over to the new design in FY 03.

o Thedistributed polarization rotator (DPR)—one of the key
optics for beam smoothing on target—was modified for
remote removal and reinstallation. The cassette-style re-
moval system retractsthe optic from the UV beamlineinto
a protective housing. Having the capability to insert or
remove these components improves flexibility for
reconfiguring to indirect-drive setups. The full 60-beam
complement of actuatorswill be completed early in FY 03.

e The OMEGA laser is designed to provide a high degree
of uniformity and flexibility in target illumination. The
ability toimposeacontrolled asymmetric on-target irradia-
tion pattern was developed and used extensively. This
capability isusedto benchmark multidimensional hydrody-
namic simulations by imposing known nonuniform com-
pression conditions on spherical targets. It is also used to
modify laser-irradiation conditionsfor beam-to-beam x-ray
yield balance.

e Modifications to the stage-A alignment sensors on
OMEGA have streamlined an item of flexibility fre-
quently exploited by LLE principal investigators. The
backlighter driver alignment handoff to the OMEGA
beamlines was re-engineered to expedite configuration
setups that require the use of this source.

e Scientists and engineers from Lawrence Livermore Na-
tional Laboratory along with LLE collaborators success-
fully implemented a green (second harmonic, 527 nm)
target irradiation capability on one of the 60 OMEGA
beams. This capability utilizes the existing OMEGA fre-
guency-conversion crystalswith the tripler detuned so that
maximum 527-nm conversion is achieved.

e A revised set of direct-drive phase plates was designed
and is being fabricated to further optimize irradiation uni-
formity for spherical implosions. These optics are going to
be available in mid-FY 03 and are expected to have im-
proved smoothing characteristics in the mid-spatial-fre-
guency range.
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National Laser Users' Facility
and External Users' Programs

FY02 was a record year for external user activity on
OMEGA. As reported in the section beginning on p. 194, a
total of 698 target shots were taken on OMEGA for external
users experiments in FY02. This is the highest humber of
target shots ever taken by external users on OMEGA in a
singleyear and representsal16%increasein external user shots
over FYOL. The external user shots accounted for 49% of the
total OMEGA target shots in FY02. External users experi-
ments were carried out by eight collaborative teams under the
National Laser Users Facility (NLUF) Program as well as
collaborations led by scientists from Lawrence Livermore
National Laboratory (LLNL), Los Alamos National Labora-
tory (LANL), SandiaNational Laboratory (SNL), the Nuclear
Weapons Effects Testing (NWET) Program, and the Commis-
sariat 4 I’ Energie Atomique (CEA) of France.

1. NLUF Programs

FY 02 was the second of atwo-year period of performance
for the eight NLUF programs approved for FY01-FY 02 ex-
periments. The eight NLUF campaignsreceived atotal of 118
target shots on OMEGA in FY02.

The Department of Energy (DOE) issued solicitations in
mid-FY 02 for NLUF proposals to be carried out in FY 03—
FY04. DOE raised the NLUF funding allocation to $800,000
for FY 03 andisexpectedtoincreaseit to $1,000,000 for FY 04
to accommodate the high level of interest shown in the use
of OMEGA to carry out experiments of relevance to the
National Nuclear Security Agency (NNSA) Stockpile Stew-
ardship Program.

A total of 13 NLUF proposals were submitted to DOE
for consideration for FY 03—FY 04 support and OMEGA shot
allocation. An independent DOE Technical Evaluation Panel
reviewed the proposals and recommended that up to nine of
the proposal s be approved for partial funding and shot alloca-
tionduring FY 03—-FY 04. Table92.V1 (p. 195) liststhe success-
ful proposals.

2. FY02 NLUF Experiments
The eight NLUF programs carried out in FY 02 included

e Atomic Physics of Hot, Ultradense Plasmas

e Determination of Temperatures and Density Gradientsin
Implosion Cores of OMEGA Targets

e Sudies of the Fundamental Properties of High-Energy-
Density Plasmas

e High-Spatial-Resolution Neutron Imaging of Inertial
Fusion Target Plasmas Using Bubble Neutron Detectors

e Examination of the “ Cone-in-Shell” Target Compression
Concept for Asymmetric Fast Ignition

e Supernova Hydrodynamics on the OMEGA Laser

e Sudies of the Dynamic Properties of Shock-Compressed
FCC Crystals by In-Situ Dynamic X-Ray Diffraction

e Optical Mixing of Controlled Stimulated Scattering
Instabilities (OMC S3) on OMEGA

3. FY02 LLNL OMEGA Experimental Program

TheLLNL programon OMEGA in FY 02 totaled 406 target
shotsfor target ignition physics, high-energy-density science,
and NWET (Nuclear Weapons Effects Testing). This repre-
sents a 30% increase over the target shots taken by LLNL on
OMEGA in FYO01. Highlights of these experiments include
|aser—plasmainteractions, cocktail hohlraums, x-ray Thomson
scattering, albedo experiments, hot hohlraums, gas-filled ra-
diation sources, dynamic hohlraums, nonideal implosions,
double-shell implosion experiments, charged-particle spec-
trometry in indirect-drive implosions, and IDrive.

4. FY02 LANL OMEGA Experimental Program

The LANL program on OMEGA in FY02 comprised a total
of 132 target shots in support of cylindrical mix (CYLMIX)
experiments; the Stockpile Stewardship Program; asymmetric
direct-driveimplosions; double-shell implosions; hydrodynamic
jet experiments in collaboration with AWE, LLNL, and LLE;
shock-breakout measurements in collaboration with SNL; and
development of phase-2 nuclear diagnostics for the NIF.

5. FY02 SNL OMEGA Programs

SNL carried out atotal of 24 target shots on the OMEGA
laser in FY 02 and al so participatedin several of the campaigns
led by other laboratories. The SNL-led campaigns included
indirect-driveablator shock coal escence; indirect-driveablator
shock velocity at 50 Mbar; indirect-drive ablator x-ray
burnthrough measurements; and time- and spatially resolved
measurements of x-ray burnthrough and re-emission in Au
and Au:Dy:Nd fails.

FY02 Annual Report
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6. CEA

CEA had four half-day dedicated shot opportunities on
OMEGA during FY 02. A total of 19 target shotswere provided
for experimentsincluding tests of the LM Jthree-ring symme-
try and other aspectsof indirect-drivetargets. In addition, CEA
participated in collaborative experiments on imaging the neu-
tron core emission using the CEA-provided neutron-imaging
system (NIS).

Education at LLE

As the only major university participant in the National
| CF Program, education continues to be an important mission
for the Laboratory. Graduate students are using the world's
most powerful ultraviolet laser for fusion research on
OMEGA, making significant contributionsto LLE’s research
activities. Twenty-four faculty from five departments collabo-
ratewith LLE’sscientistsand engineers. Presently 57 graduate
students are pursuing graduate degrees at the L aboratory, and
LLE is directly funding 38 University of Rochester Ph.D.
studentsthrough the Frank J. Horton Fellowship Program. The
re-search includes theoretical and experimental plasma phys-
ics, high-energy-density plasma physics, x-ray and atomic
physics, nuclear fusion, ultrafast optoel ectronics, high-power-
laser development and applications, nonlinear optics, optical
materialsand optical fabricationstechnol ogy, and target fabri-
cation. Technological developments from ongoing Ph.D. re-
search will continue to play an important role on OMEGA.

One hundred fifty-four University of Rochester students
have earned Ph.D. degrees at LLE since its founding. An
additional 81 graduate students and 23 postdoctoral positions
from other universities were funded by NLUF grants. The
most-recent University of Rochester Ph.D. graduatesand their
thesistitlesare

Thomas Gardiner Astrophysics Stellar Evolution

Andrel Kanaev ~ Propagation of Laser Beams Smoothed

by Spectral Dispersion in Long-Scale-
Length Plasmas

Feng-Yu Tsai Engineering Vapor-Deposited Polyimides
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Approximately 46 University of Rochester undergraduate
students participated in work or research projectsat LLE this
past year. Student projectsinclude operational maintenance of
the OMEGA laser system; work in laser devel opment, materi-
als, and optical-thin-film coating laboratories; programming;
image processing; and diagnostic development. This is a
unique opportunity for students, many of whom will go on to
pursue a higher degree in the area in which they gained
experience at the Laboratory.

In addition, LLE directly funds research programs
within the MIT Plasma Science and Fusion Center, the State
University of New York (SUNY)) at Geneseo, and the Univer-
sity of Wisconsin. These programsinvolve atotal of approxi-
mately 18 graduate and 23 undergraduate students from
other universities.

For the past 12 years LLE has run a Summer High School
Student Research Program (p. 190) in which this year 15
high school juniors spent eight weeks performing individual
research projects. Each student is individually supervised by
a staff scientist or an engineer. At the conclusion of the
program, thestudentsmakefinal oral and written presentations
on their work. The reports are published as an LLE report.

In 2002, LLE presented its sixth William D. Ryan Inspira-
tional Teacher Award to Mr. James Keefer, a physics and
chemistry teacher at Brockport High School. Alumni of our
Summer High School Student Research Program were asked
to nominate teachers who had a major role in sparking their
interest in science, mathematics, and/or technology. This
award, which includes a $1000 cash prize, was presented at
the High School Student Summer Research Symposium.
Mr. Keefer was nominated by Ms. Priya Rgjasethupathy, a
2000 participant in the program.

Robert L. McCrory
Director

Xi



Time-Integrated Light mages of OMEGA Implosions

Introduction

Beginning in the spring of 2001, a series of remarkable photo-
graphs were taken that clearly show spherical target implo-
sions as they might appear to the naked eye. Not surprisingly,
the spherical target itself is not visible. The dominant feature
in the photographs is the reflection of the laser beams hitting
the target. These reflections appear as bright spots of light,
organized in avery symmetric pattern.

Thesefirst experimental photographs, takenwith aesthetics
in mind more than quantitative measurement, were part of a
series of visually appealing photographs of the inside of the
target chamber. They represent atime-integrated picture of the
target shot, from beginning to end (Fig. 89.1).

Upon closer scrutiny thesephotographsarefoundto contain
useful and interesting information about the interaction of the
laser beamswiththeplasma. Thelocation and brightnessof the
spots as well as the number that are visible raised some
guestions, and the explanations were not intuitively obvious.
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Figure 89.1

A time-integrated photograph showing a spherical target implosion. Beam
reflections dominate the image and provide useful information about laser—
plasma interactions. The concentric rings and spokes around each spot are
camera artifacts. Note that almost 60 spots are visible, despite this being a
picture of only one side of the target.
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Inlight of this, an effort was made to make the photographs
more quantitative. A UV transmission filter was added to the
camera, and the film was switched from color to monochro-
matic, which allows a quantitative evaluation of the images.
The filter passed 351-nm light, corresponding to the incident
laser wavelength (Fig. 89.2).

Incident 351-nm laser

Port H12f

Camerawith
351-nm pass filter !
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Figure 89.2

A rough layout of the experiment. Laser beams enter the target chamber
and strike the spherical target. Reflections from the beams are seen and
recorded by the camerain port H12f.

At the same time, in an effort to simulate the images, a
program was written that performs ray tracing and absorption
on the simulated laser beams. This program is designed to
show whether the usual physical assumptions about laser—
plasma interactions can explain the main features of the pho-
tographs. The simulation also adds time resolution to the
images, explaining the photographsin anew light.

Experiment

The first photographs (Fig. 89.1) were taken on color film
by a camera mounted on a port outside of the target chamber.
This port is dlightly off center from a symmetry axis and
contributes to a small asymmetry in the photographs. The
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camera is operated in an unconventional way by adding a
number of magnifying objectivelensesin series. Thismakesit
difficult to know precisely what the actual f number and focal
length are, particularly since the objectives were not designed
for 351-nm light.

Several qualitativefeatures, however, areapparentimmedi-
ately, the most important being that each spot is very distinct
and corresponds to one particular laser beam. The outer spots
appear to be larger and brighter than the inner spots, and the
target itself iswashed out. The origin of the soft circular glow
in Fig. 89.1 cannot be easily identified, but it does not accu-
rately portray thesizeof thetarget. When color filmisused, the
areaappearsred. Thismay belight scattered from the quarter-
critical surface due to either Raman scattering or the two-
plasmon-decay instability.

Perhaps the most-interesting feature is that all 60 beam
spots are visible, which, considering that the photograph
shows only one side of the target, was not expected. It means
that thebeamsbehind thetarget arevisibleaswell asthebeams
incident on the front of the target. Thisis especially striking
considering that the target turns opaque long before the laser
pulse reaches its maximum.

The addition of the UV filter and monochromatic film
changed thelook of the photographs (Fig. 89.3). The spotsare
much smaller and well defined, and several features are now
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Figure 89.3

A UV photograph of the target implosion. This picture shows precise, small,
clearly defined beam reflection spots. The outer spots suffer from over-
exposure and camera artifacts, masking some important details.

visiblethat had been obscured. Most notabl eisthe streaking of
the outer spots, indicating that, over the course of the shot,
these spots move appreciatively fromtheir original positionin
the radial direction. These outer spots also overexposed the
film, showing that they contain much more energy than the
inner spots, which are barely visible in places.

These monochromatic photographs were digitized for di-
rect comparison to the output of the simulation.

Theory and Simulation
Theindex of refraction’ of aplasmadependsontheel ectron
density, as shown in Eq. (1):

H=~1=ne/nc, D

where u is the index of refraction, n is the electron density,
and n; isthecritical density wherethelocal plasmafreguency
equalstheincident light frequency. A beam of light entering a
region where ng > n. will be reflected and/or absorbed at the
critical-density surface. A ray of light passing through aplasma
of density n < n. canbebent by refraction. Refraction depends
on the direction of the ray and the direction and magnitude of
the plasma density gradient.

Thisintroducesthe possibility that the laser beams striking
the back of thetarget are refracted through the plasmainto the
cameralens. Thisisparticularly likely since each laser spot is
focused to be dlightly bigger than the spherical target, with
about 5% of the incident laser energy passing around the
original target sphere. Thebeamsstriking thefront of thetarget
may be refracted and reflected as they approach the critical
surface, again having their path bent into the cameralens. In
thisway, all 60 beams can become visible in the photograph.

The path of aray through a medium of varying index of
refraction is given by?

d( d
E(“d_);):w (Snell's law), @

where sisthe path taken by theray and x isthe position vector
along the path.

Thisequation canberewritteninaform suitablefor numeri-
cal simulation:

LLE Review, Volume 89
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X; —x-+%ds 3
i+1 i ds , ()

dx; dx;
Uity d';l=ui 5 T Vr()Cs. (4)

Given the plasma density as a function of position,
Egs. (1), (3), and (4) are sufficient to trace the path of aray
through a plasma.

Thesimulation takesasinput aLILAC, 1-D plasmadensity
profile, which gives density as a function of radius. One
density profileisgivenfor eachtimestep of 100 ps. Theplasma
is assumed to be stationary while the light passes through it.
Once the density is read in, the index of refraction and its
gradient are calculated as a function of radius.

Raysarethentracedthrough thisplasmaby incrementingds
in small steps. Each laser beam is assumed to be focused in
suchaway that itisslightly wider than thetarget and composed
of many parallel rays. Because the beams are slightly wider
than the target, some rays strike the target center and are re-
flected straight back, somemissand go straight by, and therest
are scattered through the 180° between those two extremes.

Rather than tracing every possible path, the program itera-
tively throws away all the raysthat do not land on the camera
lens. After identification of the exact region of the laser that
strikes the lens, this region istraced with many rays, yielding
higher resolution.

The ray tracing can be done in two dimensions since any
singleray remainsinits plane of incidence. Thisplaneisthen
rotated to trace out the full shape of the spot intheimage. This
processisthenrepeated for eachlaser beam. Theposition of the
camera and the position of each beam are read in from atext
file, making it easy to switch the parameters for different tar-
get shots.

Theresult of thisray tracing istranslated into image space
by taking into account the angle at which each ray strikes the
cameralens. By rotating each beam and taking into account the
geometry of thetank, the full 2-D photograph isreconstructed
(Fig. 89.4).

This process is repeated in 100-ps steps until 1200 ps =
1.2 ns have passed. By this point the laser beam has switched
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Figure 89.4

A simulated time-integrated image of an imploding target in the light of the
60 OMEGA beams driving it. This image shows the apparent locations of
each beam reflection as seen from port H12f.

off and no longer contributesto theimage. The separate time-
resolved images are saved and compiled into one time-inte-
grated image to compare with the experimental data.

The simulations also allow for laser light absorption, via
inverse bremsstrahlung in the plasmas:

d

o= (5)

where the absorption coefficient3

167 Z2ngnie® InA(v)

k= 32 vz
3cv2(27tmeka)/ (1—vg/v2)

(6)

The radial intensity distribution of the beam is approxi-
mated with agaussian, yielding data about the beam power as
it strikes the cameralens.

Results

Thesimulationsarein good agreement with the experimen-
tal photograph (Fig. 89.5). The spots appear in the same
symetrical pattern and show roughly the same relative levels
of brightness.
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Thetimeresolution of the simulated images explains many
of the features seen in the photograph. It is now apparent that
most of the image is formed in the first 300 ps as areflection
from the solid sphere, with only a very thin plasma corona
around it. As the plasma expands and fully forms, absorption
takes over and the reflected intensity drops significantly. The
outer beam spots seen in Figs. 89.1-89.4 are due to beams
behindthetarget andtheir spill-over past thetarget. They suffer
theleast absorption asthey arerefracted into the camera. They
arestill clearly visible even at the end of thelaser pulse, which
explainsthe overexposure these spots produced on thefilm, as
well asthe outward radial displacement with time (Fig. 89.6).

Conclusion and Discussion

Thesimulation appearsto explain most of themain features
of the experimental photographs. The time resolution yields
further information that was not available from the time-
integrated photographs.

A careful comparison of the simulated images with the
experimental photographsis limited by the setup of the cam-
era. The camera has several objective lenses, making it diffi-
cult to know the exact path of the light through them. Port
H12f of the target chamber is also not completely centered
within the six beams surrounding it, leading to asymmetry in
the photographs, which is duplicated in the simulation.

(b)
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Figure 89.5

The remarkable agreement between simulated and actual photographs is
apparent in the overlay of the simulations on the experimental image. Small
disagreements in position and intensity are expected since the simulation is
based on a 1-D plasma profile. In (b) small x’'s have been drawn on the
simulated image corresponding to experimental spot position. Several pre-
dicted spots seem to be obscured on the experimental photograph. It is
expected that with better camera equipment and filtering, these spots will
bevisible.

Moreimportantly, however, an overall scaling problemwas
found with the camera. The exact scale of the experimental
photographsisnot completely certain. The photographs, taken
on film, must be digitized in order to compare them with
computer simulation.

Inlight of this, work has begun on a new camera designed
to take quantitative digital photographs. This camera will be
constructed of reflective optics, and the exact path of the light
through it will be known. The simulation will beimproved as
well. When higher-quality imagesbecomeavailable, it will be
useful to add effectslike plasmavel ocity and Doppler shifting
to the code.

Further development of these ideas will likely address the
potential of the new apparatus as a diagnostic for cryogenic
target shots. The centering of thetarget, pointing of the beams,
and early power-balance nonuniformitiescanall potentially be
examined using this diagnostic. Further work will be devoted
to determining the limits of the simulation and the experimen-
tal photographs.

@ (b)
© @
Figure 89.6

A series of simulated photographs showing the image seen by the camera at
(a) 100 ps, (b) 400 ps, (c) 800 ps, and (d) 1100 ps. Reflection dominates until
~300 ps, when absorption in the plasma grows to almost 100%. From this
point on, beams that refract from behind the target form most of the image.

LLE Review, Volume 89
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Analytical Model of Nonlinear, Single-M ode, Classical
Rayleigh—Taylor Instability at Arbitrary Atwood Numbers

An interface between two fluids subject to an external force
pointing from the heavier to the lighter fluid is hydrodynami-
cally unstablel [Rayleigh-Taylor (RT) instability]. Thisinsta-
bility plays an important role in astrophysics and inertial
confinement fusion.? In the limit of small perturbation ampli-
tudesn (kn << 1, wherekistheperturbation wave number), the
perturbations grow exponentially® n ~ nye?t with the growth
rate y=4Arkg, where Ar=(pn—p)/(pn+p1) is the
Atwood number, p,, and p, are the densities of heavier and
lighter fluids, respectively, g isthe interface acceleration, and
Mo is the initial amplitude. As the amplitude becomes large
enough (kn ~ 1), theinterface can be divided into the spikes of
the heavier fluid penetrating into the lighter fluid and bubbles
of thelighter fluid rising into the heavier fluid. Theexponential
growth of the bubble amplitude changes to the linear-in-time
growth38 i ~ Ut, where Uy, is the bubble velocity. Such a
transition iscommonly referred to asa® nonlinear saturation,”
although, strictly speaking, only the bubble velocity saturates,
not theamplitude. To describetheevol ution of the perturbation
after the saturation, two analytical approaches have been
proposed in the past.38 The weakly nonlinear theories® (up to
thethird-order accuracy in kn) captureonly theinitial slowing
down of the exponential growth. The other approach uses an
expansion of the perturbation amplitudes and conservation
equations near the tip of the bubble3#7:8 (or spike®) up to the
second or higher order inthetransverse coordinate. Inthe past,
the second approach hasbeen applied only to thefluid—vacuum
interfaces (At = 1)3%46-8 and has been shown to be in good
agreement with numerical simulations and experimental data.
Inthisarticle, the Layzer’stheory will be extended to include
finite density of the lighter fluid (A < 1). We also report an
exact solution of conservation equations (valid at thetip of the
bubble) in the form of a convergent Fourier series.

First, weconsider twoirrotational,incompressible, inviscid
fluids in two-dimensional (2-D) geometry. The fluids are
subject to an external acceleration g pointing from the heavier
to thelighter fluid. They axisis chosenin the direction of the
density gradient. The velocity potential ¢ in the absence of
viscosity and thermal conduction obeys the L aplace equation

A¢p=0%9+059=0. 1)

In addition, the function ¢ must satisfy the following jump
conditions at the fluid interface y = n(xt):

QM +Vydxn =y, @)

[[vy —vxaxn]] =0, ()

Hp (amb - %vz + gnm = f(t), (4)

where [[Q]]= Q" = Q' (superscriptsh and | denotethe heavy-
and light-fluid variables, respectively) and f(t) is an arbitrary
function of time. Equations (2) and (3) are derived from the
mass-conservation equation and continuity condition for the
velocity component normal to the fluid interface, and Eq. (4)
isthe Bernoulli’s equation. Following Ref. 4, we expand Egs.
(2)—(4) and theinterface amplitude ) near thetip of the bubble
[localized at the point {x,y} ={0,7(0,t)} ] to the second order
in x, n = np(t) + ny(t)x2. The function ny(t) is related to the
bubble curvature R as R = -1/(2n,). To satisfy boundary
conditions (2)—(4) (six equations), we need six unknowns.
Thus, in addition to the functions ng(t), n,(t), and f(t), the
velocity potential must contain three unknowns. We write the
velocity potential near the bubble tip in the following form:

0" = ay(t) cos(lox)e <), (5)

¢ = bl(t)cos(kx)ek(y_"(’) +hy(t)y. (6)

The form of the light-fluid potential [Eq. (6)] will be verified
later using the results of numerical simulations. Substituting
Egs. (5) and (6) into the boundary conditions (2)—(4) and
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expanding the latter near the bubble tip gives

. Lk
T72=—T70§(k+6172), (7)

k?— 4 Arkn, —12 Arnj

o k= 6my)
.5 2 (4A7 —3)K? +6(3A7 —5)kn, +36 Arns
+ ngk 5
2(k—67]2)
+ Argn, =0. ()

Equation (7) can be integrated directly. The result, assuming
initial sinusoidal perturbation with amplitude ny(0), takes the
form

2
M=k {E —10(0) k?} e o7l ©)

Furthermore, substituting Eg. (9) into Eq. (8), thelatter can be
integrated to give an analytic expression for the bubble veloc-
ity. This expression is very lengthy, however, and will be
reported elsewhere. In practice, one can easily calculate the
bubble amplitude by solving the system (7)—(8) using, for
example, the Mathematica software package.® Next, we ob-
tained an asymptotic solution for the bubblevel ocity by taking
the limit of t — « in Egs. (9) and (8). This gives

k 2Ar 9
AT YT o M 10
M2=7g b 71 A 3k (10)

The last equation agrees with the prediction of the drag—buoy-
ancy model.® Solution of Eq. (8) provides a continuous bubble
evolution from the linear to the nonlinear regime, while the
drag—-buoyancy model calculates only the asymptotic behavior.

Next, we verify the choice of the velocity potential in the
lightfluid [Eq. (6)] by comparingthevelocity profilesobtained
from Eg. (6) and full numerical simulation. For such purpose,
wefirst cal culatethe coefficientsb, and b, asfunctionsof time:
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_ 12001,

_, _6mptk
bL=1 6mp—k

= om- (11)

Since 1,(t — o) =—k/6, then b =0 and by, — 1g. Then,
substituting Eqg. (11) into the definition of the light-fluid
velocity,

vl = —biksin(kx)eV¥-10)
and
vy = bk cos(kx) o) by,

wefindthat asymptotically, thelight-fluid vel ocity component
paralel to the acceleration becomes flat near the tip of the
bubble (no x or y dependence), and the transverse velocity
component in that region goes to zero. To confirm this result,
we performed a 2-D simulation using an incompressible,
inviscid Eulerian code. Figure 89.7 showsthevel ocity profiles
(vy and vy) at two different times, calculated using results of
simulationsfor the fluid interface with At = 0.4 and theinitial
amplitude of velocity perturbation vq = 0.0l\/g7» ,Where 1 is
the perturbation wavelength. The vertical lines show theinter-
face between the heavier and lighter fluids (the heavier fluidis
on the right side of the lines). Velocity vy is plotted at the
position of thebubblecenter (x=0), and thetransversevel ocity
vyisplotted at x=0.02 A [v, (x=0) =0 at all times]. When the

0.2 T T I T T

0.03

0.02
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Figure 89.7

Velocity profiles at two different times calculated using results of a 2-D
simulation. Dashed lines represent profiles in the linear regime, and solid
lines correspond to velocities in the nonlinear regime.
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perturbations are in the linear regime (kng << 1), the velocity
decaysexponentially from theinterface toward the lighter and
heavier fluids (dashed lines). As the bubble amplitude be-
comes nonlinear (kng > 1), the longitudinal velocity vy in the
light fluid flattens out near the bubble tip and the transverse
velocity goesto zero (solidlines), inagreement with theresults
of Eq. (11).

Applying the model to the Richtmyer—Meshkov (RM)
instability, wetakethelimit of g— OinEq. (8). Theasymptotic
bubble velocity in this case becomes

3+Ar 1
—3(1+AT)E' (12)

URM -

In hisoriginal paper,# Layzer takes only the first harmonic
as a solution of the Laplace equation (1). Later, several at-
tempts have been made to construct an exact solution for the
case of Ar =1 near thetip of the bubble, writing the solution of
Eq. (1) as a Fourier series:3

¢=ialei|kx—|ky_ (13)
=

It can be shown,3 however, that keeping thefirst two termsin
the expansion and applying the boundary conditions up to the
fourth order in x leads to an imaginary component in the
solution for the asymptotic bubble velocity. To overcomethis
difficulty, Refs. 3have suggested keeping thebubblecurvature
R as afree parameter of the problem, limiting the values of R
by the convergence condition of series (13). We propose a
different approach to construct an exact solution that is valid
near the bubble tip. It can be shown that writing the velocity
potential in the form

o" = i a11.009(21 + ke @ HIKYT0) (14
=0

¢ = i byi+1 cog(2l +1)kx]e(2|+1)k(yfn°) +by  (15)
1=0

leads to areal value of bubble velocity in all approximation
orders. Such an expansion requires no additional free param-
eters to provide convergence for the solution. Figure 89.8
shows plots of the first four coefficients a,_; as functions of

time for the case of At = 1. Observe that coefficients a decay
exponentially with |, satisfying the convergence condition.
Next, we calculate asymptotic values of 1, and U, using
solution (14)—(15). Theresult is

wo)=——K_ U () =1.025 | 2AT_ 9

The convergence of solution (14)—(15) is very fast. Keeping
only two termsin each sumin ¢" and ¢' gives the solution for
N, and U, within 99.5% accuracy. Remarkably, the values
giveninEg. (16) areinagreement with theresultsof Ref. 3 (for
At =1), wherethe authorsintroduced afree parameter R. This
parameter was chosen at the edge point of theregion wherethe
Fourier series (13) converges.
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Figure 89.8

Coefficients aj—az of the Fourier series (14) for A = 1.

To validate the analysis described above, we compare the
results of the model with numerical simulations. Figure 89.9
showsthebubbleevolutionfor thecaseof A;=0.1and Ar=0.4.
We start the simulation by imposing a velocity perturbation
with amplitude vg = 0.01\/97 . Solid lines represent the solu-
tion of Eq. (8); solid dots (At =0.4) and solid squares (Ar=0.1)
correspond to the results of simulations. Good agreement
between theory and simulations confirms the accuracy of the
model. Next, we comment on a possibility of applying the
Layzer-type analysis to study evolution of the spikes. Refer-
ence 8 has shown that such an analysisgivesquiteareasonable
agreement with simulations for the case of At = 1. The appro-
priate velocity potential for the spikesat Ar < 1inthe Layzer-
type model hasthe form

LLE Review, Volume 89
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A cos(kx)e_k(y_"f’) +ayy,

o' = by cog(kx)e<V ™)

Substituting the above expressions into Egs. (2)—(4) and ex-
panding thelatter until the second order inx givestheevol ution
equations that can be obtained from Egs. (7) and (8) by
substituting n — —n, At — —At, and g — —g. Taking the limit
of t — o, the asymptotic spike velocity becomes

Us = 2Ar /(1- Ar)(g/3K).

The last formula agrees with the prediction of the drag—
buoyancy model.® Simulations, however, show that the spike
velocity for theinterfaces with At > 0.1 does not saturate to a
constant value. Figure 89.9 showsthe spike amplitudes cal cu-
lated using the simulation (open circlesfor Ay = 0.4 and open
squaresfor Ar=0.1) andtheresultsof themodel (dashedlines).
As seen from the results of the simulations, the spike velocity
for Ar> 0.1 keeps growing linearly in time, even after pertur-
bations become nonlinear. Thisis caused by the formation of
vorticesintheproximity of thespiketip. If theAtwood number
is not too small, vortices move with the spike, modifying its
velocity field and accelerating the spike into the light fluid.
Thus, todescribethe spikeinthenonlinear regime, thevel ocity
potential must bemodifiedtoincludeevolution of thevortices.
Thisisasubject of current research.

0.3
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2

0.1

0.0
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Figure 89.9

Bubble (solid lines, solid circles and squares) and spike (dashed lines, open
circles and squares) velocities calculated using the potential model (lines)
and numerical simulation (circles and squares).
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The procedure described above for the 2-D flow can be
applied to analyze the bubble evolution in 3-D geometry.
Taking the z axis in the direction of the density gradient and
assuming cylindrical symmetry of the bubble, the velocity
potential in the heavy and light fluids takes the form
9" =a(t) Jp(kr)e™™®, ¢ =by(t) Jo(kr)e +by(t)z, where
Jo(X) is the Bessel function of zero order. Expanding the
velocity potential and the jump conditions across the fluid
interface up to the second order in r yields the following
system:

mo=—g+| g+ X0y

o 2= 4Arkn, ~32 Arnj
0
4(k—8n3)

ey (5A7 —4)k? +16(2 Ay — 3)kn, +64 Arns
0
8(k—8n,)°

+ Argn, =0. (18)

The asymptotic bubble velocity and 7, derived from the
system (17)—(18) take the form

Ma(t— o) = —k/8,

US D (e0) =2 A7 /(1+ Ar )(g/K).

For the RM case (g = 0), the asymptotic bubble velocity
becomes U\ = 2/(1+ Ay)/(kt). Repeating calculations by
keeping higher harmonics in the expansion

oM = Yoo (2 + 1)kr]e_(2'+1)kZ ,

¢ = Y obar1do[(2 +1)kr]e(2|+1)kz bz,
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the asymptotic bubble velocity convergesto

. 2Ar g k
ugP ~102 |20 9 .
b A k' 27 67 (19)

For At = 1, these values are close to the results of Ref. 3,
whereauthorshavefoundthefollowingvalues: Uy, = 0.99,/g/k
and 1, =-k/6.4.

In summary, the nonlinear analytical model of the classical
single-mode RT instability at arbitrary Atwood humbers was
developed. The model gives a continuous bubble evolution
fromtheexponential growthtothenonlinear regime, wherethe
bubble velocity saturates at

UE® =247 /(1+ Ar)(9/3)

and

U ® =240 /(1+ Ar)(g/k)

Theresultsof themodel agree very well with the numerical
simulations and predictions of the drag—buoyancy model.®
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A High-Pass Phase Plate Design for OMEGA and the NIF

Introduction

Thedirect-drive configuration utilized ininertial confinement
fusion (ICF)12 driven by high-powered lasers requires target
illumination with ahigh degreeof uniformity, especially inthe
lower spatial-frequency modes. Nonuniformity in laser irra-
diation seeds the Rayleigh—Taylor hydrodynamic instability,
which consequently degrades target performance.3- Various
techniques, such as two-dimensional (2-D) smoothing by
spectral dispersion (SSD),10-13 distributed phase plates
(DPP's),1415 polarization smoothing (PS),16-22 and multiple
beam overlap, are employed on the OMEGA laser16:23.24 and
will be employed on the National Ignition Facility (NIF) to
improve the on-target irradiation uniformity and reduce the
laser imprint. The nonuniformity in the lower frequencies (or
spherical-harmonic ¢ modes) is particularly dangerousin ICF
implosions due to hydrodynamic instabilities that develop
during the longer imprinting periods associated with these
modes. In addition, these low-order modes are also the most
difficult to smooth with the af orementioned methods.

Reduced-autocorrelation phase plates were proposed to
reduce the power spectrum of the low-¢ modes and were
designed with discrete phase elements of fixed spatial aper-
ture.2> These phase plates were calculated by changing se-
lected phase elements in order to minimize the local
autocorrelationfunction of the near-field phaseterm; hencethe
name. Thereduced-autocorrel ation phase plates, cal culated by
this method, were able to reduce the nonuniformity in the
lower-¢ modes by only a modest average factor of 2 without
any near-field phase aberrations. In addition, due to the dis-
cretenatureof thephaseplateelements, theenvel opeof thefar-
fieldintensity patternwasnot controllable(except by changing
the shape/size of the discrete phase elements).

Thenovel and improved design technique presented in this
article calculates continuous versions of these specialized
phase plates by directly manipulating the power spectrum of
the far-field intensity pattern. These new designs are dubbed
“high-pass phase plates’ to distinguish them from their prede-
cessors and to emphasize the method of directly manipulating
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the spectrum. The novel phase plate design technique calcu-
lates continuous phase plates that produce well-defined far-
field intensity envelopes with a high degree of azimuthal
symmetry and a controllable power spectrum. The high-pass
phase plates are abl e to reduce the nonuniformity in the lower-
¢ modes by average factors of 4 to 10 (depending on the type
of high-pass filter employed) without any near-field phase
aberrations. Thenovel platedesigntechniquepresented canal so
be applied to standard phase plates because it requires no con-
trol of the far-field power spectrum. In addition, this technique
is computationally efficient, and the calculation speeds are
improved by two orders of magnitude over current methods.

The performance of high-pass phase platesis significantly
affected by any near-field phase aberrations present on ahigh-
powered ICF laser beam. If the phase aberration is strong
enough, the resultant far-field intensity’s power spectrum
tends toward that produced by a standard continuous phase
plate. Simulationsof thefar-fieldintensity patternwith applied
phase aberrations (either measured or simulated), using the
codeWaasikwa’ 24 showsthat thelower-/-moderange can till
benefit from these high-pass phase plates. High-pass phase
plate designs for both OMEGA and the NIF can redize a
reduction of about a factor of +/2 to 2in nonuniformity over
thelower-¢-band range (11 < ¢ < 25) in the presence of typical
laser system phase aberrations.

In the following sections, an overview of the novel phase
plate design technique will be presented. Next, standard phase
plate designs will be compared to high-pass designs for both
OMEGA and the NIF. The affect of near-field phase aberra-
tions will then be discussed followed by the improvement
realizedinthelower-/-band rangein the presence of near-field
phase aberrations.

A Novel Phase Plate Design Technique

A novel phase plate design technique was developed to
calculate continuous phase plates that produce awell-defined
far-field intensity envelope with a high degree of azimuthal
symmetry and a controllable power spectrum and is incorpo-

11
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rated in a code called Zhizhoo’ .26 Zhizhoo' can be configured
to calculate a continuous near-field phase plate that produces
a speckled far-field spot who's envel ope matches almost any
well-behaved function and hasthe ability to control the power
spectrum of thefar-field intensity in order to produce a speck-
led patternwith reduced nonuniformity inthelow-order modes.
A phase plate that reduces the nonuniformity in the low-order
modesisreferred to as a high-pass phase plate. The technique
is computationally efficient and can completeacalculationin
10 to 20 min running on an SGI Origin 2000 machine with
eight parallel processors.

The goal of the novel phase plate design technique is to
produce a diffractive phase optic that varies slowly acrossthe
whole beam aperture and possesses no sharp discontinuities
or phase anomalies. Simulated annealing is the current tech-
nique used at LLE to calculate continuous phase plates, but it
tendsto be computationally inefficient and takestens of hours
to complete a calculation.241°> The novel phase plate design
technique wraps an additional iterative process around a stan-
dard phase-retrieval techniquethat isableto control the spatial
and spectral properties of the speckled far-field intensity pat-
tern while calculating a continuous phase plate. Two user-
supplied design functions drive the algorithms to produce the
required phase plate: the near-field beam intensity
|E0(xnf ' Ynf )|2 and the far-field intensity envelope target

tiargee (X6 Vi ), Where (Xor, Vg ) @nd (xr,¥sr ) are the near-
field and far-field coordinate systems, respectively.

1. Standard Phase-Retrieval Technique

Thecoreor central algorithm of thenovel phaseplatedesign
technique presented hereisbased on astandard phase-retrieval
technique known as the error-reduction scheme; the error is
guaranteed to never increase after every iteration.2’-28 The
standard phase-retrieval algorithm employs the property of
Fourier optics that connects the complex near- and far-field
quantities viathe Fourier transform,2® wherethe far field isat
the focal plane of the final lens in the long laser chain in
OMEGA and the NIF, viz.,

E(xi¢,Ysr) = I E(Xnf » o)

exps —i 2r
Ayy f

= (?{E(an i )}! (1)

[ Xe Xn + Vit Y ]} Xyt Ayt

12

1
(Auv )

E(Xnf» Ynf ) = I E(xfr . Vir)

. 2r
exp{+| o7 [X¢t Xnf + Vit Yo ]}dxff dyss
uv

= 3’_1{|§(Xff » Vit )} )

where Ay = 351 nm is the UV laser wavelength, f is the
focal length of the final focusing lens (f = 1.8 m for OMEGA
and f = 7.7 m for the NIF), and operators $1'} and & 1}
definethe2-D spatial Fourier transform and itsinverse, respec-
tively, that map the complex-valued electric field from the
near-field coordinates (an ,ynf) to the far-field coordinates
(xff Vit ) and vice versa. The magnitudes of the near-field or
input beam shape

EO(anvYnf)=|E(anaynf )| ©)
and the speckled far-field objective pattern
EO(Xffanf):‘é(XfvKff)‘ (4)

are known a priori before the iterative procedure is initiated.
During the iterative procedure, the known input beam shape
replacesthe calculated amplitude of the near field and the far-
field objective pattern replacesthe cal culated amplitude of the
far field, while the calculated phase of both complex fieldsis
retained.28 A diagram of this iterative procedure isillustrated
inFig. 89.10. Thisalgorithm convergesquickly and accurately
to almost any desirable far-field envelope; the main restric-
tionsarethat the envel ope be squareintegrable and possess no
sharp discontinuities, i.e., a well-behaved function.3! The
phase cal cul ated during this standard techniqueis bounded by
+r dueto theinherent range of thearctangent function used to
calculatethe phase based onthereal and imaginary partsof the
complex field quantities.

Bounding the phaseinthismanner resultsin many sharp 27-
phase discontinuitiesthat theoretically will not scatter energy;
however, arealistic devicewill scatter energy out of thedesired
far-field envel ope because this boundary is not exactly repro-
duced due to limitations in the manufacturing process.32 The
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standard phase-retrieval technique can also produce phase
anomalies that have sharp z-phase discontinuities (accurately
referred to as phase dislocations33 or phase vortices and im-
precisely called phase poles or spiral phase singularities),
which scatter additional light when they are illuminated (be-
cause afield value of zero is expected at phase dislocations)
and are not due to amanufacturing limitation, although manu-
facturing limitations can exacerbate the scatter. A n-phase
discontinuity occurs independently of the direction that the
phase dislocation is traversed,3! and a total of 27 phase is
accumulated on alineintegral path encircling aphase disloca-
tion of order 1.3 Both of these scattering sources limit the
usefulness of the standard phase technique.

The sharp 27-phase discontinuities can be removed by a
number of different phase-unwrapping agorithms.3® The
phase anomalies pose amuch moreinsidious problem because
not only do they inhibit many phase-unwrapping agorithms,
they also are one of the main reasons that the standard phase-
retrieval technique stagnates or fails to converge.36 If one
attempts to artificially remove the phase discontinuities, they
will simply reappear later in another location during the
standard phase retrieval’siteration process.3! Using the stan-
dard phase-retrieval techniqueal onerendersthephasedisloca-
tionsirremovable.

The number of phase anomalies can be reduced by initial-
izing the standard phase technique with distributions that do
not inherently contain phase anomalies®* (which can fre-
quently occur in random distributions); however, some prob-
lems benefit equally as well from a random distribution.36
Another method attemptsto removepairsof phasedislocations
by smoothing over the region containing them and then re-
stricting the degree of freedom in that region during further
iterations. Thismethod, however, resultsinarather tediousand

complicated algorithmthat requiressearching for and identify-
ing pairs of phase dislocationsthat may not even reside on the
current computational grid.3*

Phase dislocations are associated with zeros of complex
functions.3~42 |f a phase dislocation exists, a complex zero
exists (although the opposite is not necessarily true). One
source of phasedislocationsinthenear fieldishard clipping or
aggressive attenuation of the spatial spectrum (or far field).31
If anear-field object’s spectrum extends beyond the computa-
tional domain of thefar field or extendsinto aregion wherethe
far-field target is zero, hard clipping can occur. Alternatively,
aggressive attenuation of the spatial frequencies can occur
during theapplication of thefar-field constraints, i.e., applying
a far-field target function that falls rapidly toward zero in
regions where the near-field object’s spectrum has significant
values. Both of these mechanisms can occur when the near-
field phase possesses large gradients, which will introduce
complex zeros into the near field during the phase-retrieval
procedure. It can also be shown, however, that if a near-field
object has a spectrum with compact or finite support (i.e., a
band-limited function), anear-field phase without phasedisl o-
cations can be found.31

2. Initial Guess and Construction of the Far-Field Objective

Both the standard phase retrieval and novel phase plate
design techniques require an initial guess of the near-field
phase. Through ajudiciouschoice, theal gorithmscanbegiven
ajump-start on convergence that helps prevent stagnation (as
mentioned in the previous section). A random initial guess
whose values take on any phase in the interval 0 < ¢ < 27
can be a useful generic starting point for many applications
where phase dislocations are not that much of aconcern. This
random pattern, however, is not a prudent starting point for
continuous phase plate designs.

ot Form NF 303 Calc FF
npu X1 =
> Eo Pppp > Eo @
Eo Pppp A
Eobj
T Form FF
; T =
Eo. Pppe [« Eobj» Pit
Calc NF

Figure 89.10

A flow diagram depicting the iterative process
employed in the standard phase-retrieval tech-
nique. Theideabehind thistechnique hasalong
history dating back to Wolf30in 1962. Gerchberg,
Saxton, and Fienup extended this idea to two
dimensions, and thebasic error-reduction scheme
is shown in this figure.27.28 This iterative tech-
nique is at the core of the novel phase plate
design technique.
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r——>
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The best choice for a continuous phase plate design is one
whose phase is already continuous and produces a far-field
pattern that adequately covers the targeted region. A scaled,
colored-noise (see Carslon,*! pp. 153-154) phase pattern is
suitable for this purpose and is given by a Fourier filter
operation:

ci’DPP(an Yot ) =a- .%{ff‘l{f?{g“(xm » Ynf )}

20
exp{—ln(Z)-(k:ij ] NG
DPP

whereaisthescaling constant, ng(f Ynf) €[

-1,1] isarandom
number field, key = (KZ +k&

o istheradial wave number
of the near-field coordmatesystem ko =360 rad/m isthe
FWHM filter point, and {-} isthe real operator. When the
color-noise phase pattern, given by Eq. (5), isused, the result-
ant far-field speckle pattern possesses a simple Gaussian
envelope. The scaling constant ais used to effectively spread
out the resultant far-field speckle pattern to cover the targeted
area (the value used in this article is a = 50 rad for both
OMEGA andthe NIF). Itisimportant for the constant a to be
large enough to encompass the targeted area of the far field
but not solargethat it extendsbeyond the computational region
of the far field (otherwise, aliasing effects can play havoc on
the algorithm).

Oncetheinitial phase &)Dpp(xnf \Ynf ) i chosen, manipu-
lating the initial speckled far-field pattern produced by the
initial phase generatesthefirst far-field objective pattern. The
initial speckled far-field pattern is given by

Eo (it Yit ) = ‘Z?{Eo(xnf Y )'eXp{i&)DPP(an Y )}H (6)

First, the envelope of the initial speckled far-field intensity
patternisfound by using an optimal filter technique (described
in detail in the following section):

I, (Xt Yir ) = ‘711{0” { opt(kxff’kyff)

3{!50(xff,yff )\ZH} ™
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where ‘i‘opt(kxff ,kyff ) istheoptimal filter. Next atransforma-
tion function A(Xst,Ysr) isdefined as

12
Ifftarget(xffvyff)
T Cay) | X, Yis ) 2 0
Iffenv(xffvyff) ffenv( Vi )

A(Xe, Yir ) = { , (8)

0 ;. otherwise

where I, (X5, Y1) is the far-field target intensity enve-
lope. The function A(Xff,yff) transforms the initial far-field
pattern as

éObi(Xff'yff)=A(Xffayff)' éo(xfvKff)v 9)

where Eobj(xff yff) yields the first speckled far-field objec-
tive based on the initial far-field pattern Eq(sf,Ysr). The
importance of Eq. (9) is both subtle and critical to the conver-
gence to a continuous phase plate; the initial phase
(I)Dpp(xnf »Ynf ) iscorrelated to the generated speckle pattern.
If this correlation is not maintained, convergence can be lost
and the resultant phase pattern tends to produce a speckled far
field with a Gaussian-shaped envelope and, under extreme
cases, ahigh central peak develops. The transformation func-
tion A(X¢, s ) may contain anomalously high values where
Iffenv(xff ,yff)~0. These values are eventualy suppressed
during the enhancement procedure described inthe next section.

3. Wrapper Algorithm: Phase Continuity and Convergence

Enhancement

The continuity of the calculated phaseis controlled using a
two-step process: a 2-D phase-unwrapping procedure is ap-
plied to the phase map, calculated using the standard phase-
retrieval method, followed by alow-pass filter that removes
any residual high frequencies. The 2-D phase-unwrapping
problem can be expressed in the form of Poisson’s equation.
The2-D phase-unwrapping a gorithmimplementedin Zhizhoo’
directly solves Poisson’ sequation on the whole computational
grid using cosine transforms and does not need to painstak-
ingly iterate around the grid asin other methods.3® The cosine
transform technique acts globally on the phase function and
thereforeisrelatively immuneto any local phaseanomaliesin
that it tends to smooth over discontinuities, which isa highly
desirable feature in the design of continuous phase plates.
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Initially, when there are a number of phase anomalies, some
residual high-frequency artifacts that remain after the 2-D
phase-unwrapping operation need to beadditional ly smoothed.
A simple, smooth, low-pass filter is used to remove the high-
frequency artifacts, where the filter is a super-Gaussian:

20
K
\Pq,(kxnf,kym)zexp —In(Z)(i] . (10)
DPP

where Ko, =1270 rad/m is the FWHM filter point. Note
that the filtering function used here is the same as that imple-
mented in theinitial guessof the phase except that the quantity
kODPP islarger. The filtering is implemented as

(I)DPP(an ' Ynf ) = ﬂ?{f}_l{‘l’(b(kxnf ’kYnf )
8;{q)bPP(an ' Y )}}}, (11)

where ®@ppp(Xnf,Ynf ) is the unwrapped phase, J1{-} is the
real operator, and the coordinate transformations
Ky, =27 /(Auy f) and Ky, - = 2myse /(Ayy f) arerequired
to use the definitionsin Egs. (1) and (2).
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The speckled far field must be recal culated to account for
any changes that occur due to the updated phase plate
(I)Dpp(xnf ,ym«) after continuity is corrected by the unwrap-
ping and filtering process. This speckled far field becomesthe
current speckled far-field objective and is represented as
E()bj(xff » Vit ) At first, the resultant unwrapped and filtered
phase mapping does not produce a speckled far-field pattern
whose envel ope matches the target envelope. The whole pro-
cedure is then repeated until the continuous phase mapping
converges and produces the targeted far-field envelope or
reaches a fixed number of iterations. A flow diagram of the
completeZhizhoo’ design processincluding thestandard phase-
retrieval techniqueisillustrated in Fig. 89.11.

Anadditional featureisalsoimplemented to encouragefast
and accurate convergence before thewhol ewrapper algorithm
is repeated; the far-field target objective is “enhanced” or
“emphasized” to compensate for any shortcomings of the
current phase mapping, i.e., any azimuthal asymmetries or
spurious peaks and valleys in the current far-field intensity
envelope are corrected by modifying the 2-D far-field objec-
tive to dampen the peak-to-valley variation. Thisideais simi-
lar to the input/output algorithm described by Fienup.28 The
emphasis is a critical step in the algorithm because it main-
tains the correlation between the current phase plate and the
speckle pattern that it generates. Without this step the algo-
rithm would diverge.

Input Phase Fixed Dppp
. > retrieval  number »| Phase unwrap
Eo Pppp T _______ |
= P
Eopi = = l«- 1 HPfilter !
> Eo— Eoy [© emphasize '
|
oy Y
Output X {.} _
Phase filter
Pppp

TC5913

Figure 89.11

A flow diagram depicting the iterative process employed in the novel phase plate design technique and used in the code Zhizhoo'. Initialized near-field phase
andfar-field objectivefunctionsarefed into theiterative process. The standard phase-retrieval block (seeFig. 89.10) isexecuted first, followed by the 2-D phase
unwrap and phase filter. Next, the speckled far field I%{,bj(xﬂ ,Xff) isrecalculated based on the latest unwrapped and filtered phase plate. Finally, the updated
far field E(’)bj(xff ,yff) is compared to the far-field objective Eobj(xff ,yff) to test for convergence and maximum number of iterations reached to determine
whether or not to proceed. If proceeding, then thefar-field objectivefunctionsare modified to maintain correl ation with thel atest iteration of the near-field phase.
The modifications include a convergence enhancement, which is applied to the far-field objective. The second optional modification alters the far-field
objective's power spectrum by high-pass filtering before continuing back into the standard phase-retrieval block. The dashed box denotes optional blocks.
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Theemphasisfunctionrequirestheenvel opeof thefar-field
intensity to make these corrections. The far-field envelope is
calculated using either a low-pass or an optimal filter tech-
nique.*2 The low-pass method uses a super-Gaussian filter

. K 10
‘I—‘ff(kxﬁ,kyff):exp{—ln(Z)(ﬁ] } (12)

where k¢ = (kfff + kgff )]’/2 is the radial wave number of the
far-field coordinate system and kg, defines the approximate
frequency wherethe envel ope power spectrum and the speckle
spectrum intersect (Kg, = 43.2 x 103 rad/m for OMEGA and
Keny = 5.88 x 108 rad/m for the NIF). The optimal filter uses
the far-field power spectrum and a model of the power spec-

trum of the speckle:

[11

i e )= =(lg )
‘Popt(kxﬁ ’kyﬁ): FE g By Xt 7 i C(13)

‘rff (kaf Ky )‘2

where ‘rff (kXff Ky )|2 defines the power spectrum of the far-
fieldintensity and E(kXff , kyff ) representsthe power spectrum
of the speckle intensity, which is given by the autocorrelation
of the near-field intensity.#3 The optimal filter is the best
method of obtaining the envelope; however, it is not compat-
ible with the design of the high-pass phase plate because a
model for the far-field power spectrum is not known for this
caseapriori. Thefar-fieldintensity envel ope Iffenv(xff ,yff) is
calculated by applying aFourier-filtering technique similar to
Eq. (7) tothefar-fieldintensity I¢ (Xs, Y5 ) Whileusing oneof
thefiltersin Eq. (12) or (13). The emphasis function may now
be calculated as

Aemp (Xt Vit ) = 0t A%t Vst ). (14)

where A(Xff ,yff) is defined in EQ. (8) and « is an enhance-
ment factor that can be used to hasten convergence by over-
compensating for the distortionsin the envel ope function and
is defined as

os1; Al yp)>1
o= 1 ) A(Xff ) Vit ) =1 . (15)
oy Aoy ) <1
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Care must be taken in selecting the constants ¢, and o,
because amplifying oscillations may occur that lead to loss of
control and convergence failure. The values found to yield
adequate convergence that avoids oscillations are o1 = 1.1
and a1 =0.9. Theemphasisfunction A gmp(Xst, Yi ) modifies
the current far-field objective before the next trial of the
standard phase-retrieval technique as

I§obj(Xff Vit ) = Nemp(Xst - Yir ) Ié6bj(><ff Vit ), (16)

where E’)bj(xﬁ,yﬁ) represents the current objective and
Eobj (xff Vi ) represents the new trial. Eventually the empha-
sis function decays toward unity as the continuous phase
mapping converges, thereforethe emphasisfunctionissimilar
to a merit function. The emphasis function is 2-D, which
enables Zhizhoo' to compensate for any azimuthal asymme-
tries or other distortionsin the far-field intensity envelope.

The number of iterations or sets of the wrapper algorithm
that are executed in Zhizhoo' may end when either a conver-
gence criterion is reached or a maximum number of sets has
occurred. The convergence criterion used in zZhizhoo' is a
simplermserror of thecal culated far fieldrel ativetothedesign
specification, viz.

- ~ v2
” [Eébj(xffv)’ff)_Eobj(xff!Yff )]deff dytf
Vspace
Off = . 2 (17)
” [Eobj(xff-yff )] axg dyse
Vspace

where E{)bj (xff Vit ) represents the objective produced by the
current realization of the phase plate and Eqp (Xsf, Yt ) repre-
sents the objective prior to the emphasis function modifica-
tions. At the completion of all the sets, the calculated con-
tinuous phase plate produces a speckled far-field intensity
pattern whose envelope matches the objective function ex-
tremely well without any azimuthal asymmetries or distor-
tions. Inaddition, the phasediscontinuitiesor complex zerosof
the near field are removed.

4. High-Pass Phase Plate

The ability to control the far-field intensity’s power spec-
trum and produce a high-pass phase plate is merely an exten-
sionto the novel phase plate design technique; astep, whichis
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added to the algorithm, revises the power spectrum of the far-
field objective during theiterative process. This step becomes
part of the wrapper algorithm, asindicated in Fig. 89.11, and
modifiesthefar-field objectiveby high-passfilteringitspower
spectrum. The high-pass filtering must be done as part of the
wrapper algorithm because it is necessary to maintain the
correlation between the speckle pattern produced by the cur-
rent phase plate (i.e., after the 2-D phase unwrapping and
filtering process) just as in the application of the emphasis
function. The current implementation applies the high-pass
filtering before the emphasis function modifications. As the
continuous-phase mapping converges, it will produce a far-
field intensity envelope that matches the targeted objective as
well as produce speckle with dramatically reduced power in
the lower-¢ modes. The amount of power that can be removed
depends on the type of filter used. A sharp-cutoff, wideband
filter can achieve about a factor-of-10 reduction in the power
spectrum across the whole requested band, whereas a slowly
varying filter envel ope can realize as much as a factor-of-100
reduction in the lowest-¢ modes.

After 2-D phase unwrapping and filtering, the current
phase-plate realization yields an intensity speckle field
|E6bj (Xt » Vit )|2 comprised of aunity-mean, uniformly random
speckle field, which is modulated by the far-field envelope.
The far-field envel ope must be removed so that the high-pass
filter doesnot affect thetargeted envel ope but primarily so that
the high-pass filter operates directly on the random speckle
field. Separating the unity mean from the uniformly random
specklefield and modulating its sum by the envel opefunction,
constructs amodel for this speckle field:

2
|E6bj(xfvKff)| ='ffem,(xff,Yff)[1+SpeC'(Xff,Yff)]: (18)

where It (X5, Y5 ) isthe slowly varying envelope function
obtained by low-pass filtering the speckle field and
spec'(xff ,yff) isazero-mean specklefield. Thelow-passfilter
used to calculate Iffenv(xff,yff), for this case, is given by
Eq. (12) except with a super-Gaussian of order 5. The high-
pass filter operates on the zero-mean speckle field

spec’(X¢ , Yt ) -

Let E()bj(xff ,yff) be the far-field objective function pro-
duced by the current realization of the phase plate after 2-D
phase unwrapping and filtering, which is fed into the speckle
model to yield the current zero-mean speckle field
spec’(xff » Vit ) . The high-pass-filtered speckleisthen given by
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SpeC( Xt » Yt )

_ l%{g—l{\pr(kxﬁ Ky ) ] spec’ (et i )}}} (19)

where \PHP(kaf ,kyff ) represents any type of high-passfilter.
In this article, the sharp-cutoff filter is given by

L kg >200/rqyg

Whip Ky Ky ) = . (20
0; kit <200/rsyq

or the slowly varying filter is given by

otk \° 2
Whip(Kyg; Ky ) = ©Xp] =In(2) et . (2D)

where r¢,q = 500 um is the fuel pellet radius for OMEGA.
After high-pass filtering, the zero-mean speckle field is then
substituted back into the speckle model to form the new far-
field objective Eqyj(Xst, ¥t ), viz.,

Eonj (X5t st ) = {lffem, (¢t er ) [ 1+ spec( Xt , Ve )]}0'5- (22)

Thenew far-field objective Eqp; (Xff Vi ) wouldthen bemodi-
fied further by the emphasis function as described in the
previous section.

Phase Plate Design Results

Two types of continuous phase plates were designed using
Zhizhoo' for each laser: OMEGA and the NIF. Thefirst type of
phaseplateisreferredto asastandard phaseplateto distinguish
it from the second type, a high-pass phase plate. The standard
phase plate is used as the basis of comparison to measure the
ability of the high-pass phase plate to reduce the power in the
lower-¢ modes.

1. OMEGA Phase Plate Designs

The targeted far-field intensity envelope for the first
OMEGA phase plate design is a super-Gaussian of order 8
(sg=8) and anintensity-full-width-at-hal f-maximum (IFWHM)
radius of ro = 432 um:
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I g
e (X1 Vi1 ) = €XP —'n(Z)(l] . (23)

where 1 = (xfzf +yf2f )1/2 isthe radiusin the far-field coordi-
nate system. This far-field intensity envelope target defines a
95% enclosed energy contour with a diameter of Dgs =
925 um and was chosen to demonstrate the ability of Zhizhoo'
to produce afar-field envelope of high super-Gaussian order.
The near-field clear aperture is round and has a diameter of
27.5 cm. The simulation space for the near field was a 1024 x
1024 grid spanning 55.0 cm, and the corresponding far field
covered 1.18 mm on a 1024 x 1024 grid.

Zhizhoo' wasrun with these design parametersto calculate
a continuous standard phase plate with a continuous random
initial guess for the phase, which was filtered with a super-
Gaussian filter of order 20 and filter cutoff parameter
kODPP =360 rad/m . Theinternal standard phase-retrieval code
was set to run five iterations, the wrapper algorithm was set at
a fixed number of 50 iterations, and emphasis was enabled.
Zhizhoo' ranin parallel on eight processors on the SGI Origin
2000 for 15 min, which ended with armsfar-field error of oy
=5.8%. A plot of the azimuthally averaged far-field intensity
iscompared to the far-field target envelopein Fig. 89.12. The
agreement between the resultant far field and the target far-
field envelope is excellent even for this high-order super-
Gaussian. This level of agreement is achieved mainly due to
the combined capabilities of the emphasis function and conti-
nuity control to keep the standard phase-retrieval method from
stagnating; the error-reduction algorithm is guaranteed to
never increasetheerror upon every iteration, and, if stagnation
can be controlled, the calculated phase will converge to the
correct answer with no complex zerosin thenear field, i.e., no
phase dislocations. These results should be compared to the
relatively poor results achieved in Refs. 15, 32, and 44. The
novel phase plate design technique is also able to control any
azimuthal asymmetries of thefar field through the application
of a2-D emphasisfunction. Thisisillustrated in Fig. 89.13 by
plotting the far-field intensity contoursthat result from apply-
ing 1-THz, 2-D SSD and PS in the asymptotic limit.2324

Zhizhoo' wasthen runto design both acontinuous standard
and high-pass phase plate with a super-Gaussian far-field
target of order 3 (sg =3) and an IFWHM radiusof rq= 325 um,
which defines a 95% enclosed energy contour with adiameter
of Dgg =970 um. Thissuper-Gaussian envel opeischosensince
it produces ample uniformity on the spherical OMEGA target.
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The high-pass function used was a wideband, sharp filter that
attempted to attenuate all modes0 < ¢ < 200 and passall others.
Zhizhoo' completed the high-passdesignin parallel in 20 min
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Figure 89.12

The azimuthally averaged far-field intensity (red line) is plotted against the
far-field target envelope (blueline). Thefar-field target envelope has design
parameters sg = 8 and ro = 432 um. The red line is very noisy near the
origin dueto thelimited number of pointsthat were availableto average. The
dashed vertical line indicates the 95% enclosed energy contour, which is at
r =463 um. 2-D SSD, PS, and phase aberrations are not applied.
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Figure 89.13

The plotted contours correspond to the 5%, 50%, and 90% of the envelope
peak of thefar-fieldintensity that result from applying 2-D SSD and PSinthe
asymptotic limit. The corresponding contours for the target envelope are
plotted as dashed lines. The solid contours show excellent agreement to the
target with very little azimuthal asymmetry. Phase aberrations have not
been applied.
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(it takes longer than the standard phase plate because of the
additional filtering cal cul ations) using the same fixed number
of iterations as before, which ended with armsfar-field error
of oj = 5.5%; the standard phase plate design completed with
o = 2.8%. The resultant far-field envel opes match the target
function very well. The larger o3 parameter for the high-pass
phaseplateisduetotheinability of the phaseplatetoreproduce
the exact filtered speckle, even though the envelope is very
closetothetarget, i.e., the objectivefunction haslesspowerin
the low-¢ modes compared to the resultant.

The high-pass phase plate’s ability to attenuate the power
spectruminthelow-order modesisillustratedin Fig. 89.14 for
asinglebeamwith and without 2-D SSD and PS. Thehigh-pass
phase plateis able to attenuate the power spectrum by afactor
of ~10 over arangethat doesn’t include the far-field envel ope
10 < ¢ < 200. When all of the 60 OMEGA laser beams are
calculated and projected onto thetarget sphere, the effect of the
far-field envelope isremoved and the high-pass phase plateis
observed to attenuate the mode amplitudes over the full range
0< ¢ <100 by afactor of ~ V10, asillustrated in Fig. 89.15.
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Figure 89.14

The azimuthally integrated, single-beam far-field power spectrum (normal-
ized to thetotal energy) resulting from the high-pass phase plate (thick lines)
for OMEGA is compared to the power spectrum of the standard phase plate
(thin lines). The upper lines represent the instantaneous speckled far field
without SSD or PSapplied, and thelower linesrepresent the smoothed power
spectrum that results from 1-THz, 2-D SSD with PSin the asymptotic limit.
Phase aberrations have not been applied.
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A second high-pass phase plate, also designed with
Zhizhoo', attempted to slowly reduce the far-field power
spectrum over therange0< ¢ <200. Thegoal herewasto make
the greatest reduction in thelower-/-moderange of 0 < ¢ < 20.
As illustrated in Fig. 89.16, the power spectrum was, on
average, attenuated by nearly a full factor of 100 across the
whole band ¢ < 200 with most of the benefit occurring at the
lower-¢ modes.
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Spherical-harmonic ¢ mode
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Figure 89.15

The ¢-mode spectrum of an OMEGA 60-beam projection onto atarget sphere
resulting from the high-pass phase plate (blue line) is compared to the
/-mode spectrum of the standard phase plate (red line). These spectraresult
from 1-THz, 2-D SSD with PSin the asymptotic limit. The target sphere had
adiameter of 950 um. Notethat these dataare spectral amplitudes. Thestrong
spectral peaksin the low-¢-mode range are due to the combined effect of the
envelope shape and the target sphere radius, e.g., ¢ = 10.

2. NIF Phase Plate Designs

The design process for the NIF is very similar to that of
OMEGA except that the near field is square and the dimen-
sionsaredifferent. Thetargeted far-fieldintensity envel opefor
both NIF phase plate designs is a round super-Gaussian of
order 8 (sg = 8) and an IFWHM radius of ry = 1.26 mm. This
far-field intensity envelope target defines a 95% enclosed
energy contour with adiameter of Dgg = 2.7 mm. The higher
super-Gaussian order was chosen in this case for the NIF
because the faster roll-off fits better in the simulation space; a
lower order would require a larger grid to provide adequate
sampling of the far field (which will be done for production-
quality designs). Thissg=8till providesinsight into the high-
pass designs, even though it does not provide the best
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The azimuthally integrated, single-beam far-field power spectrum (normal-
ized to thetotal energy) resulting from the second high-pass phase plate (blue
line) is compared to the /-mode spectrum of the standard phase plate (red
line). These spectraresult from 1-THz, 2-D SSD with PS in the asymptotic
limit. The slower filter used reduced the power in the ¢ modesin the range of
0< ¢ <200 by nearly afactor of 100 with most of the reduction occurring in
the lower-/ modes. The two dashed lines represent the approximate average
level of the power spectra and are intended as a guide.

spherical-target illumination. The near-field clear aperture is
square and has a width of 35.1 cm in each direction. The
simulation space for the near field was a 1024 x 1024 grid
spanning 70.2 cm, and the corresponding far field covered
3.94 mm on a 1024 x 1024 grid.

Zhizhoo' wasthen runto design both acontinuous standard
and a high-pass phase plate to match this super-Gaussian far-
field target. The high-pass function used was a wideband,
sharp filter, which attempted to attenuate all modes0< 7 < 200
and pass all others. Zhizhoo' completed the high-pass design
using the same fixed number of iterations as before, which
ended with arms near-field error of of; = 6.5%; the standard
phase plate design completed with oy = 3.1%. As with the
OMEGA designs, the resultant far-field envelopes match the
target function very well.

Figure 89.17 illustrates the performance of the high-pass
phase plate rel ative to the standard phase plate when all of the
192 NIF laser beamsare cal culated and then projected onto the
target sphere. The high-pass phase plate is able to reduce the
amplitudes by afactor of ~ 10 for modes over the range0 <
¢ < 200.
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The /-mode spectrum of a NIF 192-beam projection onto a target sphere
resulting from the high-pass phase plate (blue line) is compared to the
¢-mode spectrum of the standard phase plate (red line). These spectraresult
from 1-THz, 2-D SSD with PSin the asymptotic limit. The target sphere had
adiameter of 3 mm. Note that these data are spectral amplitudes. A sharp-
cutoff, wideband high-pass filter was used to attenuate the ¢ modes in the
range of 0 < ¢ < 200 and was abl e to reduce them by afactor of ~ 10 over
thisrange.

Effects of Near-Field Phase Aberrations

A near-field phase aberration can have a profound effect on
the performance of the high-passphaseplates. The phase of the
aberration modifies the way in which near-field elements
interfere in the far field to produce the speckle pattern. The
complex near field has a specific autocorrelation due to the
phase pattern of the high-pass phase plate; viz., the Fourier
transform of the far-field intensity is equivalent to the
autocorrelation of thecomplex near field, i.e., theautocorrel ation
theorem (see Ref. 29). An aberration affects the autocorre-
lation of the near field and disrupts the specific relationship
that was devel oped during the iteration process. If the aberra-
tionisstrongenough, it actslikearandomizer, and theresultant
far-field power spectrum tends toward that of the standard
phaseplate; i.e., speckle statisticsthat behave likethosedueto
a phase plate with circular Gaussian statistics are simply the
autocorrelation of the near-fieldintensity (plusadeltafunction
at the origin).*3 If the phase aberration is not too strong, the
resultant power spectrum is a hybrid of the two and lies
somewhere in between.

The spatial frequency of the phase aberration affects differ-
ent spatial frequencies of the far-field intensity. For example,
ahigh-spatial-frequency phase aberration will affect thelong-
wavelength features in the far-field intensity and vice versa.
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Sincetypical phase aberrations have aspatial spectrum whose
spectrum follows a basic inverse power law in order that the
high spatial frequencies will have less power than the lower
spatial frequencies, one would expect short-wavelength fea-
tures of the far-field intensity to be affected first.

The near-field phase aberration, which was measured on
OMEGA, correspondsto abeamthat is12x diffractionlimited.
Thisphase aberrationisused in two ways: (1) asan amplitude
spectrum that is calculated and fit to an inverse power law to
model phase aberrationsof varying strength; and (2) asafixed
phase aberration used in Waasikwa’ far-field simulations. The
azimuthally averaged amplitude spectrum of the measured
phase aberration isshown in Fig. 89.18 along with theinverse
power law model, whichisfit to thedata. Themodel used tofit
the azimuthally averaged amplitude spectrum of the measured
near-field phase aberration is

@ (Kt ) = 2ﬂa(%)b, (24)

wherea definesthe magnitude and b definesthe power. For the
measured near-field phase aberration, a = 2.45and b = -2.22.
It is assumed that the power law can be scaled by varying the
magnitude parameter a while keeping the power b constant. In
this way, different far-field simulations can be run with a
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Figure 89.18

The azimuthally averaged power spectrum of a near-field phase aberration
measured on OMEGA.. Aninverse power law model is shown as afit to this
data; fit parametersare a = 2.4 and b = —2.22 for the model in Eq. (24).
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varying degree of phase aberration. A measure of the strength
of the phase aberration is given by the ratio

p=2s5 (25)

where Dgs isthe diameter of the 95% enclosed energy contour
of the far-field spot due to a phase-aberrated beam relative to
the 95% enclosed energy contour for a diffraction-limited
beam Dp, . For OMEGA the diffraction-limited far-field spot
diameter is Dp, = 6.25 um and, for the NIF, Dp; = 23.1 um.
When the parameters for the model of the power spectrum
giveninEq. (24) area=2.45and b =-2.22, thisyields =12,
i.e.,, 12x diffraction limited using the definition of Eq. (25).
The phase-aberration amplitude spectrum model given in
Eq. (24) can be used to generate arandom phase perturbation
that matchesthe power spectrummodel, i.e., colored noise (see
Ref. 41, pp. 153-154):

D aber (Xnf Y ) = 9?{55’_1{‘1)(knf ) exp[i ¢ (kxnf Ky )]}} (26)

where C(kxnf ,kynf ) €[0,27] is a random number field and
defined at Eq. (11). A random phase aberration of varying
strength 3 can be generated using the model given by Eqg. (26)
by holding the power b = —1.23 constant and changing the
value of the amplitude a.

The effect that the phase-aberration strength has on the
¢-mode spectrum of the far-field intensity for multiple-beam
projectionsis shown in Fig. 89.19. The strength parameter 3
isincreased, and the amplitude spectrum beginsto change the
shorter-wavelength featuresinitially. Thisis dueto the nature
of the power spectrum of the phase aberration; the longer
wavelengths have more power than the shorter wavelengths.
The longer wavelengths of the phase aberration affect the
shorter wavelengths of the far-field intensity, i.e., the
autocorrelation of the complex near field is disrupted. When
the strength parameter f is large enough, e.g., B> 12, it is
difficult to tell the difference between the aberrated far field
and the far-field intensity power spectrum due to the standard
phase plate.

A benefit from the high-pass phase plates can still be
realized in the lower-¢ modes in the presence of typical near-
field phase aberrations. The multiple-beam projection of the
far-field intensity onto the target sphere becomes necessary to
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The ¢-mode spectrum of an OMEGA 60-beam projection onto atarget sphere
duetothestandard (upper thinline) and the high-pass (lower thick line) phase
plate without phase aberrations is plotted for reference; these are the same
traces that correspond to the single-beam spectrain Fig. 89.14. The /-mode
spectraof thefar-field intensity dueto the high-pass phase platewith varying
degreesof phaseaberration (=2.3and =5.0) using themodelsin Egs. (24)
and (26) are shown (dashed lines). Asthe strength parameter 3 increases, the
power spectrum tends toward that produced by the standard phase plate
beginning with the shorter wavelengths. The shorter wavelengths of the far
field are disrupted by the longer wavelengths of the phase aberration where
the aberration has the strongest spectral amplitude (see Fig. 89.18).

gather this information because the envelope power over-
whelms the power spectrum for the single beam for modes
¢ < 20. A measure of the benefit gained from the high-pass
phaseplateisgiven by theratio of the nonuniformity duetothe
high-pass phase relative to the standard phase plate summed
over the desired /-mode range, viz.,

= lmin , (27)

where y, and 7, are the amplitudes of the spherical /-mode
decomposition for the high-pass and standard phase plates,
respectively. The amount of benefit that can be realized be-
comes a function of the /-mode range covered because of
(2) the aforementioned effect of the shape of the phase aberra-
tion power spectrum and (2) the stationary modeson thetarget
sphere that develop from the shape of the far-field envel ope.
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The high-pass benefit function T (for the high-pass phase
plate designed with the wideband sharp filter) is plotted in
Fig. 89.20 for the OMEGA laser as a function of the phase-
aberration strength j for four different /-mode ranges. The
lower-/-mode range 11 < ¢ < 25 realizes the largest benefit
(T = 1.6 for typical system aberration of = 12) because the
shortest-wavelength features of the phase aberration are not
strong enough to totally disrupt the high-pass phase plate. The
high-pass phase plate that was designed with the slower filter
also achievesan T’ ~+/2 even though the non-aberrated per-
formance is much higher than that of thefirst high-pass phase
plate. The results for the NIF high-pass phase plate are very
similar and areshowninFig. 89.21. A scaled model of thenear-
field phaseaberrationisused for the NIF cal culationssincethe
actual aberration is not currently known.

As afina look at the performance of the high-pass phase
plateson OMEGA, two Waasikwa’ far-field simulations were
runfor asquare pulse shapewith 1-THz, 2-D SSD and PS: one
with the standard phase plate and one with the high-pass phase
plate. Waasikwa' has the ability to perform multiple-beam
projections onto a target sphere: 60 beams are projected onto
atarget spherewith adiameter of 950 um. The nonuniformity,
covering the / modes 12 < 7 < 25, of far-field intensity due to
thestandard phaseplateisplottedin Fig. 89.22 against that due
to the high-pass phase plate. The full benefit of the high-pass
phase plate is not realized until after 300 ps. This occurs
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~ ¢—ll££$25
T
i T\ 30=/(<75 1
75=/=200
0 | | | | | | |
2 4 6 8 10 12 14 16
Times diffraction limited
TC5911
Figure 89.20

Thebenefit realized by the high-passphaseplate[given by Eq. (27)] isplotted
as a function of the phase-aberration strength  for the OMEGA laser. The
smoothing applied is 1-THz, 2-D SSD in the asymptotic limit with PS.
Four different /-moderangesare covered (aslabeled ontheplot): 11< /7 <25,
15</7<40,30< ¢ <75,and 75 < ¢ < 200.
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because early in time the phase imparted by the 2-D SSD
system disrupts the specific autocorrelation of the complex
near field in the same way that a phase aberration does. In
contrast to the static phase aberration, the phase due to 2-D
SSD moves across the near field at a constant rate.*> This

Nonuniformity reduction factor
w
T
L

1 L | L | L
0 10 20 30

Times diffraction limited

TC5896

Figure 89.21

Thebenefit realized by the high-passphaseplate[given by Eq. (27)] isplotted
as a function of the phase-aberration strength j for the NIF laser. The
smoothing applied is 1-THz, 2-D SSD in the asymptotic limit with PS. A
single /-mode range is covered: 20 < ¢ < 60.
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Figure 89.22

The nonuniformity of the far-field intensity over the /-mode range of 12 < ¢
< 25duetothestandard phase plateisplotted against that due to the high-pass
phaseplatefor the OMEGA laser. Thedatarepresent theresultsof Waasi kwa’

far-field simulations for a square pulse shape and 1-THz, 2-D SSD with PS.
The measured near-field phase aberration was applied to both cases. Thefull

benefit of the high-pass phase plate is not achieved until after 300 ps, when
the slowest modulator (v = 3.3 GHz) has completed one full cycle.
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movement over time effectively averages the phase due to
2-D SSD after the duration of the slowest phase modulator. In
the case of the current 1-THz, 2-D SSD system, the slowest
modulator is 3.3 GHz, which yields a cycle time of ~300 ps.

Conclusion

A novel phase plate designtechnique, based onthe standard
phase-retrieval algorithm, has been introduced and is able to
generate continuous phase plates with outstanding control of
the far-field intensity envelope, azimuthal asymmetries, and
the far-field power spectrum. This new technique is able to
overcome many of the difficultiesassociated with the standard
phase-retrieval algorithm (namely, stagnation) and is able to
capitalize on the computational efficiency of this method.

The novel phase plate design technique was incorporated
intoacodecalled Zhizhoo', whichisusedto cal culateanumber
of continuous phase plates for both OMEGA and the NIF. A
standard phase platewasdesigned and employed asareference
to the high-pass phase plates in order to measure the perfor-
mance when the power in the low /-mode range is reduced.
Without near-field phase aberrations, large benefit factors of
I" ~+/10 orevenT" ~ 10 areobtained, depending on the manner
in which the far-field power spectrum is filtered during the
iterative calculations carried out in Zhizhoo' . Near-field phase
aberrations were shown to have a deleterious affect on the
performance of the high-pass phase plates. It wasfound that a
reasonable benefit is still realized, I" ~ 2 for the /-mode range
12 < ¢ < 25, even in the presence of typical near-field phase
aberrations. A benefit for both OMEGA and the NIF in the
lower and more-dangerous ¢ modesis anticipated by using the
high-pass phase plates for direct-drive | CF experiments.
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Advanced Tritium Recovery System

Introduction

As part of the U.S. Inertial Confinement Fusion Program,
LLE plans to implode deuterium—tritium (DT)—charged
microspheres. These microspheres are filled with high-pres-
sure deuterium and tritium gas under cryogenic conditions.
The spheres are then stored and transferred as needed to the
target chamber (located in an adjacent room) under vacuum
and at temperatures near 20 K. LLE islicensed to handle up to
10,000 Ci of tritium, but site release target is less than 1 Ci
per year.

LLE is currently upgrading the systems used to produce,
transfer, store, and implode these targets. As part of this
upgrade, extensiveeffortsare being madeto ensure staff safety
and to limit the radioactive effluent that can be released to the
environment. Two independent tritium recovery systems
(TRS), currently under construction, will capture any tritium
that comes from the various sources. One system will serve
Room 157, which housesthe production, characterization, and
storage of targets, and the other system will serve the target
chamber, where the targets are imploded. The exhaust emis-
sionsfromtheprocessstreams, from the gloveboxesthat house
the streams, and from equipment outgassing will have to be
collected andtreated toremoveany tritium present. Thisarticle
provides an overview of the requirements and describes the
technologies that were considered for the decontamination of
the process streams and glovebox-cleanup systems for
Room 157.

TRS Design Consider ations
1. General Constraints and Considerations

To maximize personnel safety and minimize site emission,
thefollowingfactorswereconsidered aspart of thedecontami-
nation systems' design:

(a) Critical components and large inventories have sec-
ondary or tertiary containment.

(b) No single component failure results in a release of
tritium to the room or to the stack.
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(c) Systemscontainingtritium aredesigned for highinteg-
rity, havingall stainlesscomponents, with either welded
connections or leak-tight (VCR) fittings and a mini-
mum of elastomer seals.

(d) Complex operations are typically automated or, if
manual, are covered by detailed procedures.

(e) Protective systems that are poised are designed to be
tested regularly to ensure their operability.

(f) Activecomponentsare designed to allow easy mainte-
nance.

In addition to the design considerations, the operating staff
is technically knowledgeable and extensively trained in han-
dling tritium.

While the system has been designed to limit the likelihood
of accidental emissions to a very low probability, additional
features are included to minimize chronic releases. These can
be summarized as follows:

(@) Since the radiotoxicity of HTO is about 10* times
greater than that of HT, every effort is made to avoid
oxidizing any HT present to HTO.

(b) Mixing of exhaust streams having different gases or
tritium concentrations is minimized to limit the quan-
tities of effluent to be decontaminated.

(c) All exhaust streams are monitored and controlled.

(d) All accessibleareasarewell ventilated to avoid poten-
tial tritium buildup due to outgassing from contami-
nated equi pment.

2. Room 157 Functional Reguirements

To achieve the above objectives, the Room 157 effluent
gases are divided into the following four categories:
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— DT high-pressure-system (DTHPS) secondary contain-
ment (SC) cleanup

— Glovebox (GB) cleanup (low Y, inert)

— Helium vacuum exhaust cleanup [high temperature
(high T), inert]

— Air vacuum exhaust cleanup [low temperature (low T),
air]

The relationships between the streams and the subsystems
that release these streams are provided in Fig. 89.23.

Thissorting wasdonein order to sel ect the best technology
for each type of stream and, as a result, achieve the best
performance (i.e., lowest emissions) at a reasonable cost.

The DTHPS handlespure DT under high pressure, so it has
its own secondary containment, which, in turn, has its own
tritium-scavenging systemto collect any DT that escapesfrom
the DTHPS. This DTHPS secondary containment and its DT
scavenging system are housed inside the DTHPS glovebox.
For thesereasons, it isimpractical to combineits effluent with
any of the other systems.

The second category consists of the gloveboxes that have
helium atmospheres. Three process trains exist: one for the
DTHPS glovebox atmosphere, one for the FTS (fill transfer
station) and TFS (tritium fill station) glovebox atmospheres,

and onethat acts as a backup to either. Each train consists of a
circulating pump, a drier, and, finally, an HT removal bed.
Interconnections are provided to allow various combinations
of pumps, driers, and HT remova beds. The driers serve
primarily to remove any moisture that permeates into the
gloveboxes in order to avoid excess loading of the tritium
scavengers, but the drierswill also remove any HTO that may
be present.

The rationale for further splitting the glovebox-cleanup
function is that the DTHPS has its own internal containment
and the DTHPS glovebox represents atertiary containment. It
will normally have no or very low levels of tritium, so it will
reguire essentially no cleanup on an ongoing basis. The FTS
and TFS gloveboxes have comparable levels of tritium activ-
ity, so mixing these will have no significant effect on cleanup.
Another factor isthe potential for dilution. Sincetheeffective-
ness of cleanup isto some extent driven by the initial concen-
tration of tritium, mixing essentially clean streams with
contaminated streams actually decreases the tritium concen-
tration in the contaminated stream, resulting in reduced cap-
ture efficienciesin some devices.

The third category consists of the vacuum systems that
service the helium processes. Again, a further subdivision of
this group separates the “ clean” sources, specifically the FTS
base, dome and cooling loop, permeation cell seal, stalk

Y
Inert v
v :’zﬁ Target
< DTHPS GB ’(‘ Fill/transfer prepargtion
= < j station (FTS) facility
g 2 DTHPS SC
E Low T, inert I
% | Low T, air
o Tritium 3
. Moving
% fill Process cryostat Target
£ station vacuum transport characterization
= (TFS) systems cart (MCTC) facility
5 | |
High T, inert
E11354
Figure 89.23

The Room 157 Tritium Recovery System must deal with air and inert gas streams from a variety of sources.
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aligner, and borescope, from potentially contaminated sources.
Using amonitor to confirm the absence of tritium, the exhaust
isrouted directly to thestack. If tritium activity isdetected, the
stream is combined with the other helium vacuum exhaust
streams for treatment.

All other helium vacuum exhaust steams are combined into
acollection tank. A pump circulates the gas through adrier to
remove any HTO, a Ni catalyst bed cracks any organically
boundtritium, and finally ascavenger bed removestheproduct
HTO. The subsystem pressureis capped by arelief valve that
discharges to a second tank, which can also recirculate any
effluent through a second scavenger. The gas in this second
loop should beessentially tritium free and should berel easable
to the environment. Any discharged gasis neverthel ess moni-
tored, and, if it requires further decontamination, it can be
routed to the air vacuum exhaust for additional processing.

Thefinal category comprisesair vacuum exhaust streams.
These streams are not subdivided since they are all normally
active, sothey will require aroutine processing. The streamis
initially passed through adrier bed to remove any tritium that
might be present as HTO. This may be sufficient to allow the
exhaust to be released to the stack, so the stream is monitored
at thispoint and, if possible, sent to stack. If thelevel of tritium
activity isstill abovethereleasecriteria, thestreamisrouted to
acatalytic oxidizer to convert any tritium that may be present
as HT or organically bound tritium (OBT) to HTO. This
effluent is then passed through a condenser and another drier
bed before going to stack. The final effluent is once more
monitored for compliance purposes.

The catalytic reactor most suitable for the LLE application
is palladium-coated alumina operated at high temperature
(~450°C) and sized to give aresidence time of about 4 s. The
reactor isfollowed by achiller to cool theexhaust beforeit goes
into a drier bed. The catalytic reactor, chiller, and drier beds
used in this application are designed for high flow and low
resistance to minimize the need for additional pumpsto move
the gas through the detritiation loops.

All the tritium removal beds have provision for in-situ
regenerationto eliminatetheneed for routinebed removal. The
regeneration of the HT scavenging beds is accomplished by
heating the bed and using ahelium carrier flow to accumul ate
the released HT on a cryogenic molecular sieve before it is
transferred to atransportable U-bed for eventual removal from
thesystem. Thus, any captured HT will remaininthe elemental
form throughout the entire tritium cycle.
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Thedrier bedsareal soheatedfor regeneration, releasingthe
HTO, whichiscarried by an N, gascarrier toachiller followed
by acondenser toremovethebulk of themoisture. Thegasthen
flows to a polishing drier bed, is monitored, and finally
released to stack. The recovered moisture, including HTO, is
collected in liquid form for interim storage, pending final
disposal. Regeneration of driersisby reverse flow to counter-
act HTOtailing inthedrier beds. Hot, dry nitrogen gasis used
asacarrier to achieve dew points below —100°C. Thisallows
an extended operating cycle while still maintaining the low
outlet tritium concentration needed to meet emission targets.

Tritium Removal Technologies

A number of viable options are available for removing HT
frominert gas streams, and given the number of helium-based
streamsat LLE, every effort was madeto use this capability to
minimizetheproductionof HTO. Thefollowing section exam-
ines the technol ogies that were applicable to the LLE Tritium
Removal System.

1. Uranium Beds

Uranium reacts exothermically with hydrogen at room
temperature, forming UH3. Uranium has a high storage capac-
ity for hydrogen (up to 300 scc/g U) and uniform reaction
kinetics over a very large H/U ratio. The decontamination
factor varies depending on flow and tritium concentration, but
apractical minimum effluent concentration of <2 mCi/md is
achievable.!

The hydriding reaction is reversible, and by heating the
hydrideto ~400°C, the hydrogen isreleased, restoring the bed
to its original state. Varying the amount of heat applied can
control thehydrogen rel easerate. However, uraniumreactsnot
only with hydrogen, but also reacts strongly with oxygen and
somewhat with nitrogen at room temperatures. Both the oxida-
tionand nitriding are exothermic and becomemorevigorousat
elevated temperatures. When purged with air, U-beds will
release stored tritium.

For this reason, uranium can be used only for tritium
removal from inert gas streams. It will remove large amounts
of tritium with high efficiency and will do so for considerable
carrier gas flow rates. Its affinity for oxygen and, to some
extent, other gases serves to purify the tritium since only the
hydrogen isotopes are released when uranium is heated, al-
though at the cost of irreversibly reacting with the uranium.
U-beds have been extensively used, and a very large experi-
ence base exists to support this application.
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Uranium is not recommended for inert glovebox atmo-
sphere cleanup since the practical decontamination level of
~2 mCi/m3 is higher than desired. It is best used where large
quantities of tritium must be removed and where the effluent
will not be released to stack.

2. Zirconium-lron (ZrFe) Beds

The ZrFe alloy known as ST-198 can al so scavenge tritium
frominert gasstreamssinceit formsastabletritide that can be
reversibly decomposed.? It has arather modest storage capac-
ity for tritium (0.8 scc/g aloy yieldsa1-mCi/m3 vapor present
over the aloy) but can decontaminate to uCi/m3 levels if
tritiuminventory of thealloy iskept sufficiently low. Although
it requires a substantial residence time (>3 s) to achieve good
detritiation, it is an excellent tritium scavenger for glovebox
decontamination and for polishing exhaust streams before
stacking. Since ST-198 reacts very slowly with nitrogen at
roomtemperature, it can beused to scavengeHT fromnitrogen
streams.3 It does not react with organics (CH,), so it will not
scavengetritiated organicsfrom agasstream unlessthe stream
has been preconditioned with a nickel catalyst to crack the
organics to produce HT.4° While ST-198 can be regenerated
by heating, it degrades during this process and consequently
has alimited lifetime.

Likeuranium, ST-198 reactswith oxygen at room tempera-
ture and with nitrogen at elevated (=450°C) temperatures.
Both reactions will release stored tritium. ZrFe is best where
quantities of hydrogen isotopes are limited, but where the
effluent tritium concentration must be suitable for release to
the environment.8.7

3. Cryogenic Molecular Sieves

Cryogenic molecular sieves can scavenge hydrogen iso-
topes from a helium carrier by adsorbing the hydrogen mol-
ecules. Depending on the partial pressure of hydrogen that is
acceptable, molecular sievesoperating at liquid nitrogen (LN)
temperatures can have a high capacity for hydrogen isotopes.
However, thetritiumisnot firmly bound inthemolecular sieve
at 77 K, so thetritium residence time in the bed is finite. The
residence timeisafunction of both flow and geometry in that
longer beds and lower flows yield a longer time to break-
through. Warming the molecular sieve slightly above LN
temperatures (i.e., to ~100 K) will rel ease the stored hydrogen
isotopes. At these temperatures, al other gases will remain
firmly adsorbed, thus allowing the recovery of pure-hydrogen
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isotopes. Thesegasescan, however, bedesorbed by heatingthe
molecular sieveto 350°C, regenerating the molecular sieveto
itsoriginal condition.

These characteristics make cryosorption an excellent tech-
nigue to scavenge tritium from helium gas streams. Low
exhaust levels of tritium activities can be achieved by limiting
the amounts of tritium in the molecular sieve and by monitor-
ing for impending breakthrough. When breakthrough becomes
evident, the bed needs to be valved out of service so it can be
unloaded. The unloading process proceeds rapidly since the
bed needs to be warmed to only 100 K for complete
HT unloading.

Figure 89.24 illustrates the efficacy of a cryogenic mole
sievebed toremove HT from ahelium stream containing up to
800 mCi/m3. During this test, the activity downstream of the
bed remains below 0.3 mCi/m3 until breakthrough occurs.

107 T T T | | 15
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04F |

Upstream activity (Ci/md)

02F |1

Downstream activity (mCi/md)
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Figure 89.24
Transfer of tritium from 800-g ST198 bed to cryogenic mole sieve bed with
a28 sLPM helium carrier until tritium breakthrough is observed.

The chief disadvantage of cryosorption is that it requires
liquid nitrogentemperaturesto retain the hydrogenisotopeson
themolecular sieve. Thismeansthat aloss of cryogenicscould
result in the inadvertent release of hydrogen. This capture
technology isnot passively safe. In addition, the complexity of
cryogenic handlingiscostly and requirestechniquesand skills
that are not commonplace. An example is the need for regen-
erative heat exchangers as part of any cryotrap to obtain high
utilization of liquid nitrogen inventories.
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System Configuration

A comprehensive tritium removal system (presented sche-
matically in Fig. 89.25) hasbeen designed and isbeing built so
that LLE can perform its research program and still meet
tritium emission targets. To ensurethat thissystem can provide
the desired detritiation performance and also provide the
highest practical degree of staff safety, al relevant technolo-
gies were extensively reviewed. Based on this review, ZrFe
scavenger beds are used to reducetritium levelsto low values,
cryogenicmolecular sievesareusedto concentratetritium, and
uranium flow-through beds are used to capture large amounts
of tritium. Nickel catalysts are used to crack organics, Pd on
alumina is used to oxidize any tritium compounds in air
systems, and 5A molecular sieve driers were selected to re-
moveHTO. Thetechnol ogiessel ected for thefinal designwere
those judged most suitable based on demonstrated robustness,
effectiveness, and real-life operating experience.

ADVANCED TRITIUM RECOVERY SYSTEM
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Establishing Links Between Single Gold Nanoparticles
Buried Insde SO, Thin Film and 351-nm
Pulsed-L aser-Damage M or phology

Introduction

Over thepast several yearsresearch hasindicated that nanoscale
defects, dispersed inside thin films with relatively low abun-
dance, are a major laser-damage-initiation source in the UV
spectral range.1™ The extreme difficulties in characterizing
these defects virtually stalled the experimental effort to iden-
tify the laser-damage mechanism. This situation led to a
proposed model SiO,-thin-film system® with artificially intro-
duced gold nanoparticles serving as well-characterized ab-
sorbing defects.

Advantagesof such asystemincludehighintrinsic-damage
resistance of SiO, thin film—which allows artificialy-intro-
duced-defect—driven damageto be separated fromtheintrinsic
damage—and the possihility to control thelocation and size of
thenanoparticles. Optical parametersof gold nanoparticlesare
well documented in scientific literature,® and different-sized
particles, with narrow size distributions, are available in the
form of gold colloids.

Our previous work® focused on comparative atomic force
microscopy (AFM) investigation of the nanoparticle and
351-nm damage-crater areal density statistic. The results pro-
vided the first experimental evidence of the laser energy
absorption process spreading from the defect into thethin-film
matrix during the laser pulse. The process starts with an
absorption in a particle. As the temperature rises, energy
transfer from the particle (viaUV radiation, thermionic emis-
sion, heat conduction, etc.) to the surrounding matrix causes
its effective conversion to an absorptive medium and, conse-
quently, damage.

The next step in this work is to establish a direct link
between asingle nanoparticle buried inside a SiO, thin film at
aparticular location and the film morphol ogy changes caused
by pulsed-laser irradiation. The AFM mapping of the film
surfaces after particle deposition and laser-irradiation steps
opens the possibility of finding, for each detected damage
crater, the corresponding nanoparticle, initiating crater forma-
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tion. Asaresult, akey question is addressed—How does the
damage scale (crater depth and lateral size) correlate with the
particle size? Surprisingly, the correlation appears to be very
weak, which is explained by the peculiarities of nanoscale
defect/host matrix interaction in the inhomogeneous thin-
film medium.

The nanoparticle/damage crater correlations also allow
direct comparisonsof energy depositedin aparticleand energy
required for crater formation. The results confirm damage
mechanism, considering absorptioninitiationinaparticlewith
subsequent growth of the absorbing volume within the sur-
rounding film matrix on the later laser-pulse stages.

The same correlationsreveal crater formation probabilities
as a function of the local laser fluence. By extrapolating a
probability curveto zero value, one can find the laser fluence
at which only limited matrix melting and no crater formation
occur, which, later in this article, will be referred to as
“nanoscale” damage threshold. Experimental damage thresh-
olds derived this way allow a more-meaningful comparison
with theories that consider matrix melting as a damage onset.

Experimental
1. Damage-Test Sample
Sample preparation involves several steps:

(8) Fused-silicaglass 7980 is cleaved to ~14 x 7 x 6-mm
pieces to provide a virgin unprocessed surface (14 x
6 mm) for SiO, thin-film deposition.

(b) ThesampleistakentotheAFM (Nanoscopelll, Digital
Inst./Veeco) equipped with a nano-indenting diamond
tool, which is used to produce small, ~1-um-lateral-
size, 100-nm-deep indentations organized in asquare-
type pattern with ~20-um sides. This pattern is later
used asareferenceto help find the AFM-mapped areas
on the sample surface.
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(c) The 120-nm-thick SiO, coating is prepared by con-
ventional e-beam deposition (base pressure 1.3 x
1076 Torr; deposition rate 26 nm/min).

(d) Gold nanoparticles in the form of gold colloid are
diluted in isopropanol (to achieve an average areal
density of 0.3to 3 um~2) and deposited by amicropipet
onto a SiO,-coated surface. Three particle sizes are
used (5.2-nm, 8.4-nm, and 14.3-nm average diameter)
but only one size is used for each experiment. The
particle-size distributions provided by the supplier
(Ted Pella, Inc.) are presented in Fig. 89.26.

(e) Aftersolventevaporation (special attentionispaidhere
to the solution-drying protocol to prevent particle
agglomeration), the sample surface is mapped by the
AFM at several |ocations (each map covers~6 x 6-um
area) in the vicinity of the indentations. Only a few
agglomerated particles, mostly in the form of duplets,
can befound at eachlocation. Their portionislessthan
10% of the total particle population.

(f) Asafina step, the sampleistaken asecond timetothe
coating chamber and coated with an additional 60-nm
layer of SiO,.

The SiO,, thin-film sample resulting from this procedureis
180 nm thick and containsgold nanoparticlesat awell-defined
depth of 60 nm (Fig. 89.27).

An additional sample, not containing particles, is prepared
for each experiment, following the above protocol, to make
available an undoped SiO, damage-test reference.

EstaBLISHING Links BETWEEN SNGLE GoLb NanorarTIcLES BURIED INSIDE SO, THIN FiLm

2. Damage Testing and Sample Irradiation Conditions

The 351-nm, 0.5-ns pulsesfrom aNd-doped glass|aser are
used for 1-on-1 damage-threshold evaluation. Laser-beam
spot size (~400 pm) and fluence distribution are obtained from
images captured by aClD (charge-injection device) camerain
asampleequivalent plane. Damage onset isdetected by means
of 110x-magnification dark-field microscopy and, since opti-
cal tools are used to determine damage threshold, it will be
referredto asan “ optical” damage threshold. The“ nanoscal €”
damage threshold, associated with the onset of crater forma-
tion and derived from the AFM investigation of the post-
irradiated coating morphology, will beintroduced later in this
article. The maximum laser fluencelevel, used toirradiate the
AFM-mapped sites, is varied 10% to 70% above the optical
damage threshold. Under these conditions, laser-damage

Gold nanoparticles

SO, film

IS0, fim

Fused-silica substrate
(Corning 7980, cleaved glass)

G5321

Figure 89.27
Schematic presentation of the SiO2 samplewith embedded gold nanoparticles.
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Figure 89.26

Nanoparticle-size distributions provided by the supplier (Ted Pella, Inc.): (a) 5.2-nm, (b) 8.4-nm, and (c) 14.3-nm average diameter.
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morphology is represented by submicrometer-scale craters
(Fig.89.28). Thelaser-beam spot usually coversseveral mapped
sites, which ensures that different damage levels at different
mapped sites will be achieved.

G5398

Figure 89.28

The AFM map of a SiOy coating containing 8.4-nm gold particles and
irradiated by a laser pulse with 4.6-Jcm? fluence. The indentation in the
center of the map serves as a site identification.
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3. AFM Mapping

The very small particle size (up to ~4 nm) limits the
maximum AFM scan size during particle mapping. Dueto tip-
sample convolution effects, a 5-nm-diam particleistypically
imaged as a feature with ~20- to 25-nm lateral size. Note that
modest convolution does not affect the vertical scale, which
gives a true particle diameter provided that the pedesta is
reasonably flat. Bearing thisin mind, 2 x 2-um or 3 x 3-um
AFM scansfor 5.2-nm and 8.4-nm particles, correspondingly,
wereperformed. Thehighest-available, 512 x 512-pixel image
resolution ensures at least five to six data points (pixels) per
particle diameter. This requires performing six or seven over-
lapping, 2 x 2-um scans to create a map with a sufficient
number of particles for size-effect studies and analyses. The
AFM was operated in atapping mode and employed Si probes
withtipradii typically better than 10 nmand apex (last 200 nm)
cone angles better than 20°, ensuring ~10-nm lateral resolu-
tion. A crater vertical wall slope up to 70° wasimaged without
convolution along the scan’s x axis (along cantilever beam)
andupto80° alongthey axis. Typical particleand crater cross-
sectional profilesobtained from AFM images are presented in
Fig. 89.29.

Results and Discussion
1. Damage Thresholds

The damage-threshold measurement results are summa-
rized in Table 89.1. The introduction of gold nanoparticles
causes a dramatic reduction in damage threshold. For the

(b) Section analysis
T T T T
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Figure 89.29

Cross-sectional profiles taken through (&) 8.4-nm particles and (b) atypical damage crater.
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smallest, 5.2-nm particles, a 4.4-fold reduction, compared to
the undoped reference sample, is observed. An even larger
threshold drop was found in our previous experiment® using
the same 5.2-nm particles. It is attributed to particle agglom-
eration, which isal but eliminated in this work.

The damage-threshold fluence plotted in Fig. 89.30 as a
function of the average particle size can be approximated by

Fn ~YR', D

where Risthe particleradiusand t ~ 0.4 to 1.0.

An extrapolation of this dependence (Fig. 89.30) to the
intersectionwith thethreshold valuefor theundoped reference
sample Fy, = 27.1 Jcm? alows rough estimates for the ab-
sorptivity of the intrinsic absorbing defects. By fitting Eq. (1)
to the experimental data with their designated error bars, one
finds that the possible range for x intercepts lies between
0.1 nmand 1.4 nm.

35 T T T T
&E\ 30 :l EReferencegample(no particles) -
s 25 —1 i
5 20 - -
=)
S 151} i
:@ 10 (5.2,6.2) .
= 5L e (84,42 (143;34) |
'_‘_'\n—Q—c
0 | | | |
0 4 8 12 16
css7 Particle size (nm)
Figure 89.30

Damage threshold as afunction of the average particle size. The solid lineis
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Itimpliesthat intrinsic defect absorptivity should besimilar
to the absorptivity of gold particles with a size <1.4 nm.
Considering Si clustersin SiO, filmasprimecandidatesfor the
intrinsic nanoabsorber role and using Si cluster absorptivity’
and bandgap/cluster size dependence® data, an estimatefor the
cluster diameter givesvaluesof .3 nm <D <2 nm.

2. Mechanism of Laser-Energy Deposition Inside Thin Film

In all experiments with 5.2-nm and 8.4-nm particles and
laser fluencesfrom 2to 7 Jem?, craterswerefound exclusively
at the positionswhere particleswere lodged during deposition
(Fig. 89.31). This provesthat (1) particles adhere to the SiO,
film and are not displaced during deposition of the 60-nm
capping layer, and (2) absorbing gold defects al one contribute
to the damage process at threshold laser fluences.

This one-to-one link between each nanoparticle and the
laser-induced local changes in film morphology has a great
advantage over other, nonlocal approaches. For instance, en-
ergy absorbed by theindividual nanoparticle can be compared
with energy required to produce a crater at this location. The
calculation of energy absorbed by the particle is based on a
simple formula:

Eavs = FOaps: ()

where F isthe experimentally determined laser-fluence value
and o, i's the Mie® absorption cross section.

In the small nanoparticle approximation 2R << A, fully
applicablefor particle sizesusedin thiswork, according to the
Mie theory,? the cross section of this processis dominated by
dipolar absorption:

w & (w
the best fit using Fih ~ 1/Rt approximation. Numbers in brackets indicate O aps(0) = 9—8%2V0 2( 2) > ©)]
particle size and threshold values, respectively. ¢ [81((0) + 28m] +&y(w)
Table 89.1: Damage thresholds of SiO,, film containing gold nanoparticles.
Nanoparticle Average Size Damage Threshold
(nm) (Jem?)
5.2 6.2+0.2
84 4.2+0.1
14.3 3.4+0.2
Reference sample (no particles) 27.1£3.0
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where V is the particle volume [V, = (4/3) R3], &y, is the
dielectric function of the medium (SiO,), &(w) and &(w)
are the real and imaginary parts, respectively, of the particle
dielectric function, and wis the laser frequency. The calcula-
tion was done for particle sizes ranging from 4 nm to 12 nm,
&m = 2.19 for SIO,, and data for & and &, are taken from
Kreibig et al.®

Theenergy required to produceacrater can be estimated by
assuming that the material within the crater volume is heated
up to the boiling point with subsequent vaporization. The
presence of the melting stage is supported by the crater mor-
phology. The glassy, structureless walls and a rim elevated
above average surface level [Fig. 89.29(b)] are missing the
characteristicgranular structureof thesurrounding film, which
provides clear evidence for melting and resolidification into
the glass-type structure during the cooling stage.

Assuming this mechanism, the energy required for crater
formation is expressed as

Eor = Ver[Cp(Th — 298K) + Hiys + Hygp) @)

where V, is the crater volume, C is the silica heat capacity,
p is the density, Ty, is the boiling point, and Hy,s and Hy 4,
are the heat of fusion and heat of vaporization, respectively.
Values of the parameters used for the calculation of E., are
C =741 Jkg K, p = 2200 kg/m?3, T, = 2503 K, Hy e = 3.12 x
108 Im3, and Hy g = 7.6 x 109 IJm3,

C and p are considered independent of temperature for a
lack of availablehigh-temperaturedata(>2000K). Takinginto
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Figure 89.31

AFM images of ~2 x 2-um surface area containing six
nanoparticles: (a) nanoparticle map, (b) same area after
60-nm SiO, overcoat and irradiation. The craters are
formed at exactly the nanoparticle locations.

0nm

account that the heat capacity for most glasses increases over
the temperature interval of 1 K to 1900 K would result in an
~16% increase in the E, value calculated from Eq. (4). V, is
derived from AFM data.

Theresultsof calculationsfor E,,gand E,, for eight sel ected
nanoparticles and corresponding craters are presented in
Table 89.11, which clearly shows that, considering that the
energy absorption process islocalized inside the particle, the
amount of energy absorbed cannot provide crater formation
since Eg < E, for @l but one particle (last row).

This conclusion is valid not only for a chosen set of par-
ticles and corresponding craters but also for the majority of
such pairs from Fig. 89.32 and all particle/crater pairs from
Figs. 89.33(b) and 89.33(c). One must also keep in mind that
the energy balance considerations, presented above, are sim-
plified. It implies that all of the energy absorbed inside the
particleisusedtoformacrater. It doesnot takeinto account the
heating of the volume surrounding the crater and particle, as
well asradiative losses. The former contribution can be quite
significant since the temperatures in the immediate particle
vicinity are much higher than at the sample surface.

These additional dissipation channels cause the energy
deficit between Eg and E,, to widen, confirming earlier®
findings that absorption initiated in the gold nanoparticle
spreads out to the surrounding matrix during the laser pulse.
The conversion of the transparent matrix into an absorptive
medium involves energy transfer from the particle heated to a
high (up to ~10% K) temperature.19 The possible channels
include ionization by thermal UV radiation, 10 electron injec-
tion through thermionic emission, and thermal ionization via
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conductive heat transfer.1 Themodeling of absorbing volume
(plasma ball) growth by Feit at al.12 pointed to exponential
behavior of this process as a function of laser fluence.

3. Nanoparticle Size/Damage-Crater-Depth Correlations
The next question to be addressed is how damage-crater
scale(depth, lateral size) correlateswith particlesize. Sincethe
crater’s lateral size and depth showed qualitatively similar
behavior asafunction of particle size, the crater depthis used
here for illustration purposes. It is useful to mention here that
the intuitive expectation that the crater depth should be the
well-defined depth (60 nm) at which particlesarelodgedisnot
supported by the experimental results. In fact, craters with
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depths ranging from 10 to 160 nm are produced for 5.2-nm-
and 8.4-nm-average-size particles at different laser fluences
(seeFigs. 89.32 and 89.33). If energy deposited in the absorb-
ing volume is low, only partial evaporation of the material
above the particle takes place and shallow craters with depths
<<60 nmareformed. Intheother limit, withincreasing energy,
the absorbing volumeis also growing and craters with depths
exceeding 60 nm can be formed. In the first approximation
[Eq. ()], the absorption cross section for small particles is
proportional to the particlevolumeV,. Accordingly, onemight
expect fairly strong crater-size/particle-size dependence. Ex-
perimental findings showed two distinctively different cases,
represented in Figs. 89.32 and 89.33.

Table 89.11: Energy absorbed by the particle and energy required for crater formation.

Crater
Particle Size Oaps F Eabs Depth Lateral Size" Eq
(nm) (cm?) (Jecm?) () (nm) (nm) ()
4.0 22x10714 32 7.0x 10714 60 47 40x 10713
5.3 49 x 10714 4.0 2.0x 10713 72 53 6.1x 10713
6.3 7.1x 10714 40 2.8x 10713 86 64 1.1x 10712
8.1 1.7 x 10713 4.0 6.8 x 10713 88 63 1.1x10712
9.2 25x 10713 4.6 1.2x 10712 120 83 25x 10712
10.4 34x10713 4.6 1.6 x 10712 124 95 34x10712
11.8 52x 10713 4.6 2.4x10712 130 112 49x 10712
10.0 32x10713 2.3 7.4x 10713 54 50 4.1x10713
*The lateral size is measured at the average level of the film surface [see Fig. 89.29(b)].

(& F=3.2Jcm2

(b) F = 4.0 Jcm?2

(c) F=4.8Jcm?2
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Figure 89.32

Crater depth as afunction of the particle size for 5.2-nm-average-size particles and laser fluence (a) 3.2 Jem?, (b) 4.0 Jcm2, and (c) 4.8 Jcm2.
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Inthefirst case, described by laser fluencesof lessthan 70%
of theoptical damagethreshold, almost no correlationisfound
between particlesizeand crater depth [Figs. 89.32(a), 89.32(b),
and 89.33(a)]. Moreover, at these low laser fluences, when a
minor fraction of particles gives rise to crater formation, a
situation isfrequently encountered where small particlesform
cratersbut alarger particlelocated within adistance of ~1 um
does not. At a constant laser fluence for both particles, the
strong influence of theinhomogeneouslocal particle environ-
ment inside the SiO, film becomes apparent for the laser-
energy absorption process and the dissipation channels.

In agreement with a model that considers the effective
growth of the absorbing volume caused by particle/matrix
interaction during the laser pul se, two factors define the effec-
tiveness of laser-energy deposition:

a. Absorption of laser-pulse energy by the particleitself. In
aporousthin-film medium, the nanoparticle’sphysical contact

with the host matrix is not perfect (Fig. 89.34), which results
in the effective dielectric function egs:

©)

Em 2 Eef 2 E4r =1

Taking data from the literature® on & (351 nm) for nanopar-
ticleswith size2R=5nm (g, =-0.8, &, = 6.2) and &, (SIO,)
= 2.19, we obtain from Eq. (3)

Oas (SIO2)/0aps(air) = 2.5.

() F=23Jcm?

(b) F = 4.6 Jcm?

Thisresult revealsthe potential for significant variationin the
effectiveness of damage initiation depending on the local
physical environment of each gold nanoparticle.

b. Absorption by the matrix modified via energy transfer
fromthe heated particle. Energy transfer from aparticle heated

toahightemperatureintheearly stagesof thelaser pulsetothe
surrounding film matrix is an essential part of the damage
process. To achieve absorption in the particle-surrounding
matrix, the energy should be transferred in a time scale of
laser pulse length. Any air voids between particle and matrix
(Fig. 89.34) will dramatically reducetherate of such processes
as either heat transfer by thermal conductivity or injection of
electrons through thermionic emission. The same voids of the
order of particle radius, dueto geometrical factor, will reduce
fluence of the UV radiation coming from the heated particle
and consequently matrix ionization rate.

Particle in porous medium

G5323a

Figure 89.34
Schematic presentation of the particle embedded in the porous medium.
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Crater depth as afunction of the particle size for 8.4-nm-average-size particles and laser fluence (a) 2.3 Jcm?, (b) 4.6 Jcm?2, and (c) 6.7 Jcm?2.
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As aconclusion, effectiveness of the energy transfer from
theparticletothesurrounding matrix, facilitating growth of the
absorbing volume and energy acquisition fromthelaser pulse,
isastrong function of the local particle environment.

In summary, randomness in the local particle environment
in the inhomogeneous thin-film medium introduces random
variationsin crater sizeand the probability of crater formation.
Thesevariations, at | aser fluencesbel ow optical damagethresh-
old, dominate particle-size effects aslong asthe size variation
is modest, i.e.,, £25%. An interesting implication from the
above considerationsisthat porousthin filmswith large voids
might bemoredamageresi stant than densefilms, provided that
nanoscal eabsorbersremainthesame. High UV damagethresh-
olds of sol-gel—derived coatings, 13 characterized by largefree
volume, provide additional support for such a hypothesis.

Thesecond caseischaracterized by very slow linear behav-
ior of crater-depth/particle-size dependence at laser fluences
exceeding the threshold by 20% to 70% [Figs. 89.33(b) and
89.33(c)]. At these laser-fluence conditions, all gold nano-
particles, mapped by the AFM, give rise to crater formation
(100% probability), yet cratersshow surprisingly narrow depth
distributions. Such a trend provides an indication that, with
increasing pulse energy, the influence of initial conditions
(local environment; particle-size variation) on the final re-
sult—crater formation—becomes less important. This can be
explained by assuming that the ionized matrix in the particle
vicinity starts taking on the dominant absorber role. In this
case, the effective absorbing volume of the matrix should be
much larger than the particle volume. Theradius of thismatrix
volume should be several times larger than both the particle
radius and the average void diameter. Such an increase in
effective absorhing volume allows averaging over many local
inhomogeneities, resultinginasignificant reductioninrandom
variation of the crater depth.

An exampleof theintermediate casefor 5.2-nm particlesis
presented in Fig. 89.32(c), where crater-depth variation is
reduced compared tothelow fluencedatain Figs. 89.32(a) and
89.32(b), but still significantly larger than for the above-
threshold fluencedatapresentedin Figs. 89.33(b) and 89.33(c).

To summarize results on particle/crater correlations: At
laser fluences below the optical-damage threshold, effects
caused by +25% variations in particle size are obscured by
strong local influenceof theinhomogeneousthin-film medium
onthecrater-formation process. With increasing laser fluence,
the probability of crater formation also increases, while the
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crater-depth variation is reduced due to the averaging effect
caused by the larger absorption volume.

4. Crater-Formation Probability and “Nanoscale” Damage

Thresholds

The possibility of detecting laser-induced morphological
changes in thin film at each mapped nanoparticle location
allows one to investigate the probability of crater formation
for an ensemble of particles confined to a small area (typi-
caly ~6 x 6 um), within which the laser fluence can be
considered constant.

The probability of crater formation can be defined as the
ratio of the number of particles giving riseto crater formation
tothetotal number of particleswithin the mapped area. Taking
into account that craters are detected only at particlelocations,
thisisalsotheratio of thenumber of craterstothetotal number
of particleswithin thearea. The probabilities calculated in this
way for 5.2-nm- and 8.4-nm-average-diam particles are pre-
sented in Fig. 89.35 asafunction of laser fluence. An extrapo-
lation of the crater- formation probability curve to zero
probability level allows one to define alaser-fluence value at
which only localized melting and no vaporization of the
material are observed.
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Figure 89.35

Probability of crater formation as a function of laser fluence. Numbers in
brackets indicate crater/particle ratio for each mapped site. Nanoscale dam-
age thresholds are derived from an extrapolation to zero probability.

Defined thisway, nanoscal e damagethresholdsare derived
as~3.0 Jcm? and ~1.5 Jem? for 5.2-nm and 8.4-nm particles,
respectively. These are more than afactor of 2 lower than the
ones obtained through optical microscopy observation. The
introduction of such a threshold establishes a basis for more-
meaningful comparison between theory and experiment, since
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themajority of theoretical approachesconsider damageonset to
occur when the film material reaches the melting temperature.

Recent theoretical work by P. Grua and H. Bercegol14
appliedtheMietheory toasimilar systemof gold nanoparticles
embedded in a glass matrix. The gold particle reaching the
melting temperature was chosen as a damage criterion for
cal culating damagethreshold. For 3.6-eV photon energy (pho-
ton energy of 351-nm radiation = 3.53 eV), 0.5-ns pulses, and
particles of 2R = 6-nm size, the calculated damage threshold
becomes ~0.4 Jcm?. Thisvalue is much lower than ~3-Jcm?
nanoscale threshold for 5.2-nm-average-size particles ob-
tainedin thiswork and associated with the matrix melting. The
difference may be attributed partialy to the fact that gold’'s
melting temperature Ty, = 1336 K ismuch lower than silica’s
melting temperature Tg; o, = 1986 K, which again pointsto the
importanceof using similar damagecriteriafor both theory and
experiment. Inthework of F. Bonneau et al ., thesimulations
of nanometer-scale-inclusion—driven laser damage of fused
silica indicated that damage onset occurred when the SiO,
matrix reached the melting point. For 10-nm-diam Al nano-
particles and irradiation conditions identical to this work
(351 nm, 0.5 ns), the calculated threshold was Fy, ~ 2 Jem?.
The fact that this article reports nanoscale threshold of
1.5 Jem? for similar-sized, 8.4-nm gold particles unfortu-
nately does not indicate an agreement between theory and
experiment. Taking into account the difference in the absorp-
tion cross section and other relevant parametersfor aluminum
and gold results in a significant reduction in the calculated
threshold value when substituting Al particles with Au. This
pointsto the necessity for further theoretical and experimental
investigation of the damage mechanisms.

Conclusions

* Introduction of gold nanoparticles into an SiO, thin film
leads to a significant reduction in 351-nm damage thresh-
olds. An extrapolation of damage threshold versus particle
size curve to the intersection with undoped sample thresh-
old allows one to estimate the size of intrinsic nanoscale
absorbers (presumably Si clusters) as 1.3 to 2 nm.

* AFM mapping shows excellent correspondence between
particle and crater location, indicating that absorption by
gold particles is solely responsible for the damage initia-
tion.

» Numerical estimates of energy absorbed by gold particles

and energy required to melt and evaporate material within
the crater volume confirm that laser-energy absorption
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cannot beconfinedinsidetheparticle, but rather startsinthe
particle and then, upon temperature rise, spreads out to the
surrounding matrix.

e The particle/crater correlations show peculiarities that can
be explained by theinfluence of thin-filminhomogeneities.
At laser fluences below damage threshold, the probability
of crater formationand damageextent (crater depth) strongly
depends on the local particle environment—effective di-
electric constant, void geometry, etc. When laser fluence
exceeds the optical damage threshold, the crater-depth/
particle-size dependence approaches very slow linear be-
havior. Thisisexplained by the dominating role of absorp-
tion by the defect-surrounding matrix, the volume of which
is much larger than both the volume of the particle and
characteristic film inhomogeneity.

» Theobserved strong influence of the thin-film structure on
UV-damage initiation indicates that thin-film damage re-
sistance can benefit from higher film porosity.

» Crater formation probability as a function of laser fluence
allows one to define conditions when absorption by the
particleis causing only limited melting in the surrounding
matrix without significant vaporization (crater formation).
A laser fluence corresponding to these conditionsisintro-
duced as a nanoscale damage threshold, which should
facilitate a more-meaningful comparison with theoretical
predictions using the onset of the matrix melting as a
damage benchmark.
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Resistive Switching Dynamicsin Current-Biased Y-Ba-Cu-O
Microbridges Excited by Nanosecond Electrical Pulses

The response of a superconductor to the injection of current
pulses depends directly on the quasiparticle dynamicst since
the carriers injected from the external circuit are normal
(unpaired) electrons that disturb the quasiparticle—Cooper-
pair dynamical equilibrium. Most commonly, a current pulse
with an amplitude higher than the sample critical current | is
used (supercritical perturbation), leading to a collapse of the
superconducting state and resulting in the resistive response.
This phenomenon wasfirst investigated in metallic supercon-
ducting thin films by Pals and Wolter? and has been recently
observed by Jelila et al.3 in superconducting Y Ba,Cuz07_y
(YBCO) microbridges. In both cases, a resistive (voltage)
response induced by the supercritical current was reported to
have a certain time delay ty, defined as the delay between the
arrival of the input current pulse and the appearance of the
voltage signal. The ty was directly related to tp, the time
required to achieve collapse of the superconductor order pa-
rameter D. Jelila et al.3 successfully interpreted the ty depen-
dence on the supercritical pulse magnitude, using the theory
developed by Tinkham.1

The supercritical perturbation in a superconducting bridge
can aso be achieved by a suitable combination of the excita-
tion-pulse magnitude |, and the bias current level 14c. In
fact, atwo-dimensional spaceof thesupercritical perturbations
exists, limited only by the conditions lyptg = lpuise + 1dc > Ic
and |4 < I.. Together, the bias current (dc) and the pulsed
current (time dependent) represent simultaneous injection of
both Cooper pairs and quasiparticles into a superconductor,
allowing usto study afull range of the quasi particle-Cooper-
pair dynamics from very weak [(Ipyse = I and Iy ® 0) or
(Tpuise @ 0 and lgc = 1¢)] to very strong (Ipyge >> Ic and
| 4c > 0) perturbations.

The aim of thiswork isto present our studies on supercon-
ducting-to-resistive switching of dc-biased epitaxial YBCO
microbridges, subjected to nanosecond el ectrical pulsesinthe
supercritical perturbation regime. Our studies confirm the
existence of a substantial ty, which dependsin a complicated
way on both the magnitude of I,,s(t) and the value of 14
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biasing the microbridge. Our measurements were interpreted
using a modified Geier and Schon (GS) theory,* which, con-
trary to the Tinkham model, 1 allowed for the incorporation of
thedc biasof asuperconductor anditsrelationwithty. Wehave
also demonstrated that for perturbations much longer than the
electron—phonon time tq y,, the dynamics of the current-
induced resistive stateislimited by the bol ometric processand
tp reduces to the phonon escape time ¢ .

When a long strip of a superconductor is subjected to
supercritical perturbation, injected quasiparticles destroy the
system equilibrium, resulting in the formation of phase-slip
centers, which, inturn, lead to the collapse of Din acharacter-
istictime fpand the development of aresistive hot spot across
the strip’sweakest link. At the early, nonequilibrium, or “hot-
electron,” stage, the quasi-particle relaxation dynamics is
governed by inelastic electron—phonon scattering, while the
later resistive hot-spot-formation stage is a bolometric pro-
cess. Thus, tpshouldinitialy follow t_;, and later belimited
by te. The nonequilibrium processis, of course, measurable
only if thewidth of I, s(t) isof the order of ¢, or shorter.
The tq, which determines the appearance of a macroscopic
resistive state, is related not only to ¢ but also to the sample
reduced temperature T/T. and to the magnitudes of both | s
and | 4 with respect to | ..

Even though the earlier Y BCO experimentsby Jelilaet al.3
were successfully interpreted using the Tinkham theory,! we
choose to use the GS theory* since it isthe only approach that
incorporates the dynamics of both Cooper pairs and quasipar-
ticles. The GS model alows the study of the supercurrent-
induced response in both the hot-electron and bolometric
regimes. It considers a one-dimensional homogeneous super-
conducting microbridge in which Cooper pairs coexist with
quasiparticles. The Cooper-pair dynamicsis described by the
time-dependent Ginzburg—L andau equation,® whilethe quasi-
particle distribution is given by the Boltzmann equation.® The
main featurein the GStheory isthe equation for the conserva-
tion of current between the superfluid (Cooper pair) and
normal fractionsof electrons, andit allowed ustointroduce, in
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a natural way, the bias Iy, in addition to the quasiparticle
perturbation I s(t). In our approach to the GS model,’ the
three aforementioned differential equationsarefirst solved for
aconstant subcritical current (thedc bias), resulting in equilib-
rium values for the parameters of the system at atime >> t
Next, those equilibrium parameters are used as initial condi-
tions to solve the GS equations for Iy, constituted of the
same |4 and avarying transient |, s¢(t). The ty is defined as
the time needed by the normal current component to rise to
50% of the total current through the bridge.

Figure 89.36 presents our GS model simulations of ty
dependence on the reduced bias current i 4. = 14/l and on the
reduced current pulse ipyise = lpuise/lc- The ty dependence on
the supercritical perturbation formsasurface, which exponen-
tially diverges to infinity at theige + ipyse = 1 boundary and
very rapidly drops toward zero at ig; = 1. This behavior is
expected. In the igc + inyse < 1 range, the perturbation is
subcritical and the bridge always remainsin the superconduc-
tive state (only the kinetic-inductive response is possible),
while for ig. > 1, the bridge remains in the resistive state
irrespective of the value of the iy g perturbation. What is
unexpected is the nonlinear t4(iyc) dependence for a constant
Ipuise- From our solution of the GSmodel, shownin Fig. 89.36,
itisobviousthatigcisnot just ascaling parameter intheip s
> 1—iy Switching criterion. The magnitude of the bridge bias
plays the critical role in the switching dynamics not only for

104
103
102 %
=
10 3
0.0 1.
0.2 0

ipulse

72560 1020

Figure 89.36

The time delay tq surface as a function of both the reduced bias current igc
and the reduced current pulse ipyise. The tg dependence on the supercritical
perturbation was calculated using a modified GS theory for the parameters
(T/T¢ = 0.96 and tp = 17 ns) directly corresponding to our experimental
conditions (white lines).
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Ipuise < 1 but also for supercritical iy se'S, asige approaches 1.
Finally, we mention that the white lines, shown on the ty
surface in Fig. 89.36, correspond to our experiments and will
be discussed below.

Our experimental samples consisted of 200-nm-thick epi-
taxial Y BCO filmsdeposited on MgO substratesand patterned
into 8-mm-long, 150-mMm-wide coplanar strips (CPS's) with a
single 25-mm-wide by 50-nm-long microbridge, placed across
the CPS. The bridges were characterized by a zero-resistance
transition temperature T = 82.5 K and a critical current
density J. > 1 MA/cm? at 77 K. For experiments, the samples
were mounted on a copper cold finger inside a temperature-
controlled nitrogen cryostat. Nanosecond-wideel ectrical pulses
from acommercial current-pulse generator were delivered to
the bridge via a high-speed, semirigid coaxial cable wire-
bonded directly to thetest structure. The dc biaswas provided
from an independent source and combined with the current
pulse through a broadband microwave bias-tee. A 14-GHz-
bandwidth sampling oscilloscope was used to monitor the
microbridge response. The oscill oscope was connected to the
sampleviaasecond semirigid cablewire-bonded to the output
contact pads of the CPS.

Figure 89.37 shows a series of waveforms of the time-
resolved resistive switching dynamics of our YBCO micro-
bridge subjected to a 20-ns, 130-mA current pulse at different
|4 levels. Since the | of the microbridge was 125 mA, the
lpuise itself was supercritical, which, when superimposed on
the dc bias, resulted in ;4 Well above .. From the bottom
waveformwith nobiasing tothe second waveformfromthetop
withl4.=0.76 1, theresistiveresponseisseen asthe onset and
growth of the plateau region after theinitial kinetic-inductive
peak. Thetimeevolution of thevoltageresponse startswith the
small inductive peak, asthestill-superconducting microbridge
appearsasaninductive element and differentiatesthe~0.5-ns-
wide rising edge of the input current pulse.” Later, since |y
issupercritical, the superconducting state startsto collapse, as
discussed earlier, giving riseto the resistive response after the
delay time ty. The top (thick line) waveform in Fig. 89.37
corresponds to I 4. > | or, aternatively stated, to the YBCO
microbridge in the normal state. We note that in this case, the
measured output pulse isjust the input current pulse, slightly
distorted duetoresistiveloss of theY BCO CPS. A voltage due
to the flux-creep effect can be observed before the inductive
peak, as the small offset of the waveform, when | 4. increases
toward I.. A similar plateau can also be isolated between the
inductive and resistiveresponses, when ty > 20 ns. Plotting the
l4c-V curve in both cases permitted us to identify a shift
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corresponding to I,se and, therefore, allowed us to compute
the actual amplitude of theinput pul se acrossthe microbridge.

From a series of data sets analogous to Fig. 89.37, but
collected under different experimental conditions, we ex-
tracted the ty values as the time delay between the onset of
the inductive peak (instantaneous with the arrival of the input
pulse) and the half-point of the rising edge of the resistive
region of the voltage response. Our experimental ty values
along with the GS theory are shown in Fig. 89.38. Fig-

soundin’Y BCO averaged over thethree acoustic modes. Thus,
we can conclude that for current excitations that are much
longer than te o, the resistive transition in YBCO films is
governed by thebolometric (equilibrium) processanditstime-
resolved dynamics is limited by ¢ This latter observation
agrees very well with both theoretical® and experimental 10
studies of the response of YBCO films exposed to optical
perturbations. It is also consistent with earlier pulse perturba-

) : . @)
ure 89.38(a) presentsty asafunction of iy, for three different 70 = -
values of i = 0.53, 0.74, and 1.04, while Fig. 89.38(b) 60 H{— Geler \
pulse = = ) . and Schon
shows tq as a function of iy, for ige = 0.68, 0.72, and 50 I oi =104
0.76, respectively. The GS simulated curvesin Fig. 89.38 are _ 40H ipﬂ:: —074
the same as the white lines outlined on the ty surface in 2 (| m ip =053 K-
. . d ) ~ 30 pulse N
Fig. 89.36. The selected levels of supercritical perturbations iy N
werelqa/1c> 1.2, corresponding to theexcitation rangewhere _§‘
the GS, Tinkham, and Pals and Wolter theories start to dis- o 20 -
agree.” We note that the ty data points agree very well with the £
GS theory. The best fit to al our experimental data was = T=79K
obtained for tp=17 ns. Thislatter vaueisexactly the same as 0k Te= 82K
the to for our YBCO-on-MgO films?8 calculated as to = - tp= 17ns \
(4d)/(Kn) = 17 ns, where d = 200 nm is the YBCO film ' ' ' LN, | \
thickness, K = 0.020 isthe average phonon transparency of the 0.5 0.6 0.7 0.8 0.9 10
YBCO/MgO interface,® and n = 2.8 km/s is the velocity of Reduced current bias (ipjas)
70 .
800 —— 60 - - _
dc bias (1) 50 — Geler
I 0.76 B and Schon | 7|
I 073 | 40 @ ipias=0.76 |
600 lo=125mA | 089 o o i =0.72
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I Time (5 ng/div) - Reduced current pulse (ipyise)
Figure 89.37 Figure 89.38

Time-resolved YBCO microbridge response to a 20-ns, 130-mA current
pulse for the various bridge bias levelsat 79 K. Tep = 82.5K; I¢ = 125 mA.
For the top (bold) waveform, the bridge was in the normal state (Iqc > I¢);
note the large voltage offset that is representative of the resistive state of
the bridge.

The measured tg as a function of (a) the reduced bias current igc and (b) the
reduced current pulse ipyise. The solid lines represent the GS theory and
correspond to the white lines in Fig. 89.36. The dashed lines in (a) define
the error range in the amplitude of the current pul se applied the bridge. Note
that the tq scales are logarithmic.
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tion experiments, since the literature datall seem to show that
tpisproportional to the film thickness and itsvalueis consis-
tent with the experimental determination of te for YBCO
deposited on MgO, which is t o = 0.085 ns/nm.

In conclusion, we have presented a study of dc-biased
Y BCOmicrobridgesexcited by nanosecond-long current pulses,
which led to supercritical perturbations and resulted in resis-
tive switching, occurring after a certain delay time ty. Thety
depends roughly exponentially on both the amplitude of the
current pulse and the film dc bias current, in amanner consis-
tent with the GS theory. The duration of the superconducting-
to-resistiveresponseis, inour case, governed by theequilibrium
dynamicsof quasiparticlesinthefilmandislimited by t o, with
no need tointroducethe special tprelaxationtime. Wecanalso
predict that ty could beshortened by using either thinner Y BCO
films or better acoustically matched substrates. The resistive
responseof Y BCO bridgesexposed to picosecond-long pertur-
bations should be limited by the nonequilibrium
te pn interaction time.
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Properties of Amorphous Carbon Films

Introduction

The properties of hydrogenated amorphous carbon (a-C:H)
filmshavebeen studied over the past decade. A broad spectrum
of applicationsranging from carbon-based semiconductors, to
wear-resi stant coatings, to corrosion-resistant surfaces, to coat-
ingson microspheresfor inertial confinement targets has been
identified. Plasma-based deposition systems use several ap-
proachesto decomposethefeed gasand grow thecarbon films:
radio frequencies,! direct currents,2 hot filaments, glow dis-
charges, and saddle fields.# In saddle-field plasmas, electrons
oscillate betweentwo electrodestoionizethefeed gas. lonsare
drawn fromthe plasmaby agentleaxial fieldand aredelivered
toasubstrate beyond thetransparent el ectrodes. lons, radicals,
and neutrals participate in the film growth process.

Theunderlying strength of the saddle-field plasmaconfigu-
ration restsin the ability to control several plasma parameters
independently over abroad range of operating conditions and
to deposit films outside the plasma region. The ion flux and
energy, the ratio of the charged particles to neutral particles
leaving the plasma, the temperature of the substrate, and the
chemical species being deposited on the substrate can be
tailored to optimize film properties for specific applications.
Adjusting these parameters can ater the film density, the
hydrogen content, the intrinsic stress within the films, the
porosity, and the surface morphol ogy.

To understand how deposition conditions influence the
film properties—stress, density, and growth rate—a series of
thin films were grown on flat glass and Pyrex™ plates. The
correlation between film stress and deposition condition was
measured by coating 0.1-mm-thick glasssubstrateswitha-C:H
and measuring the resultant curvature of the bilayer. Density
and growth rate were measured by depositing films on thick
Pyrex™ plates that were masked with stainless steel covers
with an 18.9-mm-diam hole near the center. Subsequently,
films were grown on polyal pha-methylstyrene (PaM$S) and
glow discharge polymer (GDP) microspheres using the condi-
tions established for flat plates. One motivation for this work
wasto establish aprotocol for coating microsphereswiththick,

smooth, high-density hydrogenated amorphous carbon films
for the inertial confinement energy program as a precursor to
growing tritiated films. This paper summarizes the film prop-
erties that were obtained and discusses their dependence on
deposition conditions.

Film Properties

Thedepositionchamber usedinthiswork isaright cylinder.
Stainless steel was the construction material of choice. A
transparent anode grid divides the deposition chamber in half.
Transparent grid cathodes arelocated 15 cm from the anode at
either end of the cylinder. Electrically floated end plates are
positioned approximately 7 cm beyond the cathodes. The grid
open area is approximately 80%. Substrates to be coated are
fixed to the end plates.

Each substrate was cleaned and degreased in an ultrasonic
bath using trichloroethylene, acetone, and methanol in se-
guence. Thesubstrateswerethen rinsed with de-ionized water,
dried, and fixed on the end plate. All depositions were carried
out at or near room temperature. Internal components in the
vacuum chamber wereinspected, removed, and cleaned before
each run. Immediately following a deposition, the film thick-
ness and the radius of curvature of the coated thin substrate
were measured using a profilometer. The surface morphology
was examined under an optical microscope. The films were
subsequently stored in air for more detailed examination.
Surfaceswereinspected daily under the optical microscopefor
changes. The structure of the film was examined by breaking
the coated substrates to view its cross section under a high-
resolution scanning electron microscope (SEM). Thickness
was measured using both profilometry and SEM. Film density
was estimated from profilometry and SEM data.

Surface Condition

The surface smoothness of films bonded to Pyrex™ sub-
strates depended on the deposition conditions but did not
change with time once the deposition was completed. In
general, particulatedepositionincreased with increasing meth-
ane pressure. The roughest films were produced at 27 Pa, the
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smoothest at 1.3 Pa. Film smoothness could be further en-
hanced with hydrogen dilution of the methane plasma.

Films deposited on PaM S microspheres tended to detach
from the underlying structure over the course of several days.
Figure 89.39 illustrates typical ridges that evolved and stabi-
lized on aPaM S shell over 28 days. No deposition conditions
for pure methane plasmas could be found to increase thefilm—
substrate bonding to the level that prevented film detachment
on PaMS shells. Detachment, however, was never observed
on GDPmicrospheresor Pyrex™ substratesevenin puremeth-
ane plasmas.

E11444

Figure 89.39

Surface morphology on a PaMS microsphere 28 days after deposition;
methane pressure: 5.3 Pa, flow rate: 3.5 sccm, anode current: 30 mA, floated
substrate.

Film Cross Sections

A typica film cross section using SEM is provided in
Fig. 89.40. The film, on the right-hand side of the picture, is
intimately bonded to the Pyrex™ substrate. The body of the
filmisdevoid of any microstructure, even at SEM resolutions
on the 10-nm scal g; these films are amorphous. Asthe deposi-
tion proceeds, thefilm growswith the agglomeration of matter
onthesurface coal escing into theuniformly denseand feature-
less layer seen in this figure. Several types of particles are
involved in the growth process: fragmented methane compris-
ing neutrals and radicalswith varying CH atom ratios, includ-
ing C and H atoms;, more-complex CH chains that have
polymerized in the plasma; and solid particles that have dis-
lodged from chamber surfacesand attached to thefilm surface.
Therelative contributions of these components condensing on
the surface to the film growth dynamics depend more on
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hydrogen dilution of the methane plasmathan on the operating
methane pressure. Films grown in pure methane plasmas
exhibit surface roughness and porosity that are unacceptable
for microsphere applications. Surface smoothness improves,
however, when the methane is diluted with hydrogen, and
increasing dilution increases surface smoothness.

Hydrogen dilution has additional effects. Plasma stability
improves with dilution. There is a notable lack of carbon-
aceous deposition on the grids and chamber walls. Undiluted
methaneplasmasareresponsiblefor parti culateagglomeration
in the gas phase and particle production that eventually find
their way to the film surface.

Film substrate ' £
Filnd - 1 .
1 um thick r’ \

™
[

i

Sample TD-9: Pressure 11 Pa (80 mT)
Flow rate: 3.5 sdm, |, = 50 mA
Floated substrate; depositiontime: 7 h

.‘,ﬁ

s LT

E11373

Figure 89.40
Typical film cross section using SEM; methane pressure: 11 Pa, flow rate:
3.5 sccm, anode current: 50 mA, floated substrate.

Internal Stress

The relative intrinsic stress within the films can be esti-
mated from theradius of curvature of the coated thinwafers.>6
The larger the curvature of radius, the lower the relative
intrinsic film stress. The relative stress dependence on fill
pressure and methane concentration for several filmsis pro-
videdinFigs. 89.41 and 89.42, respectively. All datahavebeen
scaled to auniformfilmthicknessof 1 nmfor thiscomparison.

Figure89.41 indicatesthat roughly doubling the deposition
gas pressure from 2.7 Pato 5.3 Pa reduces the relative stress
approximately fivefold. At an operating pressureof 25 Pa, film
stress approaches zero. At the higher operating pressures,
plasma particles impinging on the film surface have lower
impact energies. They are less likely to embed into the film
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bulk. Under these conditions, films grow by particle conden-
sation on the surface rather than by implantation into the bulk.
These films can readjust during the growth process to reduce
internal stress.

Figure 89.42 illustrates that stressin filmsincreases asthe
fraction of hydrogen in H,/CH, plasmas decreases and ex-
ceeds values for films grown in undiluted methane plasmas.
Thetransition to lower stress valuesin pure methane plasmas
most likely reflects the difference in the plasma composition
between diluted and undiluted plasmas.
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Figure 89.41

Stress in hydrogenated films decreases with increasing methane pressure.

Thickness and Density

Densities are derived from the thickness of the film depos-
ited on the substrate through astainless steel mask and thefilm
weight determined by weighing each substrate beforeand after
deposition. Film thickness has been measured using both
profilometry and SEM. A variationin thefilmthicknessacross
the diameter of the mask resulting from a shadowing effect by
themask hasbeenincludedinthedensity calculation. Thefilm
thickness along the border of the mask is smaller than in the
center of the opening. Thickness and density estimates based
on SEM data are considered to be more reliable and conse-
quently used throughout this discussion.

Figure 89.43 illustratesthat film density is strongly depen-
dent on pressure, decreasing with increasing neutral pressure.
At lower neutral pressures the electron temperature in the
plasmais higher. Higher-energy electrons decompose alarger
proportion of the feed gas into smaller neutrals, radicals, and
ions. When these particles condense on the substrate, they tend
to form higher-density, diamond-like films rather than lower-
density, polymeric-like films.

Figure 89.44 demonstrates that film density is also weakly
dependent on methane concentration in the plasma, in general
increasing with decreasing hydrogen dilution. Increasing the
methane concentration in the plasmafor afixed neutral pres-
sure increases the carbon flux to the substrate relative to the
hydrogen flux and leads to higher-density films. At 20%
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Figure 89.42 Figure 89.43

Stress in hydrogenated films increases with decreasing dilution of the
methane plasma.

Hydrogenated film density decreases with increasing methane pressure in
the deposition chamber.
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methane, the atom C/H ratio is8%; at 80% that ratio increases
to 22%. The plasmais predominantly ahydrogen plasmawith
an increasing minority constituent as the methane concentra-
tionincreases. Itisnoteworthy that up to 80% methane concen-
tration, film densities for both neutral pressures are similar,
suggesting that the plasma properties are similar for the two
cases. At 100% the C/H ratio is 25%; however, the lower
operating pressure, 2.7 Pa, yields a film with a significantly
higher density than for the 5.3-Pa case, suggesting that the
plasma properties for that case are very different.
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Er1a6 M ethane concentration (%)
Figure 89.44

Film’s density’ s dependence on hydrogen dilution of the methane.

Growth Rate

Growth rate depends on the operating pressure, as illus-
trated in Fig. 89.45. It peaks near 5 Pa and decreases at both
lower pressures and higher fill pressures. At pressures below
5 Pa, the number of carbon atoms present in the plasmalimits
the film’'s growth rate. The extraction rate is fixed by the
electric field within the plasma sheath, so the film can grow
only at the rate that carbon species enter the sheath from the
plasmaside. The carbon particle density is determined by the
fill pressure. Increasing the fill pressure increases the number
of carbon species available for film growth, as the figure
illustrates. At pressures above 5 Pathe growth rate is reduced
becausetheextractionfield strengthisreduced at the higher fill
pressures. While the carbon species density in the plasmais
high, most of these particles are not available for film growth.
The peak near 5 Pa represents the optimum balance between
available carbon speciesin the plasmaand their extraction rate
for this system.
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Figure 89.46 illustrates the film’s growth rate dependence
on methane concentration at a fixed neutral pressure. Fixing
neutral pressure fixes the extraction field. Increasing the car-
bon species number density within the plasma by increasing
the methane concentration also increases the number of par-
ticles available for extraction. The extraction rate and conse-
quently the growth rates are seen to increase with methane
concentration in this figure as expected.
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Figure 89.45
Growth rate dependence on neutral pressure.
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Growth rate increases with increasing methane content in the plasma.
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Conclusions

The surface morphology of films depends on the operating
gas pressure and the hydrogen concentration in the gas mix-
ture. Surface smoothness improves with decreasing gas pres-
sure and increasing hydrogen dilution. Gross features on the
surfaces, such as lumps and pits, are attributed to particulate
transport from the plasma to the film surface. Film chips
detached from the chamber walls are the most likely source of
these particles. The presence of hydrogen reduces the produc-
tion or existence of larger-chained molecules in the plasma.
Consequently the deposition of these particles on the films,
the grids, and the wallsis strongly suppressed. Fine structure
on thefilm surfaceisattributed to the deposition conditions—
the energy of the impacting particles, the ratio of the atom/
neutral/radical fluxes, and the magnitude of the carbon flux—
and is most likely related to gas phase polymerization within
the plasma.

Hydrogendilutiona soimprovesplasmaperformance. L ong-
term plasma stability improves because the grids are not
progressively coated with carbonaceous material.

Thekey deposition parameter responsiblefor residual stress
inthe film isthe pressure of the precursor gas. Decreasing the
pressurefrom 27 Pato 1.3 Paincreasestheresidual stressinthe
films. Increasing the pressure of the precursor gas decreases
theanodepotential andincreasesthesubstratesel f-bias, thereby
changing the energy distribution of the particle flux involved
in the deposition process.

Deposition of films on PaMS microspheres showed that
stress generated during the growing process can drastically
change the topology of the coated surface over time. In some
cases changesbegan within afew hoursof deposition, whilein
other cases the films were unaltered for several weeks. In
addition to these time-dependent manifestations, all films
exhibited a granular surface.

Operating pressure al so playsanimportant rolein modulat-
ing density and growth rate. Film density depends on the gas
pressure. Film density increases with decreasing gas pressure
to reach a maximum of 2 g/cc at 2.7 Pa in methane plasmas.
Diluting themethanewith hydrogen decreasesthefilmdensity.

Growth rates up to 0.13 nm/h have been achieved. These
tests provide the deposition conditions for growing tritiated
amorphous carbon films.
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First Resultsfrom Cryogenic Target Implosionson OMEGA

Introduction

The base-line direct-drive ignition target design for the Na-
tional Ignition Facility (NIF)lisathick cryogenic DT-icelayer
enclosed in athin CH shell.23 In direct-driveinertial confine-
ment fusion (ICF)# aspherical target isilluminated by alarge
number of laser beams to provide a spherically symmetric
implosion. Target implosions with cryogenic DT fuel are
planned using the 60-beam OMEGA laser system® to validate
the theoretically determined® levels of laser and target unifor-
mity required to achieve direct-drive ignition and gain on the
NIF. The OMEGA cryogenic target designs are energy scaled
from the NIF ignition designs.23 In particular, the OMEGA
cryogenic targets, driven by an energy-scaled ignition pulse,
are designed to be as “hydrodynamically equivalent” as pos-
sible to the ignition capsule designs. In this context, the
constraints placed on the OMEGA cryogenic target designs
include peak shell velocities, hot-spot convergence, in-flight
aspect ratio, and stability propertiessimilar to those of the NI F
designs. To compare igniting and non-igniting target designs,
we use the hot-spot convergence ratio, defined as the ratio of
the radius containing 90% of the yield when propagating burn
was deactivated compared to the initial ice—gas interface. In
addition, the principle sources of nonuniformity on OMEGA,
which lead to adegradation in target performance, are similar
tothe NIF. For direct-drive | CF these sources are single-beam
nonuniformity (“laser imprint”), drive asymmetry, inner ice
surface, and outer-surface roughness.

Ignition with direct-drive | CF relies on the generation of a
“gpark” in the compressed “hot spot” to begin the nuclear
burn.® The hot spot is a high-temperature, low-density region
surrounded by a low-temperature, high-density region into
which the burn wave propagates, |eading to significant energy
gain. Target and laser illumination nonuniformities lead to
distortionsinthe hot spot dueto secular (linear intime) growth
of low-order (¢ <10) modes, shell breakup, and mix duetothe
Rayleigh-Taylor (RT)”8 growth of high-order (¢ > 10)
nonuniformities. Previous cryogenic target experiments®13
have used ice layers that were formed only by S-layering, but
not thoroughly and carefully characterized. The targets gener-
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ally performed poorly (the reported neutron yields did not
exceed 0.2% of the 1-D predictions!9), and the results could
not be used to validate detailed multidimensional numerical
simulations because of the missing information on the inner-
ice-surface nonuniformity spectrum.

This article describes first experiments with layered and
characterized cryogenic targets on OMEGA. These experi-
mentshavevalidated thetechnology tofill, layer, characterize,
and shoot cryogenictargets. Thefollowing sections present the
OMEGA cryogenic target designs, describe the results of the
characterization of the inner-ice-surface quality of the cryo-
genic targets, review the results from the first cryogenic D,
campaign on OMEGA, give an outlook on future improve-
ments, and present conclusions.

OMEGA Cryogenic Target Designs

The basis for the OMEGA cryogenic designs is the NIF
direct-drive, o= 3ignitiondesign, which consistsof a340-um-
thick DT-ice layer encased in athin (3-um) plastic capsule of
1.69-mm outer radius.3 The laser pulse required for the igni-
tion design is a 9.25-ns shaped pulse consisting of a 10-TW,
4.25-nsfoot risingtoa450-TW peak drivefor 2.5 ns. Although
higher one-dimensional gains can be achieved for lower-
adiabat implosions, the highest multidimensional gains for
NIF energy and uniformity levelsare predicted to be achieved
for implosions driven on an adiabat between 3 and 4. One-
dimensional hydrodynamic scaling arguments!#4 have been
used to design the cryogenic targets for OMEGA. It has been
shown415 that the energy, time, and | aser power scalings are

(E~R3,t~R,and P~R2).

The NIF is designed to provide 1.5 MJ of energy with the
o = 3 pulse shape, while OMEGA is capable of delivering
30 kJ. Thus, the radius of an OMEGA capsule should be
approximately 0.3 timesthe NIF design, i.e., 0.46 mm, with a
100-um DT-ice layer inside a 1-um-thick plastic shell. The
equivalent OMEGA o = 3 pulse consists of a 0.75-TW foot

49



First REsULTS FRoM CRYOGENIC TARGET IMPLOSIONS ON OMEGA

rising to a33-TW peak with an overall pulselength of 2.5 ns.
Figure 90.1 shows a comparison between the NIF and
OMEGA targetsand pul se shapes. One-dimensional hydrocode
cal culationspredict again of 45 (neutronyield Y, =2.5x 1019),
ahot-spot convergenceratio of 28, and apeak fuel areal density
PRpeak = 1300 mg/cm? for the NIF ignition design. A neutron
yieldof Y,, = 1.8 x 1014, ahot-spot convergenceratio of 20, and
apeak fuel areal density pRoeq =300 mg/cm? arepredicted for
the scaled OMEGA cryogenic DT design.3 The “classical”
definition of convergenceratio (theratio of theminimumtothe
initial fuel—shell radius) isinappropriate for cryogenic targets
sincetheinner icelayer formspart of the hot spot; thereforewe
use the hot-spot convergence ratio as defined in the introduc-
tion. A detail ed analysi s'® showsthat the energy-scal ed targets
exhibit similar 1-D behavior of the shock timing and fuel
adiabat astheignition designs. Theshorter density scalelength
of the OMEGA target leadsto alower laser energy absorption
of 40% compared to 60% for theignition design. Consequently
the energy-scaled target has a slightly higher adiabat and a
lower hot-spot convergence ratio of 20 compared to 28 in the
ignition design.

TheRT instability can degradetarget performanceby break-
ingthespherical symmetry of theimplosion. TheRT instability
occurstwiceduring theimplosion: at theouter ablation surface
as the shell accelerates inward and at the hot spot/main fuel
layer interface as the capsule decelerates at the end of the
implosion. The RT instability is seeded by single-beam laser

€Y
NIF
CH —> 1.69 mm
.35 mm
OMEGA
0.46 mm
0.36 mm pRpeak ~ 1300 mg/cm2
<T>,~30keV
Y, ~2.5x 1019

TC5086

nonuniformity, drive asymmetry, feedout from the inner ice
surface, and outer-surface roughness. Detailed 2-D ORCHID
simulations® have established the maximum levels of these
nonuniformity sourcesto achieveignitionand gainontheNIF.

Theanalysisof theseresultsshowsthat, for an outer-surface
roughness of <115 nm and an inner-ice-surface roughness of
<1 um rms, individual beam smoothing by two-color-cycle,
1-THz, 2-D SSD with polarization smoothing (PS), and an on-
target power imbalance of <2% rms, again of 30 is predicted
for the NIF (70% of 1-D). The OMEGA design has been
shown315to be more sensitiveto the nonuniformity seedsthan
theNIF. Thisisattributedtothesmaller hot spotintheOMEGA
design, which can be more easily disrupted by the penetration
of the cold spikes from the main fuel layer. For the same
uniformity conditions as described for the NIF, the OMEGA -
scaled o = 3 design is predicted to give 30% of 1-D yield.1>

Target Layering and Characterization
Tocreateal00-umicelayer, the~3-um-thick, high-strength
CH shellswerefilledwith~1000 atm of D, inapermeation cell
insidethe Fill/Transfer Station (FTS).16 The process of filling
these capsules takes ~24 h because the gas pressure can be
incremented only in very small steps (0.7 atm/min) to avoid
buckling of thethin shell dueto the pressure gradient between
higher pressure outside and lower pressure inside the targets.
The targets are cooled very slowly (~0.1 K/min) to below the
triple point of D, (18.72 K) to avoid bursting from the higher

(b)
103 T T T T
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Power (TW)
T

100 | OMEGA

10—1 I | ] 1
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Figure 90.1

TheNIFand OMEGA capsuledesigns (a) and pul se shapes (b). Theradiusof the OMEGA designisapproximately 0.3 timesthat for the NI F. The pul se duration
shrinks from 9.25 ns with a peak power of 450 TW to 2.5 ns with 32-TW peak power.

50

LLE Review, Volume 90



First REsULTS FROM CRYOGENIC TARGET IMPLOSIONS ON OMEGA

pressureof thewarmer gasinsidethetargets. After transferring
the targets from the FTS to the moving cryostat transfer cart
(MCTC), thetarget assembly isinserted into the characteriza-
tion station, where the targets are viewed using a high-magni-
fication, high-fidelity optical systemduringthelayeringprocess.
The layer is formed and maintained using an IR laser at
3.16-um wavelength, which is preferentially absorbed in the
D, ice. Thiscreatesatemperature gradient between the cooled
layering sphere, which surrounds the target, and the gas/ice
interface inside the target. Thicker parts of the ice layer are
heated preferentialy, increasing the sublimation rate in the
hotter parts, whilethe gas preferentially refreezes at the colder
parts of the ice layer. Thisresultsin anet layering effect that
leads to an equal ice-layer thickness over the entire sphere.

This IR layering scheme uses more than one order of magni-
tude more heating power than S-layering of DT-filled cryo-
genic targets can provide, which suggests that active layering
might be necessary even for DT targets.

The inner-ice-surface nonuniformities are characterized
using a shadowgraphic technique as shown in Fig 90.2. The
parallel raysfromalight sourcearerefracted at the plastic shell
and reflected by total internal reflection from the inner ice
surface, thusformingavirtual brightring. Thebrightringinthe
recorded image is unrolled using the center of the shadow of
theplastic shell asareferencepoint, providing agraph withthe
distance of theinner ice surface from the center of the shell as
afunction of angle. Thedifferencein the measured distance of
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Reflection from ice surface Virtual bright ring
(0) (d)
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Figure 90.2

Shadowgraphiclayer characterization: (a) Thetargetisilluminated by collimated whitelight. (b) Internal total reflection at theice/gas surface producesavirtual
bright ring in the image. (c) The image is unrolled around its center, mapping the distance of the ice/gas interface as a function of angle around the target.
(d) The difference of the measured distance from a perfect circle is decomposed into cosine mode amplitudes.
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the ice surface from a perfect circle is then decomposed into
cosine modes, resulting in a nonuniformity spectrum of the
inner ice surface. These measurements provide only a 2-D
representation of the inner-ice-surface nonuniformity along
one circular cut through the sphere. Several such measure-
ments, along different lines of sight, can be performed to fully
map the 3-D nonuniformity spectrum.

Cryogenic Target Implosions

The cryogenic targets used in these first experiments were
~930-um-diam, ~3-um-thick shells of high-strength CH with
100-um-thick Do-ice layers. The targets were characterized
along onelineof sight and showed aninner-ice-surface rough-
ness of oyms =9 um, with the most power (~90%) in the three
lowest modes. A 1-ns sgquare pulse at ~24-kJ laser energy was
used with the best single-beam smoothing available [distrib-
uted phase plates (DPP);17 polarization smoothing (PS) with
birefringent wedges;18 2-D, single-color-cycle, 1-THz
smoothing by spectral dispersion (SSD)9] and optimized
energy balance (<3% beam to beam).20 The calculated time-
dependent, on-target overlapped nonuniformity (¢ = 1 ~ 500)
dueto single-beam nonuniformity, assuming perfect beam-to-
beam power balance for 1-THz SSD with PS, isless than 1%
after 300 ps.21 When beam overlap on target is included, the
on-target nonuniformity due to beam-to-beam energy imbal-
anceislessthan 1% (¢ < 12). Thislevel of single-beam laser
nonuniformity and drive asymmetry is close to that specified
above; however, the current level s of inner-ice-surface rough-
ness (oyms= 9 um) significantly exceed the design goal (o
<1 um). A 1-ns square pulse was used to make the implosion

less sensitive to instability growth than the o = 3 design in
Fig. 90.1. This pulse puts the target on an o = 25 adiabat and
leads to a predicted hot-spot convergence ratio of approxi-
mately 10. One-dimensional LILAC?2 simulations predict a
neutron-averaged areal density of ~40 mg/cm?, an ion tem-
perature of approximately 2 keV, and a neutron yield of 1.0 x
10, Five target shots were successfully performed in a two-
week experimental campaign. All targets showed good neu-
tron-yield performance (up to 3.5 x 1019), ranging from 4% to
30% of the clean yield, denoted as yield over clean (YOC),
predicted by 1-D LILAC hydrodynamic simulations.

Table 90.1 summarizes the performance measured by neu-
tron and particle diagnostics of two target shots, 24089 and
24096, having ice-layer nonuniformities of o;y,5= 19 um and
Orms= 9 um, respectively. The performanceis compared with
1-D clean calculations. Secondary in-flight fusion reactions of
thetritium (T) and helium (He3) ionsproduced inthe D, fusion
reaction can beused toinfer fuel areal densities.23-26 Theareal
density of the hot neutron-producing core <pR>p (T 2
0.5 keV) isinferred using theratio of the secondary proton to
the primary neutron, Y,,/Y,, from the in-flight fusion of He3
(Ref. 27). Dueto the very short range of He3 in the colder fuel
(<1 mg/cm? at T, < 0.5 keV),28 the secondary proton produc-
tionis confined to the hot parts of the core, if the electron and
ion temperatures are assumed to be equal. This measurement
saturatesat about 10 mg/cm?2for aplasmael ectron temperature
closeto 3 keV, whichis consistent with the measured neutron-
averaged ion temperatures <Ty,>,. The inferred values of
<pR> ot =5 mg/lcm? and < pR> .o, = 7 mg/cm? for target shots

Table 90.I: Target performance measured by neutron and particle diagnostics and compared to 1-D clean
calculations for the two best-performing target shots: 24089 and 24096.

1-D 24089 24096
Roughnessi(m) 19 9
Neutron yield 1.0x 1011 (1.26:0.1) x 100 (3.05:0.1) x 1010
Yield compared to 1-D 16% 30%
<Tion™n (keV) 2.1 2.90.5 3.50.5
Bang time (ns) 1.8 1.1 1.#0.1
Yor!Yr, 9.0x 1073 (8.0+0.4)x 1073 (9.0+0.5)x 1073
Yoo/ Y 1.2x 1073 (0.6+0.1)x 1073 (0.8+0.1)x 1073
<pR> 1ot (Mg/cn?) 14 51 7+1
<PR> 1o (Mg/cn?) 40 20-30-58 12-25-38
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24089 and 24096, respectively, are well below the saturation
level. Thepredicted areal density of the hot neutron-producing
core<pR>p; (T; = 0.5 keV) at pesk neutron productionin the
1-D clean calculations is 14 mg/cm?. The total areal density
<pR>ntg is measured using the downshift of the secondary
proton spectrum.2’ A relatively large spread isseeninthe data,
recorded by five proton detectors located in different ports
around thetarget. Table90.1 showstheminimum, average, and
maximum values inferred. The predicted 1-D <pR>y iS
given by the neutron-averaged areal density. The measured
average total areal densities are more than 60% of the 1-D
clean predictions. The ratio of the secondary neutron to the
primary neutron, Y,,/Y,,, canalsobeusedtoinfer thetotal areal
density.2>27 However, secondary neutron ratios are also sen-
sitive to the temperature profile through the slowing down of
the primary triton of the D, fusion reaction and the energy-
dependent cross section of thereaction. Inthese experimentsit
ismost probably saturated, giventherelatively high < pR>;q4
asinferred from the downshift of the secondary proton spec-
trum. Inaddition, secondary neutronratioscloseto 1 x 102 are
seeninthismodel only if al the fuel has atemperature higher
than 1 keV,2>28 which is a highly unlikely scenario in these
experiments. The measured and predicted bang timesare very

Shot 24089

1 mm 1 mm

Shot 24096

Target shadowgram Time-integrated x-ray

pinhole cameraimage
E11249
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close, indicating that the laser absorption and hydrodynamic
response of thecryogenictargetsareaccurately modeledinthe
1-D clean calculations. The experimental data show that the
YOC and < pR>,; are most sensitive to the inner-ice-surface
nonuniformitiesandimprovesignificantly asthenonuniformity
decreases. The neutron-averaged iontemperature and the bang
time exhibit little sensitivity to the ice nonuniformity. Fig-
ure 90.3 shows static x-ray pinhole camera (XRPC) images
and snapshotstaken by an x-ray framing camera (XRFC) with
an exposuretime of 40 psat peak compression compared with
shadowgraphicimagestaken beforethetarget shot. The XRPC
images display the entire implosion from the thin plastic shell
lighting up on the outside of the target at the beginning of the
pulse to the formation of a core in the center of the image. A
comparison of the two experiments clearly shows that shot
240096 startswith lower inner-ice-surface nonuniformitiesthat
carry over into a more integral and symmetric core. Neutron
data confirm this behavior with shot 24096 achieving 30%
Y OC while shot 24089 had 16% Y OC. This should be com-
pared to noncryogeni cimpl osion experimentson OM EGA that
have achieved YOC of ~30% for targets with acceleration-
phase-stability properties similar to thefuture o= 3 cryogenic
implosions described earlier.20

Figure 90.3

Shadowgraphic images of the targets for shots
24089 and 24096 shown in comparison with
static x-ray pinholecamera (X RPC) imagesand
x-ray framing camera (XRFC) snapshots. The
XRPC images show the lighting up of the thin
plastic shell on the outside of the target and the
formation of a core in the center of the image.
The XRFC images are recorded at peak com-
pressionwith an exposuretimeof 40 ps. A clear
correlation of the layer quality in the shadow-
graphic images and the core quality in the
XRPC and XRFC images can be seen.

100 m

X-ray framing
camera snapshot
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Both the nuclear and x-ray dataindicate that at the present
level of inner-ice-surface nonuniformity, the target perfor-
mance as measured by the YOC, the areal density of the hot
neutron-producing core, and theintegrity and symmetry of the
X-ray core image are strongly affected by the quality of the
inner ice layer. The other nonuniformity sources including
laser imprint and drive asymmetry, which did not vary signifi-
cantly during the experimental campaign, appear to be less
important in these experiments.

Near-Term Developments

Recent layering studies have produced a much better layer
quality (oyms= 3 um), with most of the amplitude in the two
lowest-order modes. Figure 90.4 shows a shadowgraphic im-
age of such a layer, together with the mode-amplitude spec-
trum. If the two lowest-order modes of the inner-ice-surface
nonuniformity are caused by nonuniformitiesin the tempera-

ture profileinside the layering sphere, they arerelatively easy
to improve by minor changes in the layout of the layering
geometry.29 Other sources of ice-surface nonuniformity, like
enhanced thermal resistivity at the plastic/ice interface, are
under activeinvestigation. Future experimentswill use lower-
adiabat pulse shapes like the ramp-to-flat pulse shown in
Fig. 90.5 together with targets with recently improved ice
layers, to achievehigher areal densities. Whenthelayer quality
reachesthedesign goal of 6,,,s< 1 um, low-adiabat pulseslike
the v = 3 pulse will be used to obtain peak areal densities of
more than 200 mg/cm? using D-ice layers. Table 90.11 sum-
marizes the cal culated clean 1-D performance and adiabat for
thethreedifferent pul se shapes. Future cryogenic experiments
using DT-ice layers, which are more massive than pure-D,
layers, should extend the accessible parameter space to peak
areal densities of ~300 mg/cm?.

(b)

1000 E I E
€ i ]
S Figure 90.4
% 1.00 ¢ E Shadowgraphic image (a) of a cryogenic
3 E E .
= ] target shown together with the mode-am-
g— i 3 plitude spectrum (b) of the inner-ice-sur-
o 010k . face nonunlformlt'lesand demonstrating as
‘8 £ E low as 3-um rms ice roughness.
= ]

0.01 !
0 10 20
E11253 Mode number

Table 90.1I: Calculated clean 1-D performance o Bryogenic target for three pulse shapeshwit
different predicted fuel adiabats. The hot-spot convergence ratio is defined as thé ratio o
the radius containing 90% of the yield compared to the initial ice interfaca whe

propagating burn was deactivated.

Pulse Adiabat | Energy (kJ pii\’>peak D, yield Hot-spot CR
(mg/cn?)
1-ns square 27 24 43 10101 10
Ramp to flat 17 18 63 1.210!1 11
a=3 3 30 212 8.& 101 20
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Figure 90.5
Laser power history (a) for three different OMEGA pulse shapes and (b) the corresponding fuel-adiabat trajectories.
Conclusion ACKNOWLEDGMENT

The first experiments with the recently commissioned
OMEGA Cryogenic Target Handling System have been de-
scribed. The cryogenic target design is energy scaled from the
direct-drive ignition designs for the NIF. The major goal of
these experiments is to study the various sources of
nonuniformity and their influence on target performance.
Similar one-dimensiona behavior and stability properties of
the OMEGA and NIF cryogenic target designs will facilitate
the extrapolation of the cryogenic target studies on OMEGA
to NIF targets. In particular, NIF direct-drive ignition targets
will beless sensitivetoinstability growth because the hot spot
in the NIF design is bigger than in the OMEGA cryogenic
targets. The first cryogenic targets, using 1-ns square pulses,
achieved 30% of 1-D yield and morethan 60% of the predicted
neutron-averaged areal density with an inner-ice-surface
nonuniformity of o,,s= 9 um. Atthepresent level of inner-ice-
surface nonuniformity, the target performance is strongly
affected by the quality of the inner ice layer. Recent improve-
ments in the layering technique make it possible to produce
much better ice layers, oy, = 3 um, with the prospect of
achieving the design goal of 1 um in the near future. Targets
with improved inner-ice-surface quality will be used with
lower-adiabat pulses to substantially increase the fuel areal
density. In summary, these very encouraging initial resultsare
amajor step on the path leading to high-density compressed
cores in direct-drive target implosions on OMEGA and to
direct-drive ignition on the National Ignition Facility.
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Equation-of-State M easurements of Porous Materialson OMEGA:
Numerical Modeling

Introduction

The equation of state (EOS) of materials at high densities and
pressures is of wide interest to inertial confinement fusion
(ICF), planetary physics, and astrophysics. The EOS at these
conditions often involves a mixture of atomic, ionic, and
molecular species, making ab initio theoretical modeling pro-
hibitive. Experiments to constrain EOS models have been
performed using static methods such as diamond-anvil cellst
and at higher pressuresusing dynamic methods, such asshocks
generated by light-gas guns,? lasers,® and even nuclear explo-
sions. 4 Of these methods, laser-driven shocks currently pro-
vide the best method available for not only accessing the high
pressures of interest, but performing accurate measurements
necessary to determine the EOS.

The Hugoniot of a material is the set of thermodynamic
states, e.g., pressure and density, that can be reached after the
propagation of shock waves of various strengths through the
material. The measurement of a Hugoniot represents only a
finite number of points along a single line through pressure—
density space. Whilethisby no meansuniquely determinesthe
EOS, it may constrain it. If the experimental data are deter-
mined to agreat enough precision, they may even (asishoped
for in the impedance-matching measurements of deuterium)
rule out competing EOS models.® Even though Hugoniot data
may not constrain all regions of the EOS, the principal and
secondary Hugoniots are of primary interest in applications
relevant to ICF, since the gain of target designsis sensitive to
the timing of two shocks for most direct-drive designs and as
many as four shocks for indirect-drive designs.

Foamsplay akey roleintheso-called above-ground experi-
ments of the Stockpile Stewardship Program (SSP).” In sup-
port of the SSP, a series of experiments designed to study the
EOS of foamshbegan inthe past year at LLE. In addition, high-
gain, direct-drive |CF target designs have been proposed that
use foams, making their properties of interest in ICF as well.
For instance, in the designs of Colombant et al.,8 foam is used
asablator material, in conjunctionwith anouter layer of ahigh-
atomic-number material such asAu. Inthesedesigns, thefoam
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is preheated by radiation from the outer layer and has substan-
tially higher ablation vel ocities, resultinginamorestableouter
surface. In other “wetted-foam” designs,® the higher atomic
number of thefoam resultsin greater absorption and increased
laser energy coupled into the target, allowing more fuel to be
used, producing higher gain. The models of both Colombant8
and Skupsky? use foam to increase the target performance, in
contrast to earlier foam designs, which proposed the use of
foam only as a matrix to contain liquid DT or as a means to
reduce imprint.1911 Direct-drive |CF target designs usually
use a pulse that drives two main shocks into the target. The
performance of these targets depends in part on the timing of
these shocks, making determination of the wetted-foam
EOS essential.

Severa laser-driven shock experiments have been per-
formed to determine the Hugoniot of foams of various densi-
ties and constituent materials. Benuzzi et al.12 and Batani
et al .13 determined the shock speed and post-shock pressureas
afunction of initial foam average density for valuesfrom 5 to
over 1000 mg/cc, for TMPT [trimethylol propane triacrylate
(C15H200g)]. Koenig et al.14 subsequently determined the
pressure as a function of density for arange of initial TMPT
foam densities, comparing their results to a Hugoniot calcu-
lated with the SESAME EOS, and inferring the amount of
preheat necessary for agreement. The experiments performed
at LLE complement these by focusing on carbonized resorci-
nol aerogel foam (CRF), acarbonized derivative of resorcinol
formadlehyde (RF).1® Aerogels are generally of interest be-
cause of their ultrafine cell and pore sizes (smaller than
1000A ; by comparison, TMPT hasporesizes~1 um).Also, the
carbonized derivative CRF has the benefit of greater material
strength. CRF isheing studied specifically because of itsusein
the Stockpile Stewardship Program. Unlike RF, CRF is opti-
cally opague, potentially complicating the characterization
that is necessary for application in |CF wetted-foam targets.
For this reason, RF, TMPT, CH, and other foams similar to
TMPT (such as divinyl benzene and ethyleneglycol
dimethacrylate) are of potential interest for | CF target designs.
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Because of their porosity, shocked foams exhibit behaviors
not found in continuous materials: For example, if the porosity
islarge enough, it is possible for the shocked foam to have a
lower density than that of its composite material. Probing the
properties of shocked foams providesthe potential for greater
understanding of the structural physics of porous materials.

Thisarticle describes ongoing effortsat LLE to investigate
the propertiesof CRF at high pressuresand densities, focusing
on the theoretical design of the experiments. In the following
section the method used to determine the Hugoniot of foam
samples is described as well as the resulting sensitivity to
experimental uncertainty. Following that, the procedure used
to calculate the Hugoniot is presented. The simulationsused to
design the experiments are then described, as well as the
reguirementsplaced onthetarget and pul sefor ahigh-accuracy
Hugoniot measurement experiment. These are followed by a
discussion of the results.

The Impedance-M atching M ethod

When a sound wave encounters an interface between two
materials, the strength and properties of the reflected and
transmitted waves are determined by the acoustic impedance
pc, where p is the density and ¢ the sound speed, in the two
materials: if the acoustic impedance is continuous across the
interface, the wave travels from one material to the other
without changing speed; otherwise awaveisreflected aswell
as transmitted. As a sound wave is essentially a weak shock
wave traveling at the sound speed, the behavior for a strong
shock is similar: The acoustic impedance is replaced by the
product of the density with the shock speed, pUy. If the shock
encounters an increase in this quantity at a material interface
between two materials, a shock is reflected back into the first
material as well as transmitted into the second; otherwise a
shock is transmitted and a rarefaction wave reflected. (A rare-
factionwaveisapropagating regionthat growsintime, inwhich
the density and pressure drop as the material is accelerated.)

The impedance-matching method!6 uses the interaction of
ashock wave with an interface between materials of different
“hardness” (pUg) to determineamaterial’sHugoniot using the
EOS of areference material. A shock is sent through alayer of
material of known EOSinto alayer of thematerial under study
(e.g., foam) in contact with the known material. Al is used as
a reference material since it has been well characterized in
previous studies at the pressures of interest here.1” In these
experiments the shock is generated by laser-driven ablation.
The Rankine—-Hugoniot (RH) jump equationsfor pressure and
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density provide two equations for the post-shock conditions
(pressure p and density p) in the foam in terms of the known
initial conditions (pressure pg and density pg), the shock speed
Uy, and the post-shock particle speed Uy, These conditionsare
applied across the shock front in both the Al and the foam,
giving four equations in eight unknowns. Assuming that no
gap forms between the Al and the foam, the pressure and the
post-shock speed are continuous across that interface, provid-
ing an additional two constraints. Thus, measurement of the
shock speedsinthetwo materialsissufficient tofully describe
the system. (The shock speed is assumed to be equal to the
average shock speed.) Measurement of the shock-breakout
timesfromtheAl and foam using the VISAR interferometerl8
allows determination of the average shock speed in each
layer. The particle speed in the foam is inferred from the
measured average shock speed in the Al, combined with
knowledge of the Al EOS. This process is described in detail
in the next section.

The reason the impedance-matching method was chosen
for these experiments can be seen by examination of alternate
methods. Other methods that have been used to determine a
material’sHugoniot includethefollowing: (1) The symmetric
method, involving colliding two planar samples, where both
the sampl e speed before contact and the resulting shock speed
are measured. This method has the advantage of not relying
upon knowl edge of the EOS of astandard material. It requires,
however, that the material speed be measured, for instance
with side-on radiography. It also requires that the sample
withstand being driven by the laser without bowing or loss of
structural integrity. (2) The reshock method, which is similar
to the impedance-matching method, except that the shock is
sent first through the unknown sample, and subsequently into
the material of known EOS. Asinimpedance matching, mea-
surement of the shock speedsin both materialsallowsdetermi-
nation of the shocked state of the material of unknown EOS,
given knowledge of the EOS of the standard. Because the
former is shocked twice, this method allows access to higher
pressuresthan theimpedance-matching method. Computation
of the Hugoniot, however, isless accurate. (3) A modification
of the impedance-matching method has been suggested!® in
which afoot pulseis used to raise the entire target to a higher
initial pressure (given by the ablation pressure) after whichthe
intensity isincreased and amain shock islaunched and tracked
using side-on x-ray radiography. Thismethod allowsaccessto
still higher pressures but also requires that the laser pulse be
sufficiently long for pressure equilibriumto bereached, which
may be prohibitively long. (These methods and other methods
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for experimentally ascertaining EOS propertieswithout deter-
mining the Hugoniot are discussed in Refs. 16 and 20.)

In addition to the standard impedance-matching method,
the experimentson OMEGA will explorethedirect method, in
which both the shock speed and the (post-shock) particle speed
are measured using side-on radiography (e.g., see Ref. 21).
This method replaces the error introduced by using a known
EOS to determine the particle speed with the uncertainty,
whichmay belower, of determiningtheinterfacepositionfrom
side-on radiography.

Calculation of the Hugoniot and Sensitivity to Measure-
ment Uncertainty

Asmentioned above, the Hugoniot of thefoamiscal culated
using the known Hugoniot and isentrope of the reference
material. For the data shown here, a quotidian-equation-of-
state (QEOS)?? table for Al was used.?3 In principle, any
reference EOS may be used to determine the conditions (pres-
sure, density, fluid speed) in the foam after the passage of the
primary shock. When the primary shock enters the foam from
the Al (which has a higher acoustic impedance), ararefaction
wave (RW) is sent back into the Al. This RW has the effect of
equalizing the pressure and velocity in the Al and foam. This
isshown schematically in Fig. 90.6, which contain plots of the
pressure and density near the Al/foam interface (the dashed
linein Fig. 90.6) before[(a) and (b)] and after [(c) and (d)] the
shock haspassed fromtheAl intothefoam. Assuming thereare
no gapsbetween theAl and thefoam, thevel ocity and pressure
on either side of theinterface (that is, regionsi and ii) must be
equal. Thus, the post-shock pressure and velocity in the foam
areequal tothevaluesintheAl after the passage of the RW. In
Fig. 90.6(c) and 90.6(d) thisis shown by the continuity of the
pressureacrosstheinterface. Sincethe EOSof theAl isknown,
these conditions (in region ii) may be used to determine the
conditionsintheAl beforethe RW, but after the passage of the
primary shock (i.e., regioniiii).

This process is shown graphically in Fig. 90.7. The RH
jump conditions for mass, pressure, and energy are given by,
respectively,

p(US_Up)ZPO(US_UO)'

P—Po= PO(US _UO)(Up —Uo):
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S T

wherep isthedensity, pisthepressure, Eistheinternal energy,
V = 1/p, zero subscripts refer to pre-shock values, Ug is the
shock speed, and U, is the post-shock speed.1® The Al stan-
dard EOSisused in aform tabulated by isotherms. The states
that lie on the Hugoniot may be determined for a given
isotherm using the RH equation for energy. For the strong
shocks considered here, the initial pressure and energy are
much smaller than their post-shock valuesand may betakento
be zero. Combining the RH equations for mass and momen-
tum, and setting Uy—0 (as is the case in the experiment), the
shock speed is given along the Hugoniot by

The point along the Hugoniot (the solid line in Fig. 90.7)
corresponding to the state of theAl just after the passage of the
primary shock is that for which Ug is given by the measured
shock speed Up,.

€Y (b)
o Shock > | Shock
< ‘B
i 2
T : - Foam Al
Foam ! Al :
x' X
(c) (d)

o >
7 2 Rare-
& o | faction
: wave
X X

TC5915

Figure 90.6

A schematic representation of the pressure and density near the Al/foam
interface (represented by adashed line) before[(a) and (b)] and after [(c) and
(d)] passage of the shock from the foam into the Al. When the shock passes
into the foam, a rarefaction wave is sent back into the Al, equalizing the
pressure and velocity in the two materials. Notice that while the density
changes across the interface, the pressure is continuous.
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Assuming radiative losses are insignificant, the RH equa-
tions are satisfied, and the states reached by the RW lie along
thereleaseisentrope (the dashed linein Fig. 90.7) intersecting
the shocked Al state determined above. The release isentrope
may be calculated simply by finding, for each isotherm, the
statesfor which the entropy isunchanged. The entropy change
isgiven in terms of temperature and density changes by

ds:cvd_T_@ d_g

T dT p P

(see, eg., Ref. 24). The particle speed along the release
isentrope is computed using the relation (seg, e.g., Ref. 20)

\%

P 2
Up=] cslp)dinp=- (_@) av.
; ),

0
Vo

The final state along the isentrope reached by the RW is that
intersected by the Rayleigh line given by the RH momentum
equation in the foam (again, where Uq = 0), p = pgUsgamUp.

Finally, once the post-shock pressure and particle speed in

the foam are calculated, the post-shock foam density may be
found from the RH mass equation

Pfoam = POUfoam/(Ufoam -u p)-

Uncertainty in the calculated Hugoniot is due to both the
uncertainty in the measurement of the shock speeds and the
calculation of the post-shock pressure and density inthefoam.
Thefinal uncertainty 6P inthepressure, for instance, giventhe
measured uncertainties U, and Usqay iN the shock speeds,

isgiven by
2
JoP oP
oU T —
\/(aUAI Al j ' (aufoam

and likewise for the uncertainty Uy, in the foam post-shock
particle speed. The necessary partial derivativesare calculated
numerically by calculating AP(AU |, AUsoqm ), in the limit
that AUp; — 0 or AUsgam — 0. The values of the calculated
partial derivatives are required to converge in these limitsin
order to calculate the final uncertainty. The uncertainty dp in
the density is given by the chain rule:

SP=

_ 9Pfoam

- sU
U,

PoYsoam
2

dp
foam (Ufom _u p)

U, = o

Ascan beseen fromthisexpression, the closer the shock speed
is to the particle speed in the foam, the more uncertain the
determination of the foam post-shock density. For example,
consider an experiment with shock speeds of 28 um/nsin the
Al and 40 um/ns in the foam. The corresponding post-shock

12 T T T T I T T T T I T T T T I T T T T T T T T T T T T
- Initial state — .
from|[Up | inAl \
10~ ( ) \, Intersection yields
- ‘\\ P and Up 7
8k . inthesample -
§ L i Figure 90.7
e 6 7 A graphical representation of the process used
z B Aluminum Hugoniot Vo ) g _ to determine the foam Hugoniot from the mea-
£ (known standard) 0 ) Release 1  sured shock speeds.
4+ =P . isentrope
i Y . (known std.) |
Rayleigh linerepresenting ™.
2 the possible shock states _
- in the sample -3
0 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1
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Particle velocity, Uy, (um/ns)
E10904a
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conditionsin the foam are p = 0.59 g/cc and p = 1.3 Mbar. To
achievean uncertainty of even 0.1 g/cc (17%) inthecalcul ated
density, the measured uncertainty in the shock speeds (assum-
ing they are equal) must be less than ~2%. The corresponding
uncertainty in the pressure is ~13%.

The preceding procedure to determine the Hugoniot may
be performed, for purposes of estimation, entirely analytically
if alinear relationship is assumed between the shock and
particlespeedsintheAl, U, = C+sU, (see, e.g., Ref. 20). For
the Al SESAME table?® these constants are given approxi-
mately by C ~ 5.35 km/s, s~ 1.34 for shock speeds between
10 and 30 km/s. In this case the uncertainties may also be
estimated analytically.26:27

Target Design

As described above, only average shock speeds are mea-
sured experimentally. To accurately determine the Hugoniot,
the target and pulse must be designed so that the shock is
steady. The primary shock will remain steady in the Al and
CRFonly if itisnot overtaken by secondary rarefaction waves
and shocks generated by the passage of the primary shock
between different material layers.

Atleast threeother factorsconstrainthe design of thetarget:
First, the uncertainty in the measured average shock speed is
less for athicker layer, sinceit is based on a determination of
the breakout time of the shock. Second, at the end of the laser
pulse ararefaction wave (RW) is sent into the target. It can be
shown?® that the RW always moves faster than the primary
shock because the post-shock fluid speed plusthe sound speed
inthe post-shock material isgreater than the shock speed. The
duration of the pul se must be sufficient so that the RW does not
reach the primary shock beforeit breaks out of thetarget. (For
a single-layer target, the RW catches the primary shock at
about a time equal to twice the pulse duration.2%) Third, the
ablator layer(s) must be of a sufficient optical thickness to
prevent radiation from the corona from preheating the sample
layers. Preheat not only changesthe initial conditions seen by
the shock but nonuniformly altersthetemperature and density,
affecting shock steadiness. The effects of radiative preheat are
discussed further in the next section. (For afurther discussion
of preheat effects see Ref. 30.)

Figure 90.8 shows a space-time diagram from a LILAC
simulation3! of a sample target. (All LILAC simulations de-
scribed here use the SESAME EOS.32) A schematic of the
target is shown in Fig. 90.9. The 1-D simulation represents a
dlice parallel to the x axis, which cuts through the thin side of
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theAl step and thefoam. Thelocations of the shocksand RW’s
inFig. 90.8 aredetermined fromthelocal variationsininverse
pressure scale length ‘L‘l‘ = | dln p/ax| (inum1), wherepis
the pressure and x is the distance into the target. For clarity in
identification of shocksand RW's, thetarget in thissimulation
isdriven by asteady 3.5-ns, 200-TW/cm?laser pulse. The RW
launched from the ablation surface at the end of the laser pulse
may be seen in the neighborhood of 3.6 ns, 100 um. Note that
thereflected RW fromtheAl/CRFinterfaceresultsinasecond,
inward-traveling shock when it reaches the ablation surface.

To predict shock steadiness and compare the results of
simulations with experimentally measured shock speeds, the
shock position and velocity must be determined from LILAC
simulations. The former isfound by determining the location
of the local maxima of L=1. These correspond to abrupt
changes in the pressure, due to both shocks and material
interfaces. Some of these maximamay be ruled out by requir-
ingthat L >0. Two additional criteriaaid inlocating the shock:
First, sincethe global maximum of L~1isoften therear surface
(farthest fromthelaser) of thefoam, thelocal maximum closest
to the front (or laser side), in most targets, corresponds to the
shock. Second, the shock may also be identified as the maxi-
mum nearest to alocal maximum inthederivativedT/dt of the
electron temperature T, with respect to time t, allowing the
shock position to be unambiguously identified numerically.

Once the cell containing the position of the shock is deter-
mined as afunction of time, the shock speed is computed: the
location of the shock within acell isapproximated by fitting a
parabolato L=1(x), using the value of L-1in the cell, combined
with 9L71/ax in the two neighboring cells. Due to the finite
time resolution of the simulation, the shock velocity deter-
mined by differentiating the shock position isnoisy. The noise
has a time scale comparable to Az/Ug and, by choosing grid
spacing Az, can be made much smaller than the time scale for
physical changesin Ug (dueto, for instance, secondary shocks
and rarefaction waves, and temperature and density gradients
due to preheat). This noise is then removed by performing a
linear regression at each time using n previous and subsequent
values of the velocity. Thisleast-squaresfit acts asalow-pass
filter, removing fluctuations in the shock speed having fre-
quencies higher than f ~ (2nAt)~1, where At is the time inter-
val for simulation output. (Notethat At istypically muchlarger
than the simulation time step.) Asaresult, thetimeinterval for
simulation output must be chosen to ensure that no hydrody-
namic behavior of interest is removed during the smoothing
process. A plot of the shock speed versus time for a typical
target is shown in Fig. 90.10.
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Figure 90.8

A space-time diagram from a LILAC simulation of a standard target. The location of the shocks and rarefaction waves (RW’s) are determined from the local
variationsininversepressurescalelength | dlnp/ox | (inum=1), where pisthe pressureand x isthe distanceinto thetarget. Notethe RW’ sand secondary shocks

that are generated when the primary shock reaches each material interface.

CH ablator
CHBr shield

Figure 90.9

The structure of a standard target used in
the EOS experiments on OMEGA. The
target consists of a CH ablator, a CHBr
radiation shield, astepped Al layer, and a
foam layer. Some of the targets also have
a“witness plate” of, for instance, plastic,
which is transparent to the VISAR laser.
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Figure 90.10

The primary shock speed as calculated from the LILAC simulation corre-
sponding to Fig. 90.6. Therapid drop in the calculated shock speed at 7.2 ns
correspondsto the breakout of theshock fromthe CRF. Inthisand other shock
plotsin this article, oscillations with periods of tens of picoseconds are due
to numerical noise.
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The targets used in these experiments initially consisted
of a 20-um-thick CH ablator, a 30-um-thick Al layer (and
100 um on the thick side of the Al step), and a 100-um-thick
foam layer. The resulting shock speed was found to be less
steady than desired. Following Glendinninget al ., 33 an 80-um-
thick brominated-plastic layer was added after the CH ablator
to serve as a radiation shield to prevent preheat. Radiative
preheat causes a continuous change in the pre-shock tempera-
ture, density, and pressure. The speed of the primary shock
changes as a result of the varying pre-shock conditions. In
Fig. 90.11 a comparison of the computed shock speeds shows
the improved shock steadiness when the CHBr radiation pre-
heat shield is used. The steadiness of the shock may be
measured by the standard deviation of the shock speed. (The
steadiness o is then given by atime-weighted average of the
steadinessin the Al and the foam.) Without the CHBr preheat
shield, o~ 1.75 um/ns, and with the shield, o ~ 0.37 um/ns.
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g |
5 | |
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\
|
ol | L |
0 2 4 6
TC5018 Time (ns)
Figure 90.11

The shock speed for targets with (solid) and without (dashed) an 80-um
CHBr preheat shield, showing its effectiveness at reducing radiative preheat
and the resulting increase in shock steadiness.

In addition to affecting shock steadiness, even a small
amount of preheat may alter the Hugoniot for moderate and
low pressures. Figure 90.12 shows the Hugoniot for CRF as
calculated from QEQS, assuming 0.0252-eV (room tempera-
ture), 0.4-eV, and 1-eV initial temperatures. The room-
temperature curve show awell-documented feature of porous
materials, namely a Hugoniot that curves to lower densities
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for higher shock pressures. This behavior occurs because, for
strong shocksinthisregime, thethermal pressuresproducedin
crushing the foam can become very large, resulting in lower
densities. Note that whilethe final density p islower than that
of the constituent (p. ~ 1 g/cc for aCH foam, for instance), it
is still higher than the average initial foam density py, so that
ps < p < pe. This anomalous behavior is described in Ref. 16
and hasbeen observed in other materialsaswell.> Thisanoma-
lous behavior is not seen in the 0.4-eV and 1-eV curves,
indicating that at small preheat values the foam begins to
behave more like a continuous solid. Impedance-matching
experiments by Koening et al.1* also found that agreement
between the experimental and theoreticall EOS's could be
obtained only by assuming a small amount of preheat.

10t
® 100
o] £
é 3
g

102
0.0 0.5 1.0 15
TC5919 Density (g/cm3)
Figure 90.12

The Hugoniot cal culated from the QEOS, for aroom-temperature CRF foam
(solid), a0.4-eV foam (dashed), and al-eV foam (dashed—dotted). Noticethat
the Hugoniots for the heated foams do not show the anomal ous behavior of
decreasing density with increasing pressure.

Becausethe ablation pressure scaleswith thelaser intensity
asp o< 1% where a = 2/3 (Ref. 34) and because the pressureis
proportional tothe squareof the shock speed for strong shocks,
atemporal intensity perturbation would be expected to result
in a shock speed perturbation of 8U/Uq = (1/3)61/1o. How-
ever, thelaser driveiscoupled to the post-shock target material
through the conduction zone. As aresult, the system behaves
likeadriven, damped harmonic oscillator, and perturbationsin
the drive of sufficiently high frequency have no significant
effect on the primary shock. This may be seen in the shock
speeds from simulations of a typical target in which 10%
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amplitude modulations with 250-ps and 1-ns periods are im-
posed on aflattop pulse (see Fig. 90.13). (These pulsesinclude
a 100- to 200-ps rise and fall taken from a typical measured
pulse.) These periodswere chosen as characteristic of thetime
scalesfor variationsobservedintypical shotson OMEGA. The
amplitude modulations launch a sequence of shocks (alter-
nated with rarefaction waves) into thetarget, causing jumpsin
the shock speed when they catch up to the primary shock. For
a20-TW/cm? pulse, which produces a 440-kbar shock in the
foam, the 1-ns modulation results in o ~ 3.7%, while the
0.25-ns modulation perturbs the shock speed in the foam by
only o ~ 1%.

—30 T T T T T
Steady pulse

. 250-ps period
(%)
c \
E B ¥ .
% /
g 20 H
% 1-ns period

_15 | | | | |

0 2 4 6 8 10
o550 Time (ns)
Figure 90.13

Shock speed for three simulations: onewith aperfectly flat pulse (thick solid)
and two with 10%-amplitude-modul ated pulses with periods of 250 ps (thin
solid) and 1 ns (dashed). All three pulses have arealistic 100- to 200-psrise
and fall taken from atypical measured pulse. Pressure modul ations from the
modulated pulse steepen into distinct shocks by the time they reach the
primary shock, resulting in abrupt jumps in shock speed, as at 8 ns.

The o for arange of perturbation periods and amplitudes
is shown in Fig. 90.14. These data were computed using an
array of LILAC simulations, with periods of 250 ps, 0.5ns, ...,
3.5 ns; amplitudes of 5% (1 TW/cm?), 10%, 15%, 20%; and
compared to a simulation with aflattop pulse.

Because the shock speed as a function of time in the Al
and foam is not steady, it is possible (though unlikely) for a
perturbed pulse to result in decreased standard deviation of
the shock speed about the mean. For this reason, we have
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aso computed the standard deviation o not about the mean,
but with respect to the shock speed of a flattop pulse (see
Fig. 90.15).

For comparison, the discrete Fourier transforms of 32
pulses, with arange of average intensities from 4 TW/cm? to
amost 100 TW/cm?, from two experimental campaigns per-
formed on OMEGA in October and November 2001, were
computed (see Fig. 90.16). The contour lines associated with
an average spectrum (heavy solid curves) aswell asabest and
worst (dashed curves) (using linear interpolation for non-
integral mode numbers) for this set of shots are shown in
Figs. 90.14 and 90.15. These figures show that for a typical
OMEGA pulse, the unsteadinessof the shock may beexpected,
from 1-D simulations, to be below 1.5%.

o (%)
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Amplitude (%)

Period (ns)

TC5921

Figure 90.14

Thestandard deviation o about the mean of the shock speed, during the shock
transit through the Al and foam. The steadinessis shown as afraction (in %)
of the mean shock speed. For comparison, the average discrete Fourier
transform of 32 shotsfromtwo EOS experimentsisal so shown (solid), aswell
as a best and worst spectrum (dashed). The sharpness of the contour lines
reflectsthefinite number of simulationsused. Notethat because the period of
the perturbations can be comparable to the hydrodynamic time scale, the
phase of the perturbations can beimportant for larger amplitudes, creating the
local extremain o[and in ofin Fig. 90.15 (see below)].
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Figure 90.15
The standard deviation, as in Fig. 90.14, but computed with respect to the
shock speed for a steady pulse, rather than with respect to the mean.
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Figure 90.16

The pulses used in the comparisons shown in Figs. 90.14 and 90.15. Before
computing the Fourier transforms, the rise and fall of the pulses were re-
moved (dotted).
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The preceding conclusion is based on the assumption that,
since the amplitudes of the modulations are small, the modes
remain linear. An additional simulation that was performed
using an average pulse shape (of the normalized measured
pulses) resulted in a pulse unsteadiness ¢ of 1.44%, to be
compared to the 0.95% of the perfectly flattop pulse. This
supports the conclusion that the typical pulse steadiness on
OMEGA will in general, for this intensity, result in shock
steadiness of |ess than ~1.5%.

Dueto 2-D effects, such as shock curvature and transverse
radiative transport,3® defocusing of the beam by the corona,33
and lateral plasma flow,3¢ 1-D simulations systematically
overestimate the shock speed. Fortunately, determining the
foam Hugoniot requires only the EOS of Al, along with the
measured shock speeds, and does not depend on precise
agreement between thesi mulated and measured shock-breakout
times. A comparison of experimental results with 1-D simu-
lated shock speeds, in which the intensity was reduced to
account for 2-D effects, is shown in Fig. 90.17. For this shot
(27174) a 20% reduction was needed. In general, a sufficient
margin is built into the 1-D target designs to allow for the
systematic decrease in shock speed due to 2-D effects.
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e c
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Figure 90.17

A comparison of the measured (dashed) and simulated (solid) shock speeds
for shot 27174. Tomodel 2-D effects, theintensity of the measured pulsewas
uniformly decreased by 20%. Thistarget consisted of 20 um CH, 5 um glue
(modeled by CH), 80 um CHBr, 5 umglue, 40 um Al, and 140 um quartz. The
transparent quartz layer was used to determine shock speed as a function of
time, for comparison with simulation. Because the density of quartz is close
tothat of Al, it also provides an indication of the typical shock speedsin the
thick portion of the Al step. The measured shock speed was determined from
the motion of the ASBO/VISAR fringes, which are also shown. The simula-
tion and experiment were synchronized to the time of shock breakout into
the quartz.
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Discussion and Conclusions

A description of the theoretical tools used in the design of
targets has been presented here, including the constraints
presented by the requirement of minimal radiation preheat
and shock steadiness. Even asmall amount (0.4 eV) of preheat
can alter the Hugoniot at pressures of less than 1 Mbar for
100-mg/cc CRF foam, potentially constraining the amount of
allowable preheat. It has also been shown that the pulse
steadiness of typical pulseson OMEGA issufficient to ensure,
on average, shock steadiness of less than 1.5% (for a typical
20-TW/cm?, 3.5-nspulse). If the measured shock speeds have
an error of 1.5%, the resulting uncertainty in the density and
pressure will be ~6.6% and ~2.4%, respectively, for a shock
generated by laser illumination of this intensity. While this
result does not rule out the effects of pulse steadiness, it
suggests that other aspects of the experiment should be im-
proved aswell. Future experiments will also focus on the use
of the “direct method,” in order to reduce the uncertainty in
the computed density by providing a direct measure of
target compression.
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Observations of M odulated Shock Wavesin Solid Tar gets
Driven by Spatially Modulated Laser Beams

Introduction

Shock waves produced by |aser-driven ablation are an impor-
tant part of studies of inertial confinement fusion (ICF),12 the
equation of state of materials (EOS),3° laboratory astrophys-
ics,%7 and other high-energy-density sciences. In ICF,
nonuniformities in the drive laser can produce nonuniform
shocks that create mass perturbations in the target.? These
perturbations can be amplified by the Rayleigh-Taylor (RT)?!
instability to a sufficiently large enough level to disrupt the
implosion and reduce its performance. The propagation of
these modulated shocks is determined by the physics of the
laser-interaction region and stabilization processes;8° hence,
their measurement providesinformation about theintervening
processes. Modulations in drive intensity can also be used to
verify the scaling of shock strength (velocity) with drive
intensity to better understand coupling efficiency and its scal-
ing with intensity.

This article reports on novel experiments in which targets
are driven with a laser beam having a single-mode, spatial-
intensity modulation. Theresultant ablation-pressure modul a-
tions produce shocks with spatially varying strengths (and
velocities). The arrival times of the shock at various surfaces
inthetarget areusedtoinfer differencesinthe shock velocities
and therefore the pressures produced by the modulated drive
intensity. By placing an embedded layer within the target, the
shock arrival at two surfacesismeasured, thereby providing an
added opportunity to observe the evolution of the modulated
shock as it traverses the target. This evolution can be used to
study dynamic effects in laser-produced plasmas, namely
stabilization by dynamic overpressure.®

Experimental Results

In these experiments, 20-um-thick CH (p = 0.92 g/cm?)
targets were irradiated with 351-nm laser light at average
intensities of 6 x 1012 W/cm?2. A 0.5-um-thick Al layer was
embedded at the center (10 um deep) of the target. Thislayer
provided an intermediate surface where the shock arrival was
detected. Modulationsin driveintensity of ~5:1 produced ~3:1
modulations in shock pressure. Hydrodynamic simulation of
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these experimentsisin good agreement with theaverage shock
speeds, their modulations, and the resultant breakout times.

These experimentswere conducted on the OMEGA10 |aser
using a single drive beam having a distributed phase plate
(DPP)M that producesamodul ated intensity pattern at itsfocal
spot. The phase plate was designed and fabricated to produce
aone-dimensional irradiancedistribution onaflat target placed
in the quasi far field of the OMEGA laser beam. One-quarter
of the Talbot cycle (the transition from only phase modulation
to only intensity modulation) was used to achieve asinusoidal
irradiancedistribution, with flat phase, fromasinusoidal phase
distribution, with flat irradiance, in the near field of the laser.
Photolithographic and ion-etching techniques were used to
place a surface relief in fused silicall As the laser beam
traverses the etched-glass plate, it acquires the needed phase
distribution from the etched pattern to produce a sinusoidal
intensity distribution at thefocal plane. Thefocusing lenswas
positioned to obtain a spatial wavelength of 60 um at the
target plane.

Thisbeam wasincident onthetarget at an angle of 23°. The
modulations were oriented so that obliquity distortions were
negligible in the modulation direction. The arrival of the
shock front at the rear and embedded surfaces was detected
using the active-shock-breakout (ASBO) diagnostic.12 It uses
a 532-nm (doubled Nd:YAG) probe laser directed onto the
back of the experimental targets to detect shock velocity or
breakout times.

Figure 90.18 showsthe experimental arrangement with the
UV drivelaser incident fromtheleft onto thefront of thetarget
and the ASBO probelaser incident from the right, probing the
rear side of thetarget. The ASBO diagnostic normally usesthe
time-resolved displacement of VISAR (velocity interferom-
eter system for any reflector) fringest?13 to detect shock
velocity. In the case of opaque materials, the ASBO probe
beam does not detect the shock wave within the material but
recordsthedisruption of therear-surfacereflectivity produced
thereby thearrival of theshock. (Thereleaseof therear surface
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produces an expanding plume of material that quickly absorbs
the laser energy.) The shock speeds are deduced from the
known material thickness and the shock transit time as mea-
sured by this breakout.

Figure 90.19(a) shows an optical image of the drive-laser
intensity distribution obtained with a charge-coupled-
device (CCD) camera placed at an equivalent target planel4
for the OMEGA laser. The distributed phase plate described
above produced the modulations in the laser focal spot. The
focal position was chosen to produce modulations with a
wavelength of ~60 um; the resultant spot was about 800 um
in diameter.

Figure 90.19(b) isaplot of the intensity distribution in the
vertical direction along the center of the image. The intensity
modulations range between 5:1 and 3:1, depending on which
areaof thefocal spotisanalyzed. Thisvariation occursbecause
the nonuniformities in phase and irradiance of the laser beam
are comparable to those that produce the sinusoidal pattern.
(These effects can be compensated for in future designs.) The
absolute values for the on-target intensity were obtained by
normalizing the total distribution of intensitiesto the incident
laser power for shot 245609.

Figure90.20isapinhole-cameraimageof thex raysemitted
from an Autarget irradiated by thisbeam [Fig. 90.19(a)] at an
averageintensity of ~102W/cm?. Thisintensity ishigher than
that used to drive the targets but is used to produce sufficient
x rays for imaging purposes. At this intensity the x rays are
predominately from n-shell Au emission. The lower apparent
modul ation amplituderesultsfromthe nonlinear conversion of
the UV to x-ray energy.

The opague layer (0.5 um of Al) embedded in the target
provides an internal surface at which the shock arrival is
detected. The depth of that imbedded layer was 10 umfromthe
irradiated surface; another 10 um of CH was coated ontherear
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Probe laser (532 nm)
delivered through
multimode fiber

Figure 90.18

The experimental arrangement in the OMEGA target chamber.
The UV drive laser isincident from the left, and the green probe
beam isincident from the right. The incident beam has a DPP that
produces sinusoidal intensity modulations at the focal plane. The
reflected probe beam is directed to an optical streak camera.

side. The heat front did not penetrate the front 10 um of CH to
the Al layer while the laser was on.

Figure 90.21 shows the time-resolved ASBO data for two
shots, depicting the signal reflected from targetsirradiated by
the intensity distribution shown in Fig. 90.19. (The series of
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Figure 90.19

(a) Anoptical imageat an equivalent target planefor the OM EGA laser. These
modulationsin drive intensity are created by a DPP placed in the beam and
are used to create modulated shocks in the target. (b) A lineout of intensity
aong the centerline of the image.
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dots across the bottom of the figures are temporal fiducial
pul ses, each separated by 0.548 ns.) For theseexperiments, one
leg of the VISAR interferometer was blocked, producing a
simple probe beam, giving a continuous spatial record of the
shock-breakout time. The ASBO probe beam penetrates the
rear portion of thetarget (10 um of transparent CH) and reflects

E11495

Figure 90.20
An x-ray pinhole-camera image of the x rays emitted from a Au target
irradiated by the beam shown in Fig. 90.19(a).

Distance (um)

Time (ns)

E11496

Figure 90.21

Streak records of probe beam reflection from (a) shot 24566 and (b) shot
24569. The dark signal from approximately —1 nsto+1 nsisthe probe beam
reflection of f the unshocked Al layer within the target. The transition to the
lighter area occurs when the shock arrives at the Al layer, reducing its
reflectivity. The cessation of that light area (later in time) is caused by the
arrival of the shock at the rear surface. The modulations in each of these
transition regions result from different arrival times of the modulated shock
in the target.
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off the embedded Al layer. This reflection is seen as the dark
portion of the image that extends from less than —1 to ~1 ns.
(The horizontal streaks seen in these signals are due to the
spatial speckle of the probe laser.) The drive laser began at
0 ns. At about +1 ns, the shock arrives at the Al layer and
changes the layer’s reflectivity, signaling the arrival of the
shock at that surface. At that point, the signal to ASBO
decreases but does not compl etely disappear. Thisreductionin
signa results from either reduced reflectivity of the Al or
reduced transmissivity of therear CH section. Both are caused
by the shock’sarrival at the Al layer. The contour of changein
reflectivity (dark to light transition) is modulated at the same
spatial frequency astheincident laser modulations. Theearlier
occurrences of this transition represent the arrival of faster
portions of the shock (shorter transit times) and later occur-
rences the slower portions (longer transit times). The lighter
region persists until about 1.5 to 2 ns, then it disappears
completely. This total loss of signal occurs when the shock
arrives at the rear surface and that surface unloads, no longer
reflecting the probe laser. Note that the extinction time of this
light areais also modulated and it isin phase with the dark-to-
light transition at ~1 ns. Thesetransitionsin target reflectivity
mark the arrival of the shock front at each surface and can
therefore be used to infer shock velocities and modulationsin
those velocities.

Analysis

Figure90.22 showsaplot (solid curves) of theshock arrival
times(attheAl layer and therear surface) asafunction of space
as deduced from Fig. 90.21(b). Using these data and the
thickness of theintervening target material, the shock speed as
a function of space can be inferred. In the lower curve, the
earliest times (corresponding to intensity peaks) occur at
~0.97 ns, and the latest times (intensity troughs) occur at
~1.15ns. Therespectivetimesfor the upper curvesare 1.47 ns
and 1.95 ns, wheret = 0 isthe start of the laser pulse. Each of
these values represents the average of three peaks or troughs.
(The trend to later times at the right end of these plots likely
results from the finite size of the laser spot. Its edges have
dlightly lower intensity and hence produce slower shocks that
arrive at the surfaces later in time.) Using the 10-um distance
for transit timesat the peak and trough of the modul ated shock,
we find that the minimum shock speed is 12.5 um/ns and the
maximum is 20 um/ns. The errorsin velocity are expected to
be <5% and arise mainly from uncertaintiesin target thickness
(0.1 um) and determination of shock arrival time (~£10 ps).
Using the Hugoniot datafor CH from SESAME tables,1° these
shock velocities correspond to pressures of 2.85and 0.97 Mb,
respectively. In a similar shot with an identical target, the

LLE Review, Volume 90



shock speeds were dlightly higher but the modulations of
similar size. Table 90.111 liststheresultsfor the two shots. The
breakout times (tp and t1 for peaksand troughs) at either 10 um
or 20 uminthetarget wereaveraged over three spatial periods.
V_isthe shock velocity given by the distance (10 um) divided
by the difference between later breakout times (troughs of
shock); V, isthe velocity associated with the earlier breakout
times (peaks of shock). The pressures P_and P, are inferred
from the shock velocities V_ and V. using the SESAME
equation-of-statetables. 1./l _istheratio of intensity calcul ated
from the pressure ratio P,/P_ using the intensity scaling for
pressure as given below.

OBSseRVATIONS OF MODULATED SHock WAVES IN SoLID TARGETS DRIVEN BY SPaTIALLY MODULATED LASER BEAMS

reduction in intensity should produce a 0.9-Mb shock. These
numbers are in good agreement with the observed pressure
changesasinferred from the modul ationsin shock vel ocity, as
shown in Table 90.111. Note that the pressure modulations are
similar for the two shots, despite the differences in absolute
pressure. Thisis because the sinusoidal intensity distribution
wasthe same for both shots. The absolute pressureis different
because the laser power (pulse shape and laser energy) was
different (by afactor of ~5) for the two shots: 6 x 1012 W/cm?
and 1.5 x 1012 w/cm?.

Figure 90.23 shows a contour plot depicting density from a
2-D hydrodynamic simulation of this experiment using the
computer code ORCHID.19 Thelaser isincident from the left,

2.5 T T T T T
and the shock (propagating to theright) can be seen asthefirst
2.0 - contour. A portion of the embedded AL layer (indicated in the
figure) hasbeen displaced by theshock. Thelaser intensity was
215 - 6x 1012W/cm? (average) in asinusoidal intensity distribution
g with 60-um wavelength and intensity modulation (peak-to-
= 10 .
05F . 30 Density
(g/co)
0.0 1 1 1 1 1
0 50 100 150 200 250 300 2.74
Distance (um) . 20
E11497 E 206
3
Figure 90.22 - 10 137
The shock arrival times versus space for shot 24566 [Fig. 90.21(b)]. The
upper curverepresentsthe contour of theshock arrival timeat therear surface; 0.69
thelower curvefor thearrival at the Al layer embedded at 10 um. The dashed
lines are the simulated arrival times of the shock at those surfaces. 0 0.00
The dependence of pressure on intensity has been estab- E11517
lished by considerable |CF research as P(Mbar) = 40 (1/1)%3
(Refs. 16-18), where A is the laser wavelength in um and | Figure 90.23

is laser intensity in 1015 W/cm?2. It is expected that for the
intensities in these experiments, plasma instabilities are not
important and this scaling law should be valid. At 6 x
1012 W/cm?, the pressure should be ~2.7 Mb; a factor-of-5

Table 90.11l: Experimental results.

Density contours (at 1.39 ns) in a 2-D hydrocode (ORCHID) simulation of
these experimentswith an embedded Al layer as shown. The modul ated laser
(12 cycle of the sinusoidal modulation is shown) is incident from the | eft.
The curved shock propagates to the right.

Trough Peak Velocity Pressure Modulation
Shot # (Wiem) |t | trio | 2o | o | Vo | Ve | P_ | Py | PJP_ | LJI
24566 6x 1012 162 | 1.06| 1.15| 0.813 178 296 218 6.45 2.96 5.09
24569 1.4x10'2 | 195 | 1.15| 1.47| 0973 125 20 0.97 2.85 2.94 5.04
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valley) of 5:1. The predicted arrival time of the shock at the
embedded | ayer and therear surfaceisshown asdashed curves
in Fig. 90.22.

Conclusion

These experiments have demonstrated a technique for ob-
serving modulated shocksin solid targets. Modulations in the
drive intensity produce shocks with spatially varying speeds.
The arrival of these shocks at surfaces of the target was
detected with an optical probe beam. The transit times of the
shocks through the targets provide the velocities at various
points along the shock front and detect the modulations in
shock velocity. Thesevel ocitieswereused toinfer theresultant
pressure modul ations produced by modulationsin driveinten-
sity. The experimental results are consistent with established
modelsfor the intensity scaling of ablation pressure. The 2-D
hydrocode ORCHID model ed theobserved breakout timesand
modulations accurately. This technique will be useful for
studying dynamic overpressure where ablation dynamics may
alter the amplitude of shock modulations as it propagates
through atarget. In addition, these results confirm established
scaling laws for ablation pressure with drive intensity.
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Time-Dependent Electron Thermal Flux Inhibition
in Direct-Drive Laser Implosions

Electron thermal conduction playsanimportant roleininertial
confinement fusion (ICF):1 it transports the laser energy ab-
sorbed near the critical surface into the overdense region and
thereforedirectly affectstheablation process, thelaser absorp-
tion, and implosion dynamics. Theflux-limited Spitzer—Harm
(SH) model? has been widely used to calculate the electron
thermal conduction. In this model, the flux limiter f (typical
value is 0.06)3 is introduced to limit the SH electron thermal
flux? and is given by

0e = Min( foes, dsy ), 1)

where g isthe electron thermal flux, gggisthefree-streaming
thermal flux defined as Grg = NeTe(Te/Me Y2, g isthe elec-
tron number density, T, isthe electron temperature in energy
units, me isthe electron mass, and f is the flux limiter, respec-
tively; gy isthe SH electron thermal flux.* Because the flux
limiter is empirically determined from the comparison be-
tween thenumerical simulationsand theexperimental results,®
it depends on the experimental conditions and the experimen-
tal uncertainties.

More-general approaches to calculating the electron ther-
mal transport include aMonte Carlo method® and solving the
Fokker—Planck (FP) equation. Many authors have reported
that nonlocal electronthermal conductionisimportant, leading
to aflux inhibition in |aser-produced plasmas.”12 Thisarticle
shows that the flux inhibition is time dependent for square
pulses, which affects CH target implosions.

When the mean free path of the electronsisgreater than the

typical temperature and gradient scale lengths in the plasma,
the transport is nonlocal. To calculate the nonlocal thermal
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conduction and to study its effect on the target implosions, a
FP code was devel oped and combined with aone-dimensional
hydrodynamic code (LILAC3). In our code, the electron
velocity distribution function isexpanded up tothe ¢ = 3 mode
by L egendre polynomialsof the direction cosinesof theveloc-
ity vectors:14

Zeroth order:

of d d
Bt b))

2w
15v2 OX oV

(vgfz)zcee+sj; (2

First order:

Wy, A, o
ot ox ov

+§{%%(x2fz)—%a%(v3f2)}

U 20U 1 9/ .24 2 a(flj
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Second order:

ﬁ"'\/%_%i(xzﬁ) 2 v d (flj
ot oX  3x“ dx
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Third order:
dofy 3| dfy 20 (f .
¥+g{v§—axv a—v(v—z =—6vg f3; ©)

where f, f1, fp, and f3 are the ¢ = 0 (isotropic part), 1, 2, and 3
modes of the distribution function, respectively. For the clo-
sure of these coupled equations, we use the simplified f3
equation without the correction terms for hydrodynamic mo-
tion and nonplanar geometry; fzisreset to O at the beginning of
every time step because f3 << f, but Af3# 0.

In the above equations, Cq is the electron—electron colli-
sion operator,2® which is determined from the interaction of
fowithitself only; v, istheelectron-ion collision frequencyl2
given by

Ve = 04r neZ*e4 InA/mg v3,

which effectively includes the corrections of higher-order
terms neglected in the electron—electron collision operator,

¢= (z* +4.2) / (z* +o.24).
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The effective charge Z" is defined by Z" =(z2)/(Z), where
<ZZ>.<Z> are the square of the charge and charge averaged
over theion species, respectively; eistheelectron charge; In A
is the Coulomb logarithm,16 and U is the ion velocity. The
acceleration termisdefined as a, = eE, /My, wherethe elec-
tric field E, is obtained from the current-free condition
j= 47re/3j5° dw® f; = 0. §isasource term that accounts for
the change in the Maxwell distribution function

fm = ne(me/27rTe)3/2 exp(—mevz/ZTe),

i.e, § = d(fyy), due to changes in the electron density and
temperature fromionization, radiation transport, laser absorp-
tion, and PdV work calculated by the hydrodynamic code
before the FP calculation. The friction term n limits the
temperature changeduetothethermal conductionaccordingto
the real gas heat capacity per electron c,,. For area gas, nis
given by 1= 2¢,e/3, where ¢, is obtained from the hydro-
dynamic code. After the FP calcul ation, the effective electron
temperature, defined as T = 27/ Mg jg’ f0v4dv, isreturnedto
the hydrodynamic code. This is equivalent to solving the
electron energy equation in the hydrodynamic equations.

We simulated the implosion of a polystyrene CH shell of
900-um diameter and 20-um thickness filled with 15 atm of
D, gas. The 0.35-um-wavelength laser pulse was a 1-ns-
duration square starting at t = 200 ps with a rise time (0 to
maximum) of 200 ps and a constant power of 25 TW from
0.4 nsto 1.4 ns. Theirradiation intensity on the target was 9 x
1014 W/cm?2. Figure 90.24(a) shows the laser profile and the
calculated electron thermal flux at the critical surface,

Uep = 27rme/3j5°v5f1dv,

normalized by the free-streaming thermal flux at the critical
surface, ggs. The ratio gep/geg can be defined as the flux-
inhibition factor f if ggp is assumed to be g, the “actua”
flux when fgeg < qgy in EQ. (1). We observe that f increases
until 400 ps and then decreases with time. This shows the
time dependence of the flux-inhibition factor inan ICFimplo-
sion. Thistime dependence of the flux inhibition is explained
by the properties of the SH model and the nonlocal nature of
the transport.

For the first explanation, we consider the time dependence

of the relation between ggg and qgy, described by the SH
model. At the critical surface gggisafunction of the electron
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temperature only, and qgy is written in terms of Aq/Lt and
the free-streaming flux as Qg :16«/§ﬂ_1/2(10/LT)qF5,
where A is the electron mean free path for 90° collision
scattering® given by

Ao= v{‘;,/[4¢7rnez*(e2/me)2 InA},

wherevy, isthethermal velocity defined by vy, = (2Te / me)j/z.
Lt is the temperature gradient scale length defined as
Te/(9Te/0xX). Figure 90.24(b) shows Ag/Lt and electron ther-
mal fluxes grs, Ogy, and gep at the critical surface. Ag/Lt
increases during the rise time of the laser pulse when Tg
increases rapidly. It then decreases as Lt increases faster than
Ag after 400 ps, at which time the constant laser pulse starts.
Also, grgincreases gradually with timein Fig. 90.24(b) asthe
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Figure 90.24
(a) Ratio of theqrp and grs measured at thecritical surface; (b) ratio of Agand
L. grsand gsy are calculated from the ne and Te obtained by FP calculation.
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electron temperature increases gradually. This leads to gg
being almost constant after 400 pssincetheincreasein gegand
the decreasein Ag/L cancel each other in contributing to ggyy.

The relation between ggy and gep is determined by the
nonlocal transport. As seen in Fig. 90.24(b), the FPflux hasa
trend similar to that of the SH flux: the ratio gep/0gy Stays
between 0.5 and 0.6 during the constant laser power. Yet,
during that time, because Ay/Lt decreaseswithtime, wewould
expect the flux to be less constrained. The fact that the ratio
Orp/0sy Stays constant indicates that flux inhibition from the
SH flux due to the nonlocality of the electron transport in-
creases with time.

From the time development of the flux-inhibition factor f
and the absorbed laser power |5, the absorbed laser power—
averaged flux-inhibition factor, (f)=J fladt/[Iadt, is esti-
mated to be 0.075 for the sharp-cutoff flux-limited SH for-
mula of Eq. (1). We also calculated (f) with the harmonic
mean flux-limited SH model, which is given by

det = (fops) ™+ agh.

For thismodel, {f) is0.15.

The validity of our Fokker—Planck calculation is checked
by comparing the calculated neutron burn history with both
experimental results and results of the flux-limited SH model.
The experiments were performed on the 60-beam OMEGA
laser systeml” with the best smoothing conditions.1® The
neutron burn history was measured with the neutron temporal
detector, which has a temporal accuracy of +50 ps.19 All the
calculationswerecarried out withthereal laser pulseand target
conditions. In Fig. 90.25(a), we show three neutron rates
calculated by FPand by SH with flux limitersof 0.07 and 0.06.
Theseresultsare for 15-atm-D,, gas pressure and 20-um shell
thickness irradiated by a 1-ns-duration square pulse. The
resultsof both FPand SH with aflux limiter of 0.07 show good
agreement with the experimental result. The results shownin
Fig. 90.25(b) for afuel gas pressure of 3 atm also agree well
with the experimental result for a flux limiter of 0.07. The
difference in amplitude between the theoretical and experi-
mental observed rate of neutron production or thereduced burn
history is believed to be caused by the shell-fuel mix during
the decel eration phase due to the Rayleigh-Taylor (RT) insta-
bility.18 Resultsin Figs. 90.25(a) and 90.25(b) are consistent
with the previous results shown in Fig. 90.24(a), where FP
calculation gives (f) of 0.075. In Fig. 90.25(c), we show the
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Figure 90.25

Comparison of the calculated neutron rate with results from the experiment for FP and SH with a flux limiter of 0.07 and 0.06: (a) 15 atm of D fuel gas and
1-ns square pulse; (b) 3 atm of D2 fuel and 1-ns square pulse; (c) 20 atm of DT fuel and 0.4-ns square pulse.

neutron ratefor the case of a0.4-nssquarepulse (20atm of DT
inasimilar target). In this case, the FP bang time agrees with
that of the flux-limited SH for a flux limiter of 0.09. The
experimental bang time is between SH with a flux limiter of
0.08 and FP. Thisindicates that alarger flux limiter is needed
for short-pulse cases. In this case, () wasfound to be 0.087,
which is larger than 0.075 for the 1-ns square pulse. Thisis
consistent with the fact that a large flux-inhibition factor is
needed to match the flux-limited SH flux to FP early in the
pulse, as shown in Fig. 90.24(a). For all the cases shown in
Figs. 90.25(a)—90.25(c), FP gives neutron temporal profiles
about 50 ps ahead of these experiments. This discrepancy is
withintheexperimental error bar. A stricter treatment of §;and
1 in Eq. (2) might reduce this discrepancy.

Next, we show the effects of the time dependence of the
flux-inhibition factor on the absorption and the stability of the
shell during the implosion. Due to the larger flux-inhibition
factor early inthe pulse, FPgivesalarger thermal flux than SH
with aflux limiter of 0.07, asshownin Fig. 90.24(a), resulting
inalarger electron-density scalelength, L, = ng / (ane /ax), at
the critical surface as seenin Fig. 90.26, where we also show
that FP and SH with f = 0.07 give almost the same electron
temperature T, at the critical surface. The larger density scale
length of FP at the critical surface early inthe pulse givesrise
to alarger absorption fraction by inverse bremsstrahlung than
in the SH case as shown in Fig. 90.27, where we plot the
temporal evolution of thelaser absorption cal culated by FPand
by SH with flux limitersof 0.07 and 0.06. Thelaser absorption
for FPislarger early in the pulse, while later in the pulse, FP
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gives alower laser absorption than SH with aflux limiter f of
0.07. Thetotal absorption fraction is0.83 for FPand 0.76 and
0.68 for SH with f of 0.07 and 0.06, respectively. FP gives a
larger laser absorption fraction than that of the SH with 0.07
and 0.06 by about 7% and 15%, respectively.

The effect of the FP transport on the growth of the RT
instability during the acceleration phase was investigated
using the Betti-Goncharov formula2® In the acceleration
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Figure 90.26

Ln and Te for FP and SH with a flux limiter of 0.07, measured at the
critical surface.
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The absorbed laser power for FP and SH with flux-limiter values of 0.07 and
0.06. For reference, the incident power is also shown.

phase, the averaged ablation density {p,) and the averaged
mass ablation rate (M) are 3.3 g/cm3 and 1.35 x 106 g/cm? s
for FPand 3.9 g/lcm3 and 1.53 x 10° g/cm? sfor SH with aflux
limiter of 0.07, respectively. Here, FP gives {p5) and {m)
about 15% lower than that for SH. The averaged minimum
density-gradient scale length <Lm> is 1.47 um for FP and
1.06 um for SH. Thislarger (Ly,) in FPleads to stabilization
of the growth of the RT instability of short-wavelength pertur-
bations during the acceleration phase. The obtained o and 8
in the Betti—-Goncharov formula?® are 0.90 and 1.5, which are
almost the same for both FP and SH.

Conclusion

Flux inhibition for square-pulse CH implosions has been
shown to be time dependent. The thermal flux at the critical
surface early in the pulsein the FPsimulation islarger thanin
the flux-limited SH with a flux limiter equivalent to the
averaged value calculated from the FP calculation. This was
confirmed by comparing the neutron burn history from FP
simulations with the experimental measurementsfor different
fuel gas pressure and laser pulse durations. A larger flux
limiter is required in simulations of implosions driven by
shorter-duration pulses. The increase in the density scale
length at thecritical surfaceincreasesthelaser absorption. The
longer scale length at the ablation region also leads to aslight
stabilization of the Rayleigh-Taylor growth by short-wave-
length perturbations.
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Precision Spectral Sculpting of Broadband FM Pulses
Amplified in a Narrowband Medium

Solid-state laser systems envisioned for inertial fusion energy
(IFE) applications will require both high efficiency and high
single-beam, on-target uniformity. High efficiency isachieved
by diode pumping, and on-target uniformity is achieved by
beam-smoothing techniques. One of the most-promising gain
media for these high-efficiency lasers is ytterbium-doped
strontium fluorapatite (Yb*3:SFAP).1 While this material is
ideal for efficient diode pumping, its gain bandwidth is rela-
tively narrow. Thishasimplicationsfor theamount of on-target
beam smoothing that can be achieved with techniques such as
smoothing by spectral dispersion (SSD),2 which requires
bandwidths of the order of 1 THz in the ultraviolet3 or roughly
0.333 THz (330 GHz) in the infrared part of the system.*
Since this bandwidth is comparable to the gain bandwidth
of Yb*3:SFAP, significant gain narrowing can be expected in
the laser system.

Gainnarrowinginthiscasedoesmorethan limittheamount
of on-target bandwidth available for beam smoothing. The
techniqueof SSD impressesfrequency-modulated (FM) band-
width on the laser and disperses it with gratings in order to
smooth speckle on target. Gain narrowing modifies this FM
spectrum, leading to amplitude modulation (AM) or FM-to-
AM conversion in the temporal profile of the pulse. The AM
occurs primarily at the high-peak-power output of the laser
system, significantly increasing the risk of laser damage.

In this article, the application of spectral sculpting to FM
pulsesis presented. Specifically, spectral sculpting is used to
precompensate the effects of gain narrowing in narrowband
solid-state amplifiers. The technique of spectral sculpting has
previously been used to compensatetheeffectsof gain narrow-
ingin ultrafast amplifiersby spectrally shaping theinput pulse
prior to amplification® or by the use of an intra-amplifier
spectral filter.6 In these examples, the primary goal was to
increase the width of the amplified output spectrum. For FM
pulses, however, any modification to the original spectrum
leads to AM; thus the effects of gain narrowing must be
precisely compensated to ensure that the amplified output
spectrum matches exactly the original, unamplified FM spec-
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trum. We experimentally demonstrate complete gain-narrow-
ing compensation for small-signal, center-line gains of the
order of 10% and FM bandwidths that are comparable to the
linewidth of the amplifying medium.

Theconcept of spectral sculptingisillustratedin Fig. 90.28.
The spectrum of an FM pulse and its corresponding smooth
temporal profile are shown in Fig. 90.28(a). Asillustrated in
Fig. 90.28(b), a spectral mask that attenuates the line-center
sidebands, which experience high gain, and wholly transmits
the distant low-gain sidebands is applied to the pulse at the
input to the laser system. After spectral sculpting, this low-
energy input pulse no longer hasapurely FM spectrum and is
thus heavily amplitude modulated [Fig. 90.28(b)]. As the
pulse is amplified through the system, the sculpted spectrum
evolves toward a purely FM spectrum. At the output of the

M / S
Y e A,
(© f \

Frequency Time

Gb5413

Figure 90.28

(@) Unamplified FM spectrum and associated smooth temporal profile.
(b) Sculpted, unamplified FM spectrum. The associated temporal profile
shows significant AM. (c) Sculpted, amplified FM spectrum. The amplified
output has the original FM spectrum and a smooth temporal profile.
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system, precisely where the energy, fluence, and concomitant
damagerisk are highest, the purely FM spectrumisrecovered,
with no AM [shown in Fig. 90.28(c)].

A schematic of the experimental setup is shown in
Fig. 90.29. The FM bandwidth was generated by double
passing a monochromatic, temporally shaped pulse through a
LiNbO3 phase modulator.” This pul sethen entered the spectral
sculptor. After sculpting, the pulse was injected into a
narrowband, cavity-dumped, multipass Nd:YLF amplifier.
Nd:YLF snarrower gaintransition servesasasurrogatefor the
Yb*3:SFAPwith aproportional reduction in input bandwidth.
Thetotal number of round-tripsthrough the cavity, and thusthe
overall gain experienced by the pulse, was adjustable. After
amplification, the spectral profile of the sculpted, amplified
pulse was measured with a custom-built spectrometer with a
resolution of ~0.1 A. To assess the magnitude of post-amplifi-
cation AM, thetemporal profile of these pulseswas character-
ized with an LLE-built streak camera with a 15- to 20-ps
temporal resolution.

Thedesign of the spectral sculptor isbased on aconfigura-
tion known as a zero-dispersion pulse compressor with a
pulse-shaping mask.8 In this configuration, the sidebands of
the FM-modulated incident pulse arefirst angularly dispersed
by agold-coated diffraction grating. A lensthen transformsthe
angular dispersion of the sidebands into a spatially separated
array of individual sidebands located at the back focal (Fou-
rier) plane of the lens. A mask, placed in this plane, performs
the actual scul pting. The second half of the sculptor isamirror
image of the first part, producing a spectrally sculpted pulse
whose individual FM sidebands are overlapped in space.

Temporally -
shaped pulse

10-GHz
FM modulator

To spectrometer Nd: YLF optica Spectral
& streak camera g amplifier | scul ptor
G5414 \"""-""""-/

Figure 90.29

Schematic of the spectral sculpting setup.
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The specific layout of a particular Fourier-plane mask
dictates the optical design of the sculptor. Many types of both
fixed and programmable masks might be used to shape the
spectrum of apulse.? The programmable mask used here (from
CambridgeResearchInc.) ishased ontheliquid-crystal-modu-
lator (LCM) light valve developed by Wefers and Nelson.10
Thediscrete nature of the FM spectrumisideally suited to this
pixelated light valve, and thus our sculptor was designed so
that thespatial separation between each sideband inthe Fourier
planematched exactly the LCM pixel separation. For agrating
groove density of 1740 grooves/mm, a center wavelength of
1.053 mm, an FM sideband spectral separation of 10.384 GHz,
and a LCM pixel separation of 100 mm, the required focal
length of the lenses was 775 mm. Since the required focal
length was so long, each lensin the scul ptor was replaced with
athree-lens, telephoto system (designed by D. Weiner), result-
ing in a60% reduction in the overall length of the sculptor.

The LCM light valve provides control of both the trans-
mission and relative optical phase of each FM sideband. This
is done by applying a computer-controlled voltage to each of
two liquid crystal layers in each LCM pixel. The sculpting
mask canthusbetail ored to compensateavariety of conditions
in the amplifier. An algorithm was devel oped that adjusts the
transmission of each LCM pixel until the power spectrum of
the amplified, sculpted pulse matches a given, desired refer-
ence spectrum.

The reference spectrum, which is the original pure FM
spectrum generated by the phase modul ator, was measured by
sending the output of the sculptor, with the transmission of
each LCM pixel set to 100%, directly to the spectrometer (see
thedashedlineinFig. 90.29). Oncethereferencespectrumwas
taken, the unscul pted pulse wasthen amplifiedinthe Nd:YLF
amplifier and sent into the spectrometer. The power spectrum
of the amplified pulse is given by

Eanp(1) =[En(1 )0 ) (1)

where |Ein(l )|2 isthe spectrum of theunamplified, unscul pted
pulse (the reference spectrum) and |g(/ )|2 isthegain spectrum
of the Nd:YLF amplifier. Given this measurement of the
amplified power spectrum, a compensating mask function
M(/') wasthen cal culated and sent tothe LCM. Whenthe LCM
isused only asatransmission mask, this mask function can be
expressed as
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The now-sculpted pulse was amplified, and the resulting
spectrum was again measured and compared to the reference
spectrum. This procedure was repeated until the amplified,
sculpted spectrum matched the original reference spectrum
|Ein(1)". This comparison of spectra was accomplished by
calculating the relative difference in energy between corre-
sponding sidebands in the reference and amplified spectra.
When the rms average difference among all of the sidebands
was|essthan 4%, the spectrawere considered to be equival ent
and the scul pting procedure ended.

Figure 90.30(a) shows the measured reference FM spec-
trum, containing ~29 sidebands with a bandwidth of
~220 GHz. Sincethe spectral width of the Nd:YLF gain curve
is approximately two-thirds the width of that of Yb*3:SFAP,
we used an FM bandwidth that was two-thirds of that required
for aY b*3:SFAP-based | FE laser system using SSD for beam
smoothing. The pulse temporal profile corresponding to the
reference spectrum in Fig. 90.30(a), as measured with the
streak camera, is shown in Fig. 90.30(b). Without precom-
pensation, as shown in Fig. 90.30(c), the amplified (gross
small-signal, center-line gain ~9100) FM pulse spectrum is
significantly narrowed. The temporal profile of this gain-
narrowed, amplified FM pulse shows nearly 100% AM
[Fig. 90.30(d)]. Due to the fact that gain narrowing leadsto a
symmetric distortion of the original FM spectrum, the pre-
dominant frequency of theAM is~20 GHz, whichistwicethe
phase-modulation frequency.

Beginning with the unsculpted, amplified spectrum in
Fig. 90.30(c), the sculpting algorithm iterated, as described
above, until the sculpted, amplified spectrum matched the
reference spectrum. For gains of ~10%, four to five iterations
were typically required. The resulting amplified and sculpted
spectrum is shown in Fig. 90.30(e). This power spectrum
shows that precompensating the effects of gain narrowing
produces an amplified spectrum that matches the original
unamplified FM power spectrum, thusproviding the necessary
bandwidth for on-target smoothing. As discussed above, the
scul pting technique must also produce amplified pulseswith a
minimum amount of AM. As can be seenin Fig. 90.30(f), the
applied spectral sculpting mask used to generate the spectrum
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in Fig. 90.30(e) has significantly reduced the AM at the ampli-
fier output; however, some residual 20-GHz AM remains.

To better understand the source of thisresidual AM, amodel
that usesthe experimentally measured power spectrato calcu-
late the expected temporal pulse profile was devel oped. These
simulations showed that the relative amplitude errors in the
sidebands (which weretypically of the order of afew percent)
were not sufficient to cause the observed residual AM. It was
thus concluded that the scul pting algorithm successfully pro-
duced the correct amplified FM power spectrum, and that the
residual AM was not caused by errors in the sculpted ampli-
tudes of the individual amplified sidebands.

The simulations described above were then expanded to
includetheeffectsof errorsinthe phaserelationship amongthe
sidebands that comprise the amplified FM spectra. Two pri-
mary sources of phase error in the experiment were material

2L
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Figure 90.30

(a) Unamplified FM pul se spectrum (reference spectrum); (b) streak camera
measurement of thetemporal profile of the pulse whose spectrumisshownin
(a); (c) gain-narrowed, amplified FM spectrum; (d) temporal profile corre-
sponding to the gain-narrowed spectrum shownin (c); (e) amplified, scul pted
FM spectrum; (f) temporal profile corresponding to the amplified, sculpted
spectrum shown in (e).
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dispersion and imaging errors in the sculptor. These sources
primarily produce aspectral phase whose magnitude varies as
the square of the frequency difference among the sidebands.
Introducing this quadratic spectral phase dependence into our
simulationsproduced FM pul seswith amplitudemodul ation at
thefundamental modulation frequency (i.e., 10 GHz). Whilea
small amount of 10-GHz modulation can be observed in our
data, the primary residual modulation frequency was 20 GHz.

Another source of spectral phase error in this setup is that
associated with the narrowband Nd:YLF gain transition. As-
suming that the gain profileof Nd:Y LF isLorentzianin shape,
the spectral phase associated with this transition can be ex-
pressed as!!

F(w) = Gas(we) 2(w- w)/Dw

868 1+[2(w- w)/Dw]® ©

where Ggg(W) is the center-line gain in decibels, w; is the
center frequency of the Nd:YLF transition, and Dw is its
spectral FWHM. Simulations showed that the addition of a
phase function of thisform to an FM spectrum, using param-
eters that matched our experimental conditions, produced
20-GHz temporal modulationwith anamplitude similar to that
observed in the data.

Using our LCM sculptor, the amplitude mask used to
produce the FM spectrum in Fig. 90.30(e) was combined with
a phase mask whose functional form is the inverse of the
function described by Eqg. (3), with the overall gain, transition
center frequency, and transition width being adj ustabl e param-
eters. These parameters were iterated to minimize the ampli-
tude modulation in the streak camera measurements. The
resulting experimental temporal profileisshowninFig. 90.31.
Comparing this figure with Fig. 90.30(f), it is clear that by
using phase compensation in addition to amplitude shaping,
the residual AM in the amplified temporal pulse can be com-
pletely eliminated.

Conclusion

This article has presented what is believed to be the first
demonstration of spectral sculpting applied to the amplifica-
tion of broadband FM pulses in a narrowband gain medium.
Because of FM-to-AM conversion, spectral scul pting for these
pul sesrequiresboth precision amplitude and phase compensa-
tion of narrowband gain effects. Spectral sculpting for
narrowband, center-line small-signal gains of 10* has been
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Temporal profile of an amplified FM pul se whose spectrum was both phase
sculpted and amplitude scul pted.

demonstrated, producing amplified pulses that have both suf-
ficient bandwidth for on-target beam smoothing and temporal
profiles with no potentially damaging AM.
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Electric-Field-Induced Motion of Polymer Cholesteric Liquid
Crystal Flakesin a Moderately Conductive Fluid

Polymer cholesteric liquid crystals (pCLC'’s) are commonly
limited to passive applications as thin films reflecting a spe-
cific wavelength and polarization of light dueto their inherent
selectivereflection properties. SomepCL C'sinthestateabove
their glasstransition temperature can be used for active appli-
cations, but duetotheir highviscosity, switchingtimesarelong
compared to low-molar-mass liquid crystals with a similar
structural composition. New possibilities for pCLC applica
tions emerged in 1994 when Faris proposed fracturing pCLC
filmswith Grandjean texture (the helical axisof the molecular
structureisnormal tothefilm surface) intotiny particlescalled
“flakes.”1 Initial research on pCLC flakes, performed by
Korenic et al., focused on cyclic polysiloxanes? exhibiting
selective reflection in the visible. The flaking process was
refined, and passive optical effectswerestudied. By character-
izing the selective reflection effect for both films and flakes,
Korenic showed that bulk propertieswere preserved. Colorim-
etry of pCLC flakesin various drying binders (e.g., glues and
adhesives) |eadsto the devel opment of new paint and pigment
concepts for potential applicationsin both the decorative arts
and document security.3# Optimization of the vivid selective
reflection effect for passive applications was found to depend
on particle concentration, the use of arestricted particle size
range (e.g., ~90 to 180 um), and immersion in adrying binder
with comparable refractive index (~1.6).

Theuseof an electricfield to control the motion of particles
has been investigated for decades. The prospect of electro-
phoreticimage displays® replacing cathode ray tubeswasvery
realisticintheearly 1970suntil liquid crystal displaystook the
lead in devel opment. Particledisplaysremained anovelty until
recent advancesinvolving particleencapsul ation and the novel
concept of amechanically flexible display that emerged from
work with polymer-dispersed liquid crystal technology in the
1980s.5 An el ectrophoretic display based on the encapsul ation
of hundreds of micron-sized charged particles that migrate
back and forth inside a 50- to 200-um capsuleis being devel-
oped by E-Ink®.7 A second leading particle display technol-
ogy, Gyricon® 8reliesonindividually encapsul ated bichromal,
25- to 200-um spheres with oppositely charged hemispheres
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that rotate with the application of a suitable electric field.
Response times for these technologies, currently ~200 to
300 ms, are judged to be sufficient for applications such as
electronic books, commercia advertising signs, or personal
data assistants (PDA’s). Achieving color with these technolo-
giesiscomplex and requiresthe addition of color filtersor the
development of multichromal spheres,® respectively. A new
concept that involves ~10-um birefringent polymer nematic
liquid crystal spheres!® may also have applicationsin particle
display technology. These spheres were shown to reorient
within 100 to 200 usin an electric field due to the negative
dielectric anisotropy of the polymer nematic material. Crossed
polarizers would be necessary to observe optical effects.

Here we report an extension of the pCL C flake technology
fromentirely passiveoptical applicationstoaninvestigation of
motion in an electric field.1112 Commercial polycyclosilox-
aneflakes, 13 typically 6 um thick, with an arbitrary shape and
aselectivereflection peak at 1o =520 nm (green) were sieved
and dried? to obtain batches with sizes between 20 and 50 um
[Fig.90.32(a)]. ThepCL Cflakesweresuspendedin propylene
carbonate (PC) (Aldrich, 99.7% HPL C grade), ahost fluid that
istransparent, chemically compatiblewith the pCLC material,
of acomparabledensity, and hasanon-negligible conductivity
of ~5 x 106 siemens/cm (Table 90.1V). Test cells were con-
structed using pairs of 25 x 25 x 3-mm indium tin oxide
(ITO)-coated glass substrates.1* A mixture of 41+3-um-diam
sodalime glass spheres (Duke Scientific Corp.) dispersedina
UV-curing epoxy (Masterbond UV 15-7TK 1A) wasappliedin
four cornersof one substrateto set the cell gap. Cellswerethen
filled by capillary action and sealed with epoxy (Devcon
5-Min®). Basic observations were made using a polarizing
microscope (Leitz Orthoplan). A digital camera (Panasonic
Digital 5100) withatimer wasused torecord flakemotionwith
atimeresolution of 100 ms. Dataon flake motion occurring on
a sub-second timescale was obtained by detecting the light
reflected from the rotating flake surface using a photomulti-
plier tube (PMT) (Hamamatsu R905) coupled to the micro-
scope ocular by means of afiber optic mounted in aprecision
fiber coupler (Newport Corp.). The PMT signal wasdisplayed
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on one channel of an oscilloscope (HP 54520A) and directly
compared with the field applied to the cell displayed on the
second channel. A function generator (Stanford Research
SystemsDS345) provided thesinusoidal driving voltagefor ac
fields. Flake motion was observed as a function of the
waveform’s magnitude and frequency. Rotational behavior
was easily detected under near-normal illumination through a
10x objective (N.A. = 0.2). Brightly reflecting flakeslying in
the plane defined by the substrates [Fig. 90.32(b)] darkened
substantially after reorienting [Fig. 90.32(c)].

Experiments concentrated on investigating ac sine wave—
driven devices. Using the polarizing microscope and the
digital camera to track flake motion, we found that pCLC
flakes responded to electric fields by rotating approximately

Flake

Figure 90.32

Dimensions of atypical irregularly shaped pCLC flake are depicted in (a). Flakes
lieapproximately parallel to cell substrateswhen no electricfieldisapplied (b) and

appear green due to selective reflection caused by the helical molecular structure

of cholestericliquid crystal's, asdepicted by theenlarged flake. Flakesreorient with
one long axis parallel to the applied field (c). They appear dark since light is no

longer reflected off their flat surfaces.

Table 90.1V: Properties of CLC520 flakes and host fluid.

Property at 26C Wacker polysiloxanes CLC520  Propylene Carbdfate
Index of refraction @ 589 nm 1.57%Ref. 4) 1.428)
Dielectric permittivity @ 1 kHz ~@ 699
dc conductivity (S/cm) - ~5x10°
Dynamic viscosity (Pa-s) Solid 2x01073()
Density (g/cnd) ~1.1() 1.189°)

*Average index of refraction.

All materials were used as received without further processing.

(@Measured with an impedance meter (253 Electro Scientific Instruments)
(b)Measured by a water displacement technique
(©Sigma-Aldrich-Fluka Catalog (2000)

(@High Purity Solvent Guide, Baxter Diagnostics Inc., Burdick & Jackson Division (1990)
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90° about one axis, typically the longest one [Fig. 90.32(c)].
Flakemotion wasseenin electricfieldsaslow as5mV ,,J/um
(0.21 Vo) Within aspecific frequency bandwidth defined as
the range where the flake response time increased by afactor
of 3 from the fastest response detected. In atypical set of data
for oneflake (shownin Fig. 90.33) theflake'sfastest response
a 5 mV,Jum required 47 s at 130 Hz. The freguency
bandwidth extended from 45 Hz to 500 Hz for this very low
magnitude field. As the magnitude of the driving field in-
creased to 30 mV,,,Jum, the frequency range for motion
broadened to extend from approximately 25 Hz to 1000 Hz.
Thissixfold increasein voltage greatly reduced the reorienta-
tiontimefor theflaketo lessthan 1 s. Many other flakeswere
seen to behave in a similar manner.

o 5mV,Jum
» 10 MV, Jum
1000 | | " 20 MV, Jum
¢ 30 MV, Jum
w A e
E; 100 \A,A \‘.o\.‘. .././' /A
N o .
E 10 LN \A\A\A . ) X ./’
3 T
g \ \-\.h././ ‘/
e A
g- 1+ \0\0——0/‘ -
14
01 | | |
1 10 100 1000 10000
8100 Frequency (Hz)
Figure 90.33

The characteristic timeresponse of arepresentative pCL C flakeasafunction
of frequency at specificelectricfield values. Linesaredrawnto guidetheeye.
Similar behavior was observed for dozens of flakes.

Thereorientation timesof flakesinthefield of view imaged
onto the digital camera (2 mm x 1 mm) were examined as a
function of incremental voltage increases of a 50-Hz electric
field. Attention wasdirected to two typesof flakes: (1) “small”
flakes with the largest dimension of the order of 25 um
(typically squareor triangular) and (2) “large” flakeswitha35-
to 50-um dimension that tended to be rectangular. The small
flake' sresponsecurvein Fig. 90.34 showsaninversequadratic
dependence on thefield (R? = 0.98); however, for fieldslarger
than approximately 30 mV ,d/um (1.3 Vo) the large flakes
consistently reoriented more quickly than the small flakes.
Inertial terms are small enough to be neglected in this system,
so it is possible that at higher voltages these flakes carried a
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proportionally larger induced dipole moment dueto their size
and (typically) rectangular shape, thereby causing theseflakes
to reorient more quickly than smaller flakes.

100 PS T

10

Response time ()

10

Voltage (Vims)

G5410

Figure 90.34

The average response time of several flakes has an inverse quadratic depen-
dence on the applied voltage. The standard deviation of 10% is of the order
of the size of the data points.

Usingthesignal fromthe PMT to detect light reflected from
asingletypical flake, we found that the actual time necessary
for a flake to rotate was less than the reorientation time
measured with the digital camera through the microscope
eyepiece (Fig. 90.35). In the presence of a 40-mV,,,J/um
(1.7 Vs 100 Hz) field there was a delay time D; of 420 ms
for the flake to initiate movement after the field was first
applied. The flake then completed the full reorientation, as
determined by its reflectivity shifting from a maximum to a
minimum value, with a fall time R, of 560 ms. The total
reorientationtimewasthereforejust under 1s. (Herewedefine
the reorientation time of aflake as the sum of the D; and the
R;). We attribute D; to the time necessary for an insulating
pCLC flake to acquire a dipole moment.

Themotion of pCL Cflakeswasnot bistable, but thissystem
showed “memory” or hysteresis. Flakesrelaxed to their initial
positionintheplaneof thecell several minutesafter thedriving
field wasturned off. There was also a gradual, approximately
linear increasein responsetimefor suspended flakesinthe PC
host for over 48 h.

Electrophoresis can be discounted asapossi ble mechanism
because pCL C flakes are not charged initially, but acquire an
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Flakemotionina40-mV me/um (1.72-Vms) field at 100 Hz was studied with
a PMT detecting light reflected from the flake surface. Initialy, the flake
reflected brightly but little light was detected upon reorientation. The result-
ing contrast ratio, with no attempt to eliminate light from other flakes and
sources of scatter, was approximately 15:1.

induced polarization that is presumed to come from migrating
charges. Since the electric fields applied to test cells were
uniform to within £3%, dielectrophoresis, which requires an
electric field gradient, can also be eliminated as a possible
effect contributing to flake motion. The mechanism leading to
flake reorientation in host fluids with non-negligible conduc-
tivity is most likely the orientational effect described by
Jones. 15 This effect is caused by an induced dipole, with a
quadratic dependence on the electric field, brought about by
the difference in the conductivity and dielectric constant be-
tween the flake and the host fluid. The responsetime for flake
motion isdetermined by solving the equation of motionfor the
system, which includes the torques due to the induced dipole
and the viscous retardation, while the moment of inertia is
neglected. Calcul ations show that the flake response time will
have an inverse quadratic dependence on the electric field, as
was experimentally observed. A closed-form solution in two
dimensions was obtained, and time response calculations
corresponded well with the experimental observations in
Fig. 90.33.A numerical solution, based on Okagawa' swork,16
was found for flake motion in three dimensions.

Summary

In summary, we have observed the reorientation of pCLC
flakes suspended in propylene carbonate, a moderately con-
ductive host fluid. Flakes align with one axis parallel to the
electric field. Motion has been observed in applied fields as
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low as 5 mV .,/ um. Reorientation time decreased, while the
frequency rangefor motionincreased withtheapplied voltage.
We have observed 90° flake rotation in times R; as short as
hundreds of milliseconds. We envision much faster response
timesindevicegeometrieswheretheflakerotationisrestricted
to a few degrees. The response time, which has a inverse
quadratic dependence on the applied field, is also dependent
upon flake shape and size as well as various material charac-
teristics. Though flake motion is not bistable, it hasamemory
effect that needs to be explored further. Controlling flake
orientation can lead to both commercial and scientific applica-
tions. Display applications with the capability for color are
envisioned, as well as optical filters, polarizers, and spatial
light modulators.
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Femtosecond Response of a Freestanding LT-GaAs
Photoconductive Switch

The use of semiconductor photoconductive devices to gener-
ate picosecond and subpicosecond electrical signals has been
the subject of intense research for the last two decades, prima-
rily motivated by the fast-growing demand for ultrafast, inte-
grated optoelectronic photoswitches and photodetectors.
Photoconductive devices based on ion-implanted InP12 ion-
implanted silicon-on-sapphire,3 amorphous silicon, low-tem-
perature-grown GaAs (LT-GaAs),*’ as well as metal-
semiconductor-metal diodes,® have been studied thoroughly.
Unfortunately, dueto either their nonstandard active material
or the need for nanolithography, it is difficult to integrate any
of the above devices into advanced optoel ectronic systems or
high-performance digital electronicscircuits (conventional or
superconducting) fabricated on Si substrates. The existing
semiconductor photoswitches usually require hybrid integra-
tion, which drastically reduces their intrinsic multigiga-
hertz bandwidth.

Thisarticlereportson anew method of making afreestand-
ing LT-GaAs photoconductive switch that can be placed at
virtually any point on any circuit containing a coplanar strip
(CPS) transmission structure. Our device is characterized by
<0.5-psresponse time and ~23-V/W responsivity (typical for
Si or GaAs photodetectors) for 810-nm radiation.

The fabricating process of freestanding LT-GaAs photo-
conductive devicesis described in detail elsewhere.® Briefly,
1-um-thick LT-GaAs films were grown by molecular beam
epitaxy on semi-insulating GaAs substrates covered with a
layer of AlAs, at atemperature range of 200°C to 250°C and
at a growth rate of 1 um/h.1% The 0.5-um-thick AlAs etch-
stop interlayer was grown first to enable the separation of the
LT-GaAs film from the substrate. After the growth, wafers
with LT-GaAs layers were annealed in situ at 600°C for
10 min under local As overpressure.

The multiple-step process was used to lift and transfer the
LT-GaAs layer from the GaAs substrate.®1! First, LT-GaAs
wascovered with aphotoresi st, and thephotoswitch structures,
approximately 5 um wide and 15 um long, were defined by
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photolithography. Next, the wafer was placed into the diluted
HF solution (HF:H,0 = 1:9) for selectiveAlAsetching, which
led to separation of the LT-GaAs film from the substrate. The
separated LT-GaAs switch was then placed gently on aprede-
termined spot on the Si substrate. Special care was taken to
ensurethat the contacting surfaceswere exceptionally clean so
the LT-GaAswould adhere to the Si through molecular bond-
ing. Inthefinal step, the 10-nm/300-nm-thick, Ti/AuCPSlines
were fabricated on top of the switch, resulting in the structure
shown in the inset in Fig. 90.36. The final two steps could be
easily reversed, i.e., in many fabrication runs the Ti/Au CPS
lineswerefabricated first, and the switch was placed on top of
them, again attached by molecular forces.

The femtosecond response of our LT-GaAs photoconduc-
tive switches was measured with an electro-optic (EO) sam-
pling system,12 using a Li TaOj5 total-internal -reflection (TIR)
probe, 41314 as shown in Fig. 90.36. The TIR configuration
allowed usto position the excitation and sampling spots only
~10 um away, eliminating the signal distortion caused by
propagation effects and enabling the measurement of close-to-
intrinsic electrical transients. A commercial Ti:sapphire laser
with arepetition rate of 82 MHz was used to generate 110-fs-
wide, 810-nm-wavelength optical pulses. Both the excitation
and sampling beams were focused to ~5-um spots with a
single 10x, long-focal -length microscope objective. The same
objective also collected the sampling beam reflected by the
TIR probe.413.14

Thetime-resolved photoresponse signals of our freestand-
ing LT-GaAs photoconductive switch, dc biased at 30 V and
illuminated by the average optical excitation power Pg, of
2.7mW, 3.2mW, 3.9mW, and 4.6 mW, respectively, areshown
in Fig. 90.37. The transient amplitudes were normalized to
demonstrate that although measurements for each Pg, were
optimized separately, theresponsewasvery reproducible, with
a 470-fs full-width-at-half-maximum (FWHM) pulse width,
arise time (10% to 90%) of 340 fs, and a fall time (90% to
10%) of 460fs. Small rippleson top of the~5-ps-long shoul der
after the main peak were also present in each measurement.
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Following Ref. 14, we believe that these ripples were caused
by electrical signal reflections of the interfaces of our
>50-um-thick LiTaO5 crystal at the bottom of the TIR probe.
Thelatter was confirmed by measuring thetransientswhen the
sampling spot was moved ~100 um. Inthiscase, the measured
pulse was broadened to a FWHM of 1.1 ps (due to the CPS
dispersion), and post-pulse ripples were shifted in time with
the respect of main pulse.
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FemTosecond Response oF A FREESTANDING LT-GAAS PHOTOCONDUCTIVE SMTCH

The electrical transient generated by the photoconductive
deviceresultsfrom thetemporary increase of conductivity due
to photogenerated free carriersin theilluminated region of the
semiconductor. The signa’s intrinsic rise time is limited by
how fast the optical energy isdelivered, which correspondsto
the integral of the laser pulse (in our case, ~120 fs). Our
measured, 340-fsrisetimeisbroadened by the EO systemtime
response g, which includes such factors as the finite spot size
of the sampling beam, the thickness of the LiTaO5 crystal, and
the equival ent lumped-element circuit parameters.” Thevalue
of 74 can be estimated as

g = V340 —120% =~ 320 fs.

Owing to the existence of a very large concentration of
deep-level trapsin LT-GaAs, which originated in the fabrica-
tion procedure, the signal’s fall time is limited by the free-
carrier lifetime. Knowing that the measured fall timeis460 fs
and taking into account 7, we can derivethecarrier lifetimeas

7 =+460% - 3202 ~ 330 fs.
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Figure 90.36

Schematics of the electro-optic TIR probe placed on top of the Au CPSline
fabricated on a Si wafer (the figure is not to scale). The inset shows the
micrograph of an actual LT-GaAs freestanding switch and the positions of
the excitation and sampling beams.

Figure 90.37

A 470-fs FWHM electrical photoresponse of our freestanding LT-GaAs
photoconductive switch biased at 30 V and excited by 810-nm radiation, for
severa values of the optical excitation power. The optical power was
measured at the sample plane, including all the optics and the TIR probe.

LLE Review, Volume 90

89
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This latter value fits very well with the literature data on LT-
GaAs, measured usingthe EO systems, e.g., 7<400fsreported
by Gupta et al.6 We note that the all-optical, pump/probe
experimentstend to givemuch shorter, 7= 150fs, values.1®We
must remember, however, that for all-optical experiments, the
probe beam tests dynamicsof very hot carriers, at much higher
optical frequencies, as compared to the voltage response,
measured by the EO sampling.

Figure 90.38 shows the dependence of the photoresponse
amplitude on P, when the bias voltage V,, was set at 30 V.
We observe alinear dependence for moderate Pg, valueswith
a slope of ~23 V/W, which can be interpreted as the voltage
responsivity of our photoconductivedevice. For Pg, > 4.5mW,
the signal amplitude saturates. The photoresponse amplitude
versus Vy,, measured at Pg, = 4.6 mW, isalso linear (inset in
Fig. 90.38), with a few volts offset at low biases, apparently,
due to nonohmic contacts at the Au/LT-GaAs interface.

The photoswitch behavior presented in Fig. 90.38 is ex-
pected. With no light incident on the device, the resistance of
the LT-GaAs bar is above 40 MQ; thus, we can safely assume
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Figure 90.38

The amplitude of the photoresponse signal asafunction of Pey for the fixed,
30-V switchbias. Theinset showsthesignal amplitudeversusthebiasvoltage
for Pex = 4.6 mW.
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that the measured signal is entirely due to photogenerated
carriers inside our 1-um-thick sample (optical penetration
depth of 810-nm photonsis 0.86 um). The background signal
recovered to 0 V after each pulse, which indicated that the
underlying Si substrate with its long recombination time was
not being excited. With the gradual increase of Pg,, more and
more electron-hole pairs are generated, increasing conductiv-
ity and leading to the proportional increase of the electrical
response. Above a certain excitation level, however, all avail-
able carriers (for a given photon energy) are excited, so the
further increase in P, does not produce more carriers and the
signal reaches saturation. Similarly, for a given Pg,, the in-
crease of the switch V,, leads to the linear (due to the Ohm'’s
law) increase of the amplitude of the photocurrent.

To provide more quantitative interpretation and to check if
our experimental data are consistent with theoretical predic-
tions, we calculated the amplitude of the photocurrent pulse
generated in our experiment as | = VJ/Z,, where Vg is the
voltagepulseamplitudeand Zy = 30 Q isthe CPScharacteristic
impedance. For Pg, = 3.9 mW, the measured Vg is 70 mW,
leading to I = 2.33 mA. Taking into account that the signal
FWHM is 470 fs, the total number of carriersinvolved in the
transient photocurrent pulseis N = 7 x 103. This value can be
inserted into the theoretical formula,” which returns the num-
ber of carriers generated in a semiconductor by alaser pulse
and collected by the photoswitch electrodes, to see if the
measured data is consistent with reasonable values of the
guantum efficiency:

N=n- RE(i-ep(od] = urd, ()

where 1 is the quantum efficiency, R is the reflectivity, Egis
the laser energy per pulse of 7w photons impinging on the
LT-GaAs layer, o is the optical absorption coefficient at the
excitation wavelength, d is the thickness, i isthe mobility of
the LT-GaAs layer, and | is the spacing between the CPS
electrodes. Substituting into Eq. (1) parameters relevant for
our experimental situation, namely, Eq= 68 pJ(corresponding
to Pey = 3.9 mV), Vy, =30V, | =10 um, a (810 nm) =
1.16 um™1,d =1 um, 7= 330fs, and estimating R = 0.4 and
1~ 100 cm?/V-s, we finally obtain  ~ 0.1. We also note that
Eq. (1) predicts experimentally observed (Fig. 90.38) linear
dependencesfor both Pg, (Pey ~ Eg) and V. For Pg, = 4.6 mW,
the number of photogenerated carriers corresponds to a total
carrier density of ~1018 cm=3, which isareasonable value for
LT-GaAs near the saturation (see Fig. 90.38).
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Conclusion

In conclusion, a freestanding LT-GaAs photoconductive
device has been successfully fabricated and demonstrated to
have a femtosecond time resolution, voltage responsivity of
~23V/W, and a quantum efficiency of the order of 10%. The
time-resolved, 470-fs FWHM of our pulses corresponds to
~640-GHz, 3-dB bandwidth for the photodetector. For moder-
ate P, and Vy, the photoresponse signal wasfound toincrease
linearly, in very good agreement with theoretical predictions.
The LT-GaAs excess carrier lifetime was measured to be
330fs, in agreement with the literature data. The freestanding
photoswitchisbest suitedfor hybrid optoel ectronicand ultrafast
electronic systemssinceit can be placed at virtually any point
on the test circuit.
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Modeling Laser—Plasma | nteraction Physics Under Direct-Drive
Inertial Confinement Fusion Conditions

Introduction

L aser—plasmainteraction (L PI) processestaking placeinindi-
rect- and direct-drive targets differ significantly in severa
ways. Plasma electron densities ng in hohlraum targets are
typically afew percent of thecritical density n. = rnea)cz,/4re2 ,
so that the maininstability mechanismsare stimulated Raman
and stimulated Brillouin scattering (SRS and SBS, respec-
tively), which typically have very large predicted linear gains
due to the long scale lengths of near-uniform plasma.l The
theoretical challenge hereisto understand the nonlinear satu-
ration mechanismsthat are responsiblefor thesmall, observed
reflectivities. In direct-drive targets the plasmais inhomoge-
neous, with the linear gain for parametric instabilities
often limited by the inhomogeneity of the plasma, rather than
by damping of the unstable waves. In direct-drive targets, al
electron densities up to critical (n; ~ 8 x 1021 cm™3 for
0.351-um light) can be accessed by the laser. As a conse-
guence of the dispersion relations of the participating waves,
SBScantakeplaceanywhereintheunderdenseregionng<ng,
and SRS can take place anywhere below the quarter-critical
surface ng < nJ/4. At the quarter-critical surface SRS is in
competition with two-plasmon decay (TPD), a particularly
dangerous instability because of its low threshold and its
ability to produce hot el ectronsthat preheat thetarget. Compli-
cated physics is expected at the critical surface itself, in-
cluding but not limited to resonance absorption, profile
modification, instability, and surfacerippling.2 Interactionsin
the underdense plasma corona are further complicated by the
crossing of multiple beams. These beams can interact para-
metrically viacommon decay waves, excited simultaneously
by several beams, or via electromagnetic seeding involving
specular or parametricreflectionsat or near thecritical-density
surface. The need to take into account such complications
meansthat simpletheoretical modelsare of rather limited use.
One must adopt multidimensional simulation tools that are
ableto model the necessary physical processesonalargescale
in order to have a hope of interpreting current experimental
data and making predictions for future experiments.
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Whilemodeling LPI inindirect-drive-relevant plasmas has
received a great deal of attention, and several semipredictive
simulation codes have been developed,34-5 the same cannot
be said for direct drive. Recently pF3D, a three-dimensional,
paralel LPI interaction code developed by LLNL, has been
modifiedat LL Efor useindirect-drive conditions. Thesignifi-
cant advantage of pF3D3 over the code HARMONHY# is its
efficient parallelization using message passing, which has
been exploited using Hydra, a 64-processor SGI Origin. This
article describes recent developments in this regard, and in
addition to some background on pF3D and similar codes,
shows some of thefirst results that have modeled long-scale-
length OMEGA multibeam experiments.

Thisarticleisorganized asfollows: The next section gives
the background behind themodeling of large-scale L Pl experi-
ments and includes a discussion of the physical effects that
make such simulations especially challenging. The section on
Simulations gives details specific to the simulation of
OMEGA experiments, including the treatment of the expand-
ing plasma, the critical surface, and collisional absorption. It
also contains the first pF3D results in direct-drive geometry,
including simulations of SBS backscatter for a range of
laser intensities. Simulations exhibiting self-smoothing of
laser light are also presented. The final section explains the
relevance of these simulations not only to present, but also
tofuture OMEGA and National Ignition Facility (NIF) experi-
ments. Further advances expected in the near future are
also explored.

The Physics of L arge-Scale Modeling

One of the reasons for the complexity of LPI, and indeed
plasma physics in general, is the mixing between disparate
length scales. In LPI, the plasma response at scales around a
fraction of the laser wavelength Aq is generally not inde-
pendent of those taking place at the much larger hydro-
dynamic scale length of the target, |;,. For NIF-scale targets
irradiated by 0.351-um light, this ratio can be very large:
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I /Ao~ 1030 10* (an exampleof thisistheonset of large-scale
flow due to SBS momentum deposition’). In recent years one
advance in simulations that has made large-scale simulations
possible has been the use of wave-envel ope methods>#8 that
attempt to surmount these problems.

Another major complication for LPI is the complexity of
the plasma response. Typical experimental scales of interest
to laser fusion (both direct and indirect drive) are lengths of
the order of 1 mm and times of 1 ns. It is quite impossible to
model the plasma over these scales using any first principles
model, such as particle-in-cell (PIC), Vlasov, or Fokker—
Planck. One must necessarily deal with areduced description,
the simplest being the plasma fluid, where the only informa-
tion retained from the single particle distribution function is
its hydrodynamic moments. Although fluid models are the
simplest (though still containing ahost of nonlinearities), one
cannot often neglect linear and nonlinear kinetic effects. Ad-
vances have been made in combining both linear wave—
particleinteraction (Landaudamping),? el ectronkinetic effects
such as nonlocal electron transport,* and nonlinear frequency
shifts1O into fluid codes.

1. Wave-Envelope Methods and the Paraxial Approximation
The basic idea in wave-envelope methods is to take ad-
vantage of the fact that it is often possible to write the trans-
verse electric field of the laser as a sum of components that
are each well characterized by a given frequency and wave
number and also well separated from one another (spectrally).
By enveloping around, and hence explicitly removing, the
characteristic spatial and temporal frequency of each compo-
nent, one arrives at equations where only the slow variation of
the envelope needs to be followed. This leads to arelaxation
of numerical constraints, coarser grids, and larger simulation
volumes. An example of this is the paraxial approximation
where one needs only to resolve the Rayleigh length and not
thewavelength of thelight. In the paraxial approximation, the
constraint that the envelope function be slowly varying in
space restricts the model to describe only light propagating
within a range of wave numbers and frequencies not too far
from the characteristic frequencies. Experience showsthat an
angular +30° can be tolerated, but thisis often good enough
for practical purposes.’t Complications are that the plasma
respondsto the ponderomotiveforceand ohmic heating, which
are quadratic in the electric field. Hence there are pondero-
motiveandthermal sourcesat thebeat frequencies, both spatial
and temporal, of all the transverse components. To retain the
advantage, the plasmaresponse must likewisebeharmonically
decomposed around each frequency present, taking into ac-
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count nonlinear couplings between each,’ as is done in both
pF3D3 and HARMONHY,# i.e,, it is through the plasma re-
sponse that the transverse electromagnetic components are
nonlinearly coupled.

To make these general statements more concrete, we will
describe how the above procedure applies to SBS (both near-
backward and near-forward) in the simulation codes pF3D
and HARMONHY (although the algorithms differ between the
two codes, the general approach is essentialy the same in
each). Raman scattering can be treated in a similar way, but
for simplicity we will consider only Brillouin here. Consider
a transverse electromagnetic wave characterized by its
amplitude E . The time-enveloped amplitude E is defined by
the equation E = E exp(-iwgt) + c.c., and it satisfiesthe time-
enveloped Maxwell equation:

2
. c 2 H Ne . 55 _
§|6t+w—oﬂ+ wog.— N—C(l— |ve|/wb)%E—0, (1)

where E is assumed to vary on time scales much greater than
wgy 1 we haveignored heretheterm proportional to D[(]]] E),
but we have retained the damping of electromagnetic waves,
usually neglected in underdense plasma, since it isimportant
closetothecritical surfacein direct-drive plasmas. Motivated
by physical arguments, we expect the electric field to contain
two spectral features, one corresponding to transverse waves
propagating in the general direction of the laser axis and
another propagating in the near-backward direction (SBSin
the underdense region is expected to be reasonably well colli-
mated in the backward direction as the longitudinal corre-
lation length of the laser is greater than in the transverse
direction by alarge multiple of thef number). Hence, wewrite

E(x,t) =E4(x.t) exp ngkO(zl)dZE

+E_(x.t) exp [ ko(2)ez 5 @

Here the axially dependent wave number Ky(z) must
satisfy the linear dispersion relation for transverse waves
ko(2) = wo/c1~ Negee /N¢ , and the electron density Ne gec
is defined later in Egs. (4) and (6). The slowly varying enve-
lopes then satisfy the equations
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where Vg = czko(z) / Wy isthe magnitude of the group veloc-
ity of the light and vg = 4/3v2mIn X*zZnom;¥2 1532 isthe
electron-ion collision frequency, which is responsible for the
collisional damping of the el ectromagnetic waves. The param-
eter £p, has beenintroduced, and it takes on the values &4 =
0 or 1, corresponding to the paraxial approximation and the
unapproximated wave equation, respectively. Notice that the
paraxial approximation assumes that 9/0z <<kg.

2. Plasma Response
The presence of the high-frequency beat terms between E,,.
and E_ in the ponderomoative force,

Foona = U= €2/ (amycof)| OIE?,

motivatesadecomposition of all thefluid variablesinthesame
fashion as outlined here for the electron density ng:

ne = No +[n1exp iy(2) +c.c.]. 4

In this decomposition, n, is the (complex) amplitude of the
ion-acoustic wave (IAW) driven by the backward SBS pro-
cess, whose phase ((2) is given by

w(2) = [oko(2)ez - [} kol2Z)ez,
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sothat 9,4(2) = kaw(2), wherek oy = 2k, denotesthe local
wave number of the SBS-driven |AW. The amplitude satisfies

d . . 0
%sz'kouz +Via52n1+§"a —2I|(OC§E—C§DZQH1
_ 2 2me O
=-kg ™ NoE+E-+S,, ©)

where

d/dt = 9/at +u

isthe convectivederivative, C, = /(ZTe +3T;)/m isthel AW
sound speed, v;5istheion-acoustic damping rate, and S, isthe
thermal Cherenkov source of ion waves. (We have changed
the notation slightly from Ref. 3.) In Eq. (4), Ng denotes the
slowly varying part of the electron density for which thequasi-
neutral limit is correct. For usein Egs. (3), the slowly varying
part Ng must itself bedecomposedinto asum of asecul ar piece,
Ng sec; @nd a quasi-static, large-scale perturbation ng,

No = Nesec +o- (6)

The secular piece of the background equilibrium electron
density isthe part that varies over the interaction region, due
to hydrodynamic expansion of the target, and whose phase
has been taken into account by allowing kg to be afunction of
zintheusual WKB (Wentzel, Kramers, Brillouin) manner. Its
value at a particular axial location is equal to the transverse
spatial averageof Ny. Thequasi-static, |arge-scal eperturbation
np isrelated to flow generation caused by momentum transfer,
self-focusing/filamentation, and forward-scattering processes.

The slowly varying plasma-hydrodynamic quantities sat-
isfy anonlinear set of equations,

o+ Olfpu;) =0, (72)

d¢(pu;)+0pu; uj)

=-0(R+ R)-(p0U)4 2vepu;, (7b)
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“[oR+OuR) + R = 05 1o T)+Q, (70

g[o“’téTe +O0u; T )| + o0,

= 0p ficeni ) Te) + Qe (7d)

Here, p = mNg/Z istheion massdensity, Zistheaverageion
charge, P = NgTeand R = (P/ m )Ti are the electron and ion
pressures, respectively, Qg and Q; are the electron and ion
heating rates, k; and K\ are theion and (possibly nonlocal)
electron thermal conductivities, and the quantity v denotes
the damping operator describing L andau damping and ion—-ion
collisions (see Ref. 12).

Most efforts have concentrated on hohlraum conditions,
where no critical surface is present, but we are now apply-
ing pF3D, solving Egs. (3), (5), and (7) to OMEGA direct-
drive experiments.

Simulations of L ong-Scale-L ength OMEGA Experiments

Experimental OMEGA campaigns have addressed LPI
conditions that closely resemble NIF direct-drive ignition
targets at the start of the main pulse using single, staggered
multiple-beam irradiation of solid, planar CH targets. Full-
aperture backscatter stations (FABS) have measured the
time-integrated, time-resolved SBS as well as SRS back-
scatter energy and spectra. In the present work, we discuss
SBS and make comments about TPD only. In general terms,
thelevel of observed SBSbackscatter for single-beam, normal
incidence increases exponentialy with laser intensity up to
intensities of about 2 x 101 W/cm?2, with corresponding
reflectivities of ~1%, after which it begins to saturate with
reflectivities greater than, or around, 10%. This level can be
reduced significantly by the addition of SSD (smoothing by
spectral dispersion) bandwidth (0.5 or 1 THz experimentally)
and by polarization smoothing (PS), both of which seem to be
more efficient at removing the frequency upshifted (blue) part
of the backscattered spectrum than the downshifted (red), and
leadsto reflectivities of afraction of apercent. Similar behav-
ior is also seen in the case of multiple-beam irradiation.

The SBS spectra (features near Ag ~ 351 nm) consistently
show two distinct features. One feature (referred to as the
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“blue feature”) has a shift to shorter wavelengths that
increases in time up to a maximum experimentally observed
spectral shift of 6 = A3 /(2m) Sew~1nm. Thisisdueto SBS
in the underdense plasma corona where the flow velocity due
to target expansion is supersonic and |ui|>Ca. The other
spectral feature is shifted to longer wavelengths (the “red
feature”) and is seen predominantly in the specular direction,
i.e., if the beam is not normally incident and there is no
opposing beam that could specularly reflect light into the
FABS, then this feature is absent. This feature must arise
from interactions very close (tens of microns) to the critical
surface and is presumably seeded by specular reflection. The
blue component is observed only in the backscatter direction
and is seen regardless of the angle between the laser axis and
the target normal. The temporal duration of the blue feature
also differs between multibeam and single-beam irradiation,
but thisislikely due to the different hydrodynamics between
the two targets. It then seems that the two spectral features
havetheir originsintwo well-separated regionsin the plasma.
Based on the expected hydrodynamic profile, from SAGE
simulations,!3 the red feature must come from aregion sepa-
rated by only tensof micronsfromthecritical surface, whereas
the blue feature comes from a region hundreds of microns
outintothecorona. Thecritical regionisnot currently modeled
in aself-consistent manner in pF3D and will not be addressed
in detail here. (The actual details on how the critical surface
ispresently treated will be detailed below.) Work isunder way
to study thisregion separately using afull-wave codethat does
not assume the paraxial approximation and uses the pF3D
simulations to provide the necessary boundary conditions.

Detailed understanding of the experiment is necessary
for confident predictions and future NIF/OMEGA experi-
ments. Before proceeding with our simulations relevant to
the current OMEGA experiments, we will discuss in detail
the modeling of both the inhomogeneous plasma profile and
the critical surface.

1. Modeling the Hydrodynamic Expansion of the Target
Hydrodynamic evolution of the target during the nanosec-
ond laser pulse is significant, and previous experience with
experiments conducted at LULI has shown that this must be
modeled accurately for close agreement with experimental
data.1* The predictive value of SAGE has been verified over
several experimental campaigns, so we have chosento initial-
ize our plasma hydrodynamics using data provided by SAGE.
Figure 91.1 shows the initial conditions, taken from SAGE,
corresponding to the zcomponent of the expansion velocity u;
and the plasma electron density N for various times relative
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to the start of the interaction pulse. Thisflow velocity givesa
spatialy dependent Doppler shift to IAW, and its gradient
localizes the three-wave SBSinteraction, which are all essen-
tial features of the experiment.

-10 | (a) =

u,/Cy

0.6 - - - t=400 ps
© — t=600 ps
Eo 04 t =800 ps _
/
02 P .

0 200 400 600 800
Z (um)

TC5979

Figure 91.1

The component of the plasma expansion velocity (normalized to Cy for
hydrogen at 1 keV) in the direction of thetarget normal, and electron plasma
density asafunction of the axial coordinate z. The gradient in the expansion
velocity limits the resonance region for backward stimulated Brillouin
scattering due to the detuning of the three-wave coupling viaaflow-induced
Doppler shiftinthe | AW frequency. Theimportant featureisthe plateau that
provides a more-favorable region for SBS growth, which moves outward
toward thelaser and lower electron plasmadensitiesintime. Thethreecurves
(dashed, solid, dotted) correspond to the times 400, 600, and 800 ps after the
start of the interaction pulse, respectively.

2. Modeling the Critical Surface

To relax the numerical constraints in the electromagnetic
part of the problem, we previously used the paraxial approxi-
mation by setting €y, = 0 in Eq. (3). This causes difficulty
near the critical surface, however, since thelocal wave vector
Ko(2) there is smaller and vanishes, ky(z) = O, at the turning
point z = z, invalidating our approximation. One approach is
toretainthe second derivativein Egs. (3) inaregion surround-
ing the critical surface. We currently adopt a simpler method:
Fig. 91.2 shows atypical simulation volume having its z axis
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along thetarget normal and with the plasmadensity increasing
with the axial coordinate due to target expansion. The length
of the simulation box is chosen so that ng(z = 0) ~ 0.1 n. and
ne(L,) ~0.7-0.8 n., whichimpliesastandoff of approximately
10 um from the end of the simulation volume and the UV
critical surface. Appropriate DPP boundary conditions must
be provided for E, a z = 0 (see Fig. 91.3). The boundary
conditionsfor E_ at z= L, are obtained by treating the end of
thesimulationvolumeasapartially reflecting mirror by setting

E—(XD!LZ) :\/@E ()E !LZ) '

UV critical
surface

140 /g

TC5980

Figure 91.2

The typical geometry used in simulating direct-drive LPI experiments. The
solid target is assumed to have its outward normal along the z axis (pointing
totheleft), withthe UV critical surfaceasindicated. Thelaser isincident from
the left. The simulation volume is smaller than the envelope of the beam as
indicated; DPP and SSD are modeled by applying the appropriate boundary
condition (i.e., amplitude and phase) for the complex electric-field envelope
E+atz=0(seeFig. 91.3). Thisgivesriseto the characteristic speckle pattern
inthebox asit propagates to the end of the box at z= L. The region between
z=Lzandthe UV critical surfaceisnot modeled in pF3D, but the reflection
from the critical surface is accounted for by setting E_ = «/§E+ atz=Lg
whereRisthereflectivity arising from the stand-off region ascal culated from
the SAGE hydrodynamic profile. Theenvelope E _then propagates backward
through the box, exiting at z = 0, where the plasma reflectivity can be
measured. Typically, the simulation volume is reduced to two dimensions
with backward SBS present due to numerical constraints.
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Figure 91.3

An example of the electric-field density, normalized to the average inten-
sity, taken on the entrance plane of the box z= 0. Thiswas created assuming
the cylindrical top-hat model (in three dimensions)2! corresponding to an
/6 DPP.
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Figure91.4

IAW amplitudes n1 [see Eq. (5)] averaged over the transverse extent of the
simulation box, and plasma expansion velocity as a function of the axial
coordinate z. Notice that there aretwo regions of significant IAW amplitude,
one around the sonic point, where IAW’ sareresonantly driven by specularly
reflected light, and the other corresponding to the shelf in plasma expansion
velocity, where backward SBS gain is high.

with the reflectivity coefficient given by
% 0
R= ',t)dz' =,
exp%‘[l_zkab(z ) Z5

where K 5, =Vg [V . Typical values near the peak of thein-
teraction pulse are R ~ 0.6. In this way, the electromagnetic
(EM) backscatter seed has at least the proper intensity for
the corresponding SAGE profile (if nonlinear interactions are
negligible). The phase is not correct, although this is not
expected to beimportant. Changesto this model will be made
as our understanding regarding the nonlinear interactions
near critical isimproved. Angular and frequency broadening
will bemodeled if it isfound to beimportant. Wewill incorpo-
rate afull-wave solver near the turning point if necessary.

3. SBS Backscatter Signal in Simulation and Experiment
As in the experiment, simulations show a blue feature in
the spectrum of backscattered light dueto SBS coming froma
flat region of expansion velocity. Indeed, examination of the
plasmaexpansion velocity profile (Figs. 91.1 and 91.4) shows
that there is a preferred location for SBS growth, the flat
“shelf” of uniform velocity, which has a characteristic size of
~200 um. In all other parts of the profile, the inhomogeneity
scale length is short. This shelf is swept further downstream
(toward the laser) with time, so that at later times the local
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plasmadensity at the shelf fallsrapidly (seeFig. 91.1). Based
on an estimate of the expected SBSintensity gain in the shelf
region, we may also be able to explain simply the early
“qguenching” of the SBS signal seen in the multibeam experi-
ments.1> Assuming the strong damping limit, and a uniform
expansion velocity, the convective intensity gain in practical
unitsis given by lggg = lseeq €XP(G), With G = z,4/Lg, and

Ld=0045 - %0 M/l !

——— A (8)
Vi € yJl-ng/nc Hm Tkev

Taking z,; to be ~200 um (as Fig. 91.1 showsto be the length
of the shelf), v;f/2kyCy=0.1, 115 = 0.4, A,y = 0.351, and Tyey
= 2.2, we arrive at again G that as a function of the plasma
density, G ~100(ne/n;)/1-ng/n , drops from a value of
G = 30 to 10 asthe plasmadensity dropsfrom ng/n; = 0.25 to
0.1. This factor-of-3 reduction in the gain as the shelf moves
tolower density (Fig. 91.1) explainswhy the SBSsignal drops
when the laser intensity is at its peak. This gain will be
achieved after a time, 1ggg given approximately by Tggg
~ G/vj5(2Kg) < 30 ps. Figure 91.5 shows actual power reflec-
tivities, taken from recent pF3D simulations, at various times
inthe pulse (to gain a picture of theinteraction over thewhole
laser pulse, some approximations have been made'5).
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Laser power reflectivity, as a function of time, taken from simulations
corresponding to arange of maximum average laser intensities between | =
4 x 1014 W/cm?2 and | = 9 x 1014 W/cm?2. The laser pulse was turned on at
t = 0 and then ramped linearly to maximum intensity in 500 ps after which
it was held fixed for an additional 1 ns, asin typical OMEGA experiments.
Notice that the reflectivity peaks early in the pulse.

Currently we are investigating the more complicated, and
less easily predicted, effects of EM seeding from the critical
surface and the effects of multiple-beam irradiation and
quantifying the ability of SSD bandwidth to suppress SBS.

a_EM seeding of backward SBS. The EM seeding
of Brillouin backscatter in the strongly underdense region
is affected by the plasma inhomogeneity. Each frequency
component of the backscattered light can be resonant with
ion waves only in a spatialy narrow region such that the
frequency-matching conditions are satisfied locally and
wy— W = oqAW[l—M”(z)], where w, is the frequency of
the backscattered radiation and waw =|kjaw|Ca is the
IAW frequency for a sound wave with wave number kay-
The spatial extent of this resonance region is determined by
the width of the ion-acoustic resonance ~ Vi_al and the scale
length of the flow Mach number M. The wave-number-
matching conditions kg = kq+k,ay are determined
by the scattering geometry only since the magnitude of the
wave vector of scattered light is essentially unchanged,
k1| =|ko| = wo/cy1—ne/ne , because the shift by the ion-
acoustic frequency wgp—wy isvery small compared to wy.

It has been suggested that the sonic point is of special
importance because light specularly reflected by the critical
surface with little or no spectral shiftl’ will be resonant with
the AW at this point and may drive them to large amplitude.
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This effect isevident in Fig. 91.4. The resonance may be less
important, however, if the reflected light is not monochro-
matic and is spread in angle and frequency due to nonlinear
interactions near the critical surface. Inaddition, experimental
evidence indicates that the absorption is much greater than
predicted by Eq. (10), and the backscattering seed at the sonic
point may be substantially less than is shown in Fig. 91.4.
We would not expect specularly reflected light to provide
an efficient seed for SBS occurring in the supersonic region
due to the large frequency mismatch.

In summary, the parametric reflections from other beams
(in multibeam geometries) are expected to be more important
than specular reflection for seeding the blue part of the scat-
tered light spectrum, and there is much experimental evi-
dence for synergy between the beams, while interactions
near the sonic point are influenced by both specular and
parametric reflections in both single and multibeam geom-
etries. The region near the critical surface associated with the
red feature in the spectrum of reflected light is the most
complicated and best investigated with a code capable of
solving the full wave equation.

b. Anomalous absorption. In the absence of parametric
reflections, at low intensity, one would expect the laser ab-
sorption n to be dueto classical inverse Bremsstrahlung only.
Integrating the equations for laser intensity [obtained from

Eq. (3)],

2 (vole. ) =725 (e ). ©

over SAGE density and temperature profiles, one obtains the
reflectivity R = 1-n, where

R= exp%—ZIg‘Kab(z')dz'E (10)

Kab =Vei /Vg is afunction that depends on the density and
temperature, and z is the turning point for the transverse
waves, defined by 1-ng(z)/n -sin?(6) =0. For a SAGE
profile at t = 400 ps, the above formula predicts R = 0.025
(for 8 = 0°). This lower bound on the reflectivity is larger
than the experimentally observed reflectivity by approxi-
mately two orders of magnitude.
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Possible explanations for this serious discrepancy include
inaccuracies in the SAGE profiles near the critical surface,
where most of the absorption occurs, and where it is espe-
cially sensitive to temperature through the electron-ion colli-
sion frequency,

A n, Jo3s1Cf 32

Vg ~8.16—— Zg¢ —2 T st
6 10 Eho—umg ekev P (11)

a factor that appears in the exponent of the equation for the
reflectivity, Eq. (10). Other possible explanations are the
geometric effect of diffuse scattering through arough critical
surface (although a scattering into 27t radians would be re-
quired, and thiscan beruled out experimentally) and increased
collisionality brought about by ion turbulence. A closeinves-
tigation of the backscatter spectrum, together with pF3D
simulations, might be the best route to resolving this out-
standing problem and offers the possibility of providing a
diagnostic for laser absorption.

4. Self-Focusing Instability and Self-Smoothing

Another area where pF3D simulations are expected to
provide insight is the investigation of so-called plasma-
induced self-smoothing of laser light. Thisis amechanismin
which the spatial and temporal correlation length of the laser
can be dramatically reduced, as a result of nonlinear plasma
response related to the self-focusing (SF) instability and for-
ward SBS. Although this is presently a very active area of
research, with strong experimental evidence showing itsim-
portanceto backward SBSin underdense plasmas, 1820 effects
likely of importance to direct drive such as laser imprint and
saturation of TPD have not been investigated either experi-
mentally or theoretically (including through simulation).

The onset of self-smoothing is related to the SF instability
and has a threshold which, in practical units, is given by

15 A2 0
p~039-57m (2 Ne .y (12)
ekeV c H

wherethefactor of order unity (0.39 here) comesfrom assum-
ing a cylindrical top-hat DPP (distributed phase plate) spec-
trum in 3-D.2! For relevant parameters, it is seen that SF
might become important at higher intensities, nearing 1 x
1015 W/cm?. Thisis demonstrated in Fig. 91.6, which shows
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a longitudinal dlice of the electric-field intensity of a DPP
beam. Notice the reduction in the size of the laser speckle
pattern, which is also associated with a reduction in the laser
coherence time.

The increased incoherence of the laser beam can disrupt
and reducethelevel of coherent parametricinstabilities, which
isbeneficial for inertial confinement fusion (ICF). Regarding
SBS, the shelf in the expansion velocity makes the OMEGA
experiments quite different from previous investigations of
SBSininhomogeneous plasmas, wheretherewasno preferen-
tial region for growth. Competition between self-smoothing
and SBS can be revealed by the spatial location
of SBS ion waves, as reported for LULI experiments using
a Thomson-scattering diagnostic.18 A close examination of

Cross section of
electric-field intensity

z (wavelengths)
O B N W b~ O

X (wavelengths)

TC5983

Figure 91.6

At laser intensities nearing | = 1 x 1015 W/cm?, the threshold for the self-
focusing instability [Eq. (12)] isexceeded in the intense laser speckles. This
leads to areduction in the transverse correlation length of the laser light and
frequency broadening. This effect, which has become known as plasma self-
induced smoothing, could haveanimpact on parametric processessuch asthe
two-plasmon-decay instability. This figure illustrates this by showing a
longitudinal cross section of the laser intensity (in real space), nhormalized
totheaverageintensity. Thelight propagates along thezaxis, from bottom to
top inthefigure. The quarter-critical surfaceisjust beyond the region where
the self-smoothing has set in. This could have a saturating effect on the two-
plasmon-decay instability.
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the SBS signal at high laser intensity may then give valuable
information on self-smoothing. This is of broad significance
because the incoherence generated by filament instability
that is responsible for self-smoothing will affect al resonant
parametric processes.

Self-smoothing could have important consequencesfor the
TPD instability since the observed behavior of TPD electrons
seemsto suggest saturation near 101> W/cm?, whichissimilar
to the threshold of SF. The TPD instability, as inferred from
fast electrons, is also dependent on SSD bandwidth. This
dependence seems consistent with a reduction of filamen-
tation at higher SSD bandwidth. The addition of SSD band-
widthisassumed to suppress SF/filamentaion, 2223 but thishas
not been studied in the present context.

Discussion

We began by discussing the importance of large-scale
simulations in the interpretation and understanding of LPI in
ICF fusion experiments and the differences between the
indirect- and direct-drive approaches. We also outlined the
difficulties and challenges that these types of simulations
present and indicated that LPI in direct-drive plasmas has
received comparatively little attention. We have set out to
remedy this situation and have, in collaboration with LLNL,
begunto modify theinteraction codepF3D for usein modeling
direct-drive plasmas.

Thefirst pF3D results of backward SBS scattering using a
realistic inhomogeneous plasma profile, as predicted by the
code SAGE for recent LPI interaction experiments, have been
presented. These simulation results have been used to
interpret the experimental backscatter data and have repro-
duced the behavior of the blue spectral feature observed.
Future work will carefully examine the effect of SSD band-
width and polarization smoothing.

The narrow region near critical is currently treated in a
rather simple way. Thisregionisbeing studied with aseparate
codefor solving thefull wave equation. Thesetwo codescould
be integrated in the future if necessary.

A large discrepancy was found in the level of absorption
due to inverse bremsstrahlung between that calculated from
SAGE and the value obtained experimentally. The level of
ion-acoustic fluctuations near the sonic point is dependent on
the plasma reflectivity and may potentially be used as a
diagnostic for absorption. The pF3D code may be used in
conjunction with experiments to resolve this problem.

LLE Review, Volume 91

MobELING LAsER—PLASMA INTERACTION PHYsics UNDER DiRecT-DRIVE INERTIAL CONFINEMENT FusioN CoONDITIONS

Finally, it was demonstrated that self-smoothing will be-
come important at higher laser intensities, which will impact
all parametric processes including SBS, SRS, and TPD. It
will also modify the laser imprint. Dueto the potential impor-
tance of all these processes, the newly modified pF3D will be
used to address these issues in the very near future.
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Highly Stable, Diode-Pumped, Cavity-Dumped Nd:YLF
Regenerative Amplifier for the OMEGA Laser Fusion Facility

Introduction

The OMEGA facility is LLE's 60-beam, 30-kJ (UV) laser
system for performing inertial confinement fusion (ICF) ex-
periments. One of the main features of the OMEGA laser isa
flexible optical pulse-shaping system?! that produces 0.1- to
5-ns, complex-shaped, |ow-energy pulsesthat must be ampli-
fied to ~1-mJ level before being injected into power ampli-
fiers. Regenerative amplifiers (regens) are well suited for this
application, which requires high energy stability and output-
beam quality, including low (<1%) beam ellipticity.

High output-pulse-energy stability was achieved on
OMEGA with a negative-feedback system in a flashlamp-
pumped regen.? Thissystem establishesastableprelasebefore
the energy in the cavity starts to build up; however, this
feedback system can cause dramatic pulse-shape distortion,3
whichisdifficult to compensate for. A sophisticated negative-
feedback system that does not distort the input-pulse shape
was devel oped for the flashlamp-pumped OMEGA regen.*®
Theonly pulse-shape distortion in thisregen resultsfrom gain
saturation in the regen’s active element.

This article presents the design and test results of a new
highly stable, diode-pumped, cavity-dumped, compact Nd:Y L F
regenerative amplifier that does not use a negative-feedback
system and thus has reduced system complexity.

Regenerative Amplifier Concept
The regenerative amplifier is the key component of the
OMEGA laser driver line. Thefollowing tight requirementson
regen stability and beam quality must be met:
 output-pulse energy > 0.2 mJ,
» high long-term energy stability (<1% rms fluctuation),
» hightemporal pul seshapestahility (<1% rmsdeviation),
* high beam quality (TEMqg; ellipticity <1%),
» wavelength tunability to match gain peak to seed-pulse
wavelength, and
* OMEGA operational availability >90% with reliability
and compactness.
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Two major factors affect regen output-pul se-energy stabil-
ity: gain fluctuations and injected-pul se-energy fluctuations.

Gain fluctuations change the energy and timing of the
intracavity peak pulse; hence, they dramatically affect the
regen’s output-pul se energy when cavity dumping occurs at a
given time. Diode pumping, due to its high stability, makes
gain fluctuations negligible, contributing to output-pul se-en-
ergy stability. Stable gain also provides high temporal pul se-
shape stability becausethedistortion caused by gain saturation
isconstant. The end-pump geometry of diode pumping signifi-
cantly improves beam quality.

Injected-pulse-energy fluctuations primarily change the
intracavity peak pulse timing, which causes output-pul se-
energy variations when the regen is cavity dumped at a fixed
time. Inour case, theinjected pul se energy changes because of
(2) fluctuations in the pulse-shaping system and (2) different
input-pulse shapes that present significantly different input-
pulse energies. Earlier studies®’ have shown that output-
pulse-energy fluctuations due to injected-pulse-energy
fluctuations are minimized when the gain-over-loss ratio is
high. We have developed a fast and simple regen simulation
model that corresponds very well to our experimental results.
The rate-equation regen model described in Ref. 6 has been
simplified by treating the regen’s active element asathin gain
layer. Theinput pulseissliced intime. Gain and level popula-
tions in the active element are recalculated after each slice
propagation using recurrence relations for fluence, gain coef-
ficient, and gain-recovery coefficient. According to our calcu-
lations, the energy of theregen intracavity peak pul se depends
weakly on the injected pulse energy for a broad range of
injected energies, which isin agreement with results obtained
in Ref. 7. Also, our calculations show that the peak of the
intracavity energy dynamics is relatively flat and the peak
pulse energy for different injected energies stays constant for
several round-trips. These considerations make the concept of
building a highly stable regen without a negative-feedback
system viable.
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Regenerative Amplifier Design

A cavity-dumped Nd:Y L F regen with a220-cm-long linear
cavity has been developed to accommodate shaped pul ses of
up to 7-ns duration. The regen layout is shown in Fig. 91.7.

The choice of Nd:YLF as an active medium is required to
match the gain peak of the Nd:phosphate-glass OMEGA am-
plifiers. The regen cavity is semiconfocal, formed by high-
reflective mirrors—oneflat and the other with a4-m radius of
curvature. An 8 x 8 x 20-mm Nd:YLF active element was
placed near the middle of the cavity to avoid pulse-overlap
effectsduring long-pul se amplification. The regen gain center
wavelength can be tuned to the injected-pul se wavel ength by
adjusting the temperature of an active element placed on the
Peltier element.

Two 25-W, fiber-coupled diode arrays operating at 805 nm
were used for regen pumping. Theregenwaspumped at a5-Hz
repetition rate, although a higher repetition rate should be
possible. An 800-us pump-pulse duration was found to be
optimal. The 0.6-mm pump fiber core was re-imaged into a
0.9-mm spot in the center of the active element. The cavity
mode diameter inside the active element was cal cul ated to be
~1 mm, so the pumped volume diameter was smaller than the

Pump diode

Spherical  Aperture
end mirror ‘

Flat

mode diameter, allowing it to serve as an intracavity gain
aperture. An additional intracavity aperture was installed for
tighter beam-quality control.

Regen reliability is provided by a simple cavity design:
a no-feedback-system, cavity-dumped linear resonator.
A small, 15-in. x 38-in. regen footprint is provided by folding
the cavity. A high gain/lossratio in the cavity-dumping regime
provides output-pulse-energy stability, while a thermostabi-
lized solid-aluminum block design contributes to the overall
regen parameter stability (Fig. 91.8).

Experimental Results

To test the regen performance, square optical pulses of
various durations and energies produced by our pul se-shaping
system? were used. First of all, we wanted to demonstrate that
our regen simulation model adequately describes regen dy-
namics. We cal cul ated and measured intracavity regen dynam-
ics [Fig. 91.9(8)] and sguare-pulse distortion of the regen
peak pulse[Fig. 91.9(b)] when a4-nsFWHM), ~170-pJsquare
pulse was injected. It is evident that our regen model agrees
well with experimental results. (In practice, energies of ~10to
100 pJ are used.)

Active
element

Pump diode

Regen
output

end
mirror Polarizer Faraday Polarizer
rotator
Shaped
pulsein
Faraday
E11479 isolator
Figure 91.7

Layout of the diode-pumped, cavity-dumped Nd:Y LF regen, which is able to amplify shaped pulses of up to 7-ns duration.
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OMEGA diode-pumped regen design. Regen enclosureismade of asolid-al uminum block andincludesregen and di agnosti cscompartments. Theregenfootprint

is15in. x 38 in., including an optical diagnostics compartment.
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(a) Regen intracavity dynamics and (b) peak square-pulse distortion calculated and measured for a 4-ns injected square pulse.
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To demonstrate regen insensitivity to an injected-pulse
energy, we changed the injected square pulse width (energy)
and measured the cavity-dumped output-pulse energy
[Fig. 91.10(a)]. The output energy stays within a 1% range
wheninjected energy changesby 600%. A decreaseinthegain/
loss ratio makes the regen more sensitive to injected energy
variations [Fig. 91.10(b)].

We were ableto inject pulseswith energy aslow as several
picojoules, which yielded an ~10° regen overall gain. Regen
energy stability was excellent: <0.9% rms fluctuations over a
24-h period [Fig. 91.11(a)]. It is worth noting that output-
pulse-energy stability is higher at lower output energies
[Fig. 91.11(b)].

We also measured the long-term stability of the output
temporal pulseshape(Fig. 91.12). Temporal-pul se-shapevaria-
tions did not exceed 1% rms over 5 h of operation. Temporal-
pulse-shape stability is an extremely important driver-line
parameter for OMEGA operations.
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Theregen beam profilewas measured with an IR scientific-
grade CCD camerawith more than 1000:1 dynamic range and
corresponded to aTEM oo mode. The beam ellipticity over the
beam above the 0.001 level was computed using a second-
moment calculation method was 1.5% with no intracavity
aperture and <1% with the intracavity aperture that supported
the TEM oo mode.

Conclusion

A highly stable, diode-pumped Nd:Y LFregenfor useinthe
OMEGA front-end laser system has been developed. This
regen produces shaped optical pulses of up to 7-ns duration
with low, <0.9% rms energy fluctuations for further amplif-
ication on OMEGA.. Excellent temporal -pul se-shape stability
and beam quality are the main advantages in comparison to
previous designs.
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(a) Regen output-pulse-energy stability is <0.9% rms over 24 h; (b) regen stability is higher at lower output energies.
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| mproved Performance of Direct-Drive Implosions
with a Laser-Shaped Adiabat

Introduction

The minimum energy required for ignition of the imploding
capsule in inertial confinement fusion is a strong function of
the fuel adiabat (the ratio of the shell pressure to the Fermi-
degenerate pressure) agog at the time of maximum compres-
sion: Eqin ~a§’tag. Thus, to minimize the energy, the shell
must be driven on the lowest possible adiabat. The perfor-
mance of low-adiabat implosionsislimited by hydrodynamic
instabilities that tend to disrupt the shell during the accelera-
tion phase. The most important instability is the Rayleigh—
Taylorl2 (RT) instability seeded by single-beam non-
uniformitiesand surface roughness. The main mechanism that
reduces the RT growth is mass ablation from the target sur-
face,3 characterized by the ablation velocity V,. The ablation
velocity, in turn, increases with the adiabat a in the ablation
regionas V, U a5 Astheshell accel erates, theRT instability
takes place at the outer part of the shell, which ablates during
the implosion. Thus, one can satisfy the requirements of the
lower-adiabat fuel at themaximum compressionandthehigher-
adiabat ablation region by shaping the adiabat inside the shell.

Experiments have been donein both planar®- and conver-
gent®10 geometries to understand the evolution of perturba-
tionsat the ablation surface during accel eration of aplanar foil
or implosion of acylinder or hemisphere. The ablation surface
and the shell—fuel surface are coupled in that perturbations on
the shell-fuel interface can“feed out” 11 to the abl ation surface
and perturbations that grow on the ablation surface can “feed
through” 12 to the shell-fuel interface.

Interface perturbations grow exponentially (a:aoeyt)
during the “linear” phase of the RT instability and reach a
saturation phase (when a ~ A/10) where the growth continues
at areduced rate.13 Here, aistheamplitude of the perturbation,
ag is the initial perturbation amplitude (the seed), y is the
growth rate, and A is the wavelength of the perturbation.

A great deal of effort has gone into reducing the seeds (ag)

due to illumination nonuniformities (imprinting) and target
imperfections. The effect of imprinting has been reduced by a
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number of beam-smoothing techniques, including distributed
phase plates (DPP’s),14 polarization smoothing (PS) with
birefringent wedges,1>16 smoothing by spectral dispersion
(SSD),7 and induced spatial incoherence (1SI).18 The effect
of the RT instability can also be reduced by lowering the RT
growth rate. It has been shown that the ablation-surface RT
growth rate is reduced by the ablation process.® Subsequent
theoretical work that includesthe effect of thermal transport19
and experimentswith planar targets® showsthat the dispersion
formulafor a CH target is given by

| kg
=098 |—2 -1.7[Rv,,,
y 1+kL a

wherekisthe perturbation spatial wave number, g isaccelera-
tion, L isdensity scale length, and V, is ablation vel ocity.

Theablation velocity term not only reducesthe growth rate
but stabilizestheinterfacefor perturbation wavel engthsshorter
than the cutoff wavelength A., where

4
AC = L
rraped s
170 V7

which, inthelimitthat k x L << 1, is

017 V2

x

Ac = 2T —— .
¢ Cogsd g

The ¢ mode of a perturbation on a spherical target is given
approximately by thecircumference of thetarget (27) divided
by the perturbation wavelength, so that the cutoff / mode
Lo~ 2mm/A.. A capsule is stable for modes equal to or larger
than /.

Theablation velocity isdefined asthe velocity at which the
ablation surfacemovesintothetarget. Thisisgivenby themass
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ablation rate (the rate at which material is removed from the
ablation surface) divided by the density of the same material.
The mass ablation rate is determined by the intensity of the
incident radiation onto the target; therefore, decreasing the
density of materia at the ablation surface can increase the
ablation velocity.

Two techniques—radiation preheat?0 and driving a decay-
ing shock wave?l—havebeen proposed to decreasethe density
at the ablation surface by raising its temperature and causing
the shell to decompress. Decreasing the density at the ablation
surface increases the ablation velocity, the entropy of the
ablation surface, and thus the adiabat. One must be careful,
however, to increase the shell adiabat at the ablation surface
only and not thewhol e shell or thefuel. Theentropy of thefuel
must be minimally affected by these techniques so that the
target will continue to be compressed efficiently.

Adiabat Shapingin Spherical Implosions

Anexperiment wasdesigned to test thetechniqueof launch-
ing a decaying shock wave into a spherical shell, setting the
adiabat of the shell high at the ablation surface and low at the
fuel—shell interface. This was accomplished by adding a nar-
row picket pulse to the beginning of a laser pulse shape
designed to implode atarget with alow shell adiabat as shown
by the thick solid curve of Fig. 91.13. The picket pulse ini-
tiates a shock wave in the shell that becomes unsupported in
that the pressure at the ablation surface is decreased, resulting
in the generation of ararefaction wave the propagates toward
the shock wave. The rarefaction wave overtakes the shock
wave, and the resultant shock wave decays as it propagates
through the shell. Thelaser-irradiation pul se shapeisdesigned

1000 A Al gas retention
33 or 27 um of polystyrene
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N
6]
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so that the shock wave affects the ablation interface with
minimal change at the shell-fuel interface.

The experiment was designed around a D,-filled polysty-
rene shell, 33 um thick and 905 um in diameter filled to a
pressure of 15 atm. Two pulse shapes (shown in Fig. 91.13)
were used to compress this shell with alow adiabat (a = 2) at
the fuel—shell interface. The main drive pulse, shown as the
thin solid curve, has a 2-TW, 700-ps-long foot followed by a
power law rise?? to a peak intensity of 20 TW on target. The
foot pulse drivesashock wavethat isfully supported through-
out theimplosion and changesthe entropy of the shell and fuel.
The dotted curve in Fig. 91.13 shows an actual pulse shape
used during the experiments.

The optimum picket pulseis one that will raise the adiabat
of the ablation surface without affecting, or minimally affect-
ing, the fuel—shell interface adiabat. It was found by one-
dimensional (1-D) hydrodynamic simulations that this
optimum pulse for the implosions with a picket pulse was
comprised of a narrow, 100-pssFWHM (full width at half
maximum), Gaussian picket combined with the main drive
pulse described above. This combined pulse, shown as the
thick solid curvein Fig. 91.13, has a picket 750 ps before the
half-maximum intensity point of the power-law rise of the
drive pulse. The narrowest picket pulse available on OMEGA
for these experimentshad aFWHM of 120 ps. The experiment
was designed with a pulse using a 120-ps picket placed at
340 ps before the half-maximum point of the compression
pulse shown as the dashed curve in Fig. 91.13. The total laser
energy on target is 19 kJ with 0.9 kJin the picket pulse.

Figure 91.13

(Inset: Typesof targets used to study the effect of apicket pulse ontheimplosion
of a spherical gas-filled shell. Targets with either a 33-um- or 27-um-thick
polystyrene shell werefilled with either 15 atm of D2, 3 atm of D, or amixture
of 12 atm of 3He and 6 atm of D2.) Pulse shape used to measure the effect of a
picket pulse before adrive pulse on the performance of an implosion. Thedrive
pulse was designed to implode a spherical cryogenic DT target on an isentrope.
Thispulse shapeimplodesagas-filled CH shell asan o = 2 isentrope. Thispulse
shapeis shown asthe thin solid curve (which is covered by the thick solid curve
after 0.25ns). Theactual pulse shapedelivered by thelaser isshown asthe dotted
curve. The optimum picket pulse has an intensity of 55% of the drive pulse
intensity, is 100 ps wide between the half-intensity points, and precedes the
compression pulse by 750 ps. This pulse shapeis shown asthethick solid curve.
The actual picket was 120 pswide so it had to be positioned 340 ps ahead of the
drive pulse with an amplitude of 40% of the drive pulse. The actual picket and
drive pulse combination used is shown as the dashed curve.
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The effect of the picket on the implosions is shown in
Figs.91.14and91.15. Stability wascal culated using the output
from the 1-D hydrodynamics simulation code LILAC.23 The
calculation uses LILAC output to determine values for the
shell’s physical quantities, an assumed initial perturbation
spectrum at the ablation surface, and amodel for RT growth?2
to determine the amplitude of perturbations at the ablation
surface during an implosion. The initial perturbation is a
guadrature sum of the illumination nonuniformity as calcu-
lated by atwo dimensional (2-D) hydrodynamics simulation
and themeasured target outer-surfaceroughness.?4 Theampli-
tude of theinner peak, or bubble, of the perturbation divided by
theshell thicknessisshowninFig. 91.14. Itisassumed that the
perturbation disruptsthe shell whenthisvalueisequal to 1. For

the case of the pul se shape without a picket (shown asthethick
solid curve), this occurs at the peak of the compression pulse
at 1.28 ns. The thin solid curve in Fig. 91.14 shows the result
when a picket is added to the beginning of the compression
pulse. The bubble-to-shell thicknessratio staysbelow 1 during
the entire time that the laser irradiates the target, reaching a
maximum value of 0.7 near the end of the compression pulse.
Thisanalysisindicatesthat the shell driven with apicket pulse
is more stable during the acceleration phase of the implosion
than one driven without a picket.

Figure 91.15 showsthe simulated shell density and adiabat
asfunctions of radius at the time of maximum accel eration for
two separate implosions. Densities are plotted as solid curves,

g 16 I I |
S 14 LILAC (no picket) — .
£ 1, — Shot26174 Figure 91.14
. Sl I LILAC (picket) N Bubble amplitude divided by the shell thickness calculated by a stability
_g 10—~ Shot 26198 — postprocessor applied to the output from the 1-D hydrodynamic simulation
D 08 | LILAC. Thethick and dotted curvesindicate thelaser pulsewithout apicket. The
3 ' thinand dashed curvesindicate pul se shapeswith apicket. Thedashed and dotted
5 06 7] curves indicate the ideal pulse shape for a 15-atm-Dp-filled, 33-um-thick
% 04— = polystyrene shell. The thick and thin curves are calculated for the actual pulse
% 02 L T shapes delivered onto the target.
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Figure 91.15

The density and adiabat versus position at the time of peak acceleration calculated from LILAC. In (&) with the drive pulse only, the density is plotted as solid
lines, and the adiabat isplotted asbroken lines. In (b) the density and adiabat are plotted with apicket pul se added to the compression pul se. Thethick and dashed
linesin both (&) and (b) are calculated from LILAC for the optimum laser pulse shapes. The thin and dotted lines are cal cul ated for the pul se shape used in the

experiment.
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and the adiabats are plotted as dashed curves. Figure 91.15(a)
showstheresultsfor illumination without a picket for both the
ideal and actual pulse shapes, and Fig. 91.15(b) shows the
results for pulses with a picket, again for both the ideal and
actual pulse shapes. The ablation surface is at the position of
376 um, where the density is 2.5 g/cm3. The value of the
adiabat at the ablation surface without a picket is 3.9 and with
a picket is 5.6. The fuel-shell interface is at a position of
372 um for the pulse shape without a picket and 370 um for
illumination with a picket. The value of the adiabat is 1.7 for
pulses without a picket and 2.1 for pulses with a picket.

Experimental Results

The OMEGA?25 | aser system was used to impl ode spherical
targets with the above pulse shapes. Sixty beams of 351-nm
radiationwereincident onto thetarget. All beamshad polariza-
tion smoothing, 1-THz bandwidth, 2-D SSD, and DPP’swith
anintensity envelope given by athird-order super-Gaussian to
minimize the illumination nonuniformities imposed by the
laser. Thetargetsused for these measurementsare shown asthe
inset in Fig 91.13. The shellswere made of polystyrene either
33 or 27 um thick and filled with three gas-fill conditions:
15 atm of D,; 3 atm of D,; and amixture of 12 atm of 3He and
6 atm of D,. All targets had 2 1000-A layer of aluminum to act
as a gas-retention barrier. The laser pulse shapes were opti-
mized for an outer diameter of 906 pm, and the delivered
targets had diameters that ranged from 901 to 923 um.

Both x-ray and fusion particle (neutron and proton) diag-
nostics were used to measure and quantify the implosions.
X-ray framing cameras?® were used to measure the time and
spatially dependent x-ray emission during the implosion.
X-ray microscopes?’ were used to study the final core spatial

IMPROVED PERFORMANCE OF DIRECT-DRIVE IMPLOSIONS WITH A LASER-SHAPED ADIABAT

shapes. Neutron yields and spectra were measured with scin-
tillator time-of-flight counters?8-30 at 3.5 and 7 m from the
center of the target chamber. Protons from fusion processes
were detected with range filters3! designed to determine both
their yield and energy spectrum.

Itisimportant that the 1-D hydrodynamic simul ation cal cu-
late the implosion dynamics correctly when amodel isused to
determine the growth of perturbations. Two x-ray framing
cameras were used to measure the radius of the imploding
shell asafunction of time. The datafor all 15-atm-gas-filled,
33-um-thick CH shellsareplottedinFig. 91.16. Thesedataare
from 15-atm-D,-filled and 12-atm-3He/6-atm-D-filled tar-
gets. The experimental data are the value of the peak x-ray
emission radius of atwo-dimensional image and are plotted as
crosses. The LILAC-calculated position of the outer and inner
shell surfaces are plotted as solid and dashed lines. The inner
and outer shell radii are determined by radii at which the
density is /e timesthe peak density of the shell. Datafor laser
irradiation without the picket pulseareplottedin Fig. 91.16(a),
and data for laser irradiation with the picket are plotted in
Fig. 91.16(b). The LILAC calculations agree reasonably well
with the experimental data. This indicates that the motion of
the imploding target is calculated correctly.

X-ray imagesof the coreemissionfromaKirkpatrick—Baez
(KB) microscope are shown in Fig. 91.17. These images are
integrated in time; however, most of the x-ray emission from
the core comes during the peak compression of thetarget. The
image from an implosion without a picket pulse is shown in
Fig. 91.17(a), and the image from an implosion with a picket
pulseisshowninFig. 91.17(b). Theimagesshow amore-intact
fuel mass when a picket pulse is added to the main compres-

Figure 91.16

ST 71 T 7 T 11 T T ]
400
300

200

Radius (xm)

100

Radius versustimefor all 15-atm-filled, 33-um-thick
7 CH shell targets. The plot in (a) shows data for laser
] irradiation using the compression pulse without a
R picket pulse. Averages for LILAC-calculated position
— of the inner and outer shell radius are plotted as solid
- and dashed lines, and the experimental data as mea-
— sured with two x-ray framing cameras are plotted as
i crosses. Theplot in (b) shows datataken with a picket
_ pulse. The solid and dashed curves are averages of the
LILAC-cal culated positionsof theinner and outer shell
| radius. The experimental data as measured with x-ray

Time (ns)

E11797

LLE Review, Volume 91

5 framing cameras are plotted as crosses.

Time (ns)

111



IMPROVED PERFORMANCE OF DIRECT-DRIVE IMPLOSIONS WITH A LASER-SHAPED ADIABAT

sion pulse. Lineouts along the lines shown in the images are
plotted in Fig. 91.17(c). The lineout of the image without a
picket pulseisplotted asadashed curve. Lineout datafromthe
image with a picket pulse are plotted as the solid line. Fig-
ure 91.17(c) shows that the lineout from the implosion with a
picket is typical of that from a“limb-brightened” image and
shows that the implosion was more stable than the implosion
without a picket.

Results from the fusion-product-yield measurements for
three shots for each target and pulse shape are shown in
Table91.1. It can be seen from the data that for the 15-atm-D-
filled, 33-um-thick shell, thereis afactor-of-3 increase in the
number of 3-MeV neutrons from the target irradiated with a
picket pulse than that from the target without a picket. The
experiment was optimized for the 33-um-thick shells; the
improvement for the 27-um-thick shellsisonly 50%. Both the
3-atm-D-filled and the 3He-D-filled, 33-um-thick shells
show animproved fusionyield by afactor of 2. Theratio of the
measured primary neutron yield to the neutron yield predicted
by the hydrodynamicssimulation [usually referred to asyield-
over-clean (Y OC)] forthe15-atm-D,-filled, 33-um-thick shells
improvesfrom 0.03t0 0.19. In all cases, the' Y OC can be seen
to improve significantly.

@ (b)
26174 (no picket) 26198 (with picket)
100 um 100 um
D <« >
(©
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Figure 91.17

X-ray microscope images of target cores formed from a 33-um-thick CH
shell filled with 15 atm of Dy; (a) with only the main compression pul se used;
(b) when apicket pul sewas added to the compression pul se. Lineoutsthrough
the images are shown in (c). The dashed line is the lineout without a picket
pulse; the solid line is the lineout with a picket pulse.
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Table 91.1:  Summary of fusion-product measurements and simulation output. The first column describes the
composition, shell thickness (mm, in square brackets), and fill pressure (atm, in parentheses) of the target.
Experimental Measurements LILAC Simulation Output
Target Yield Yield Yield Yield Yield Yield
(D)) (DT) (D3He) (D) (DT) (D3He)
Without picket
D,(15)CH[33] 414% 109 | 7.99 x 108 (2.96 x 10° | 1.17 x 10'1 | 3.04 x 10°% | 1.66 x 10°
D,(3)CHI[33] 1.06 x 10° | 8.00 x 10° | 1.83 x 10° | 4.17 x 1010 | 9.51 x 107 | 6.34 x 107
3He(12)D,(6)CHI[33] | 9.32x 108 | 9.30 x 10°| 2.94 x 10 || 1.54 x 1010
D,(15)CHI[27] 1.98 x 10'0| 3.89 x 107 | 1.83 x 107 || 2.50 x 10'1| 6.60 x 108 | 4.18 x 108
With picket
D,(15)CH[33] 1.27x 1010 | 3,57 x 107 | 7.26 x 10°| 6.60 x 10'0| 1.20 x 108 | 8.12 x 107
D,(3)CHI[33] 1.98x 10° | 1.83 x 10°|1.88 x 106 1.19 x 1010 1.36 x 107 | 1.15 x 107
3He(12)D,(6)CHI[33] | 1.44 x 10° | 1.77 x 10°| 5.75 x 10f || 8.20 x 10
D,(15)CH[27] 2.96 x 100 | 522 x 107 | 2.96 x 107 | 1.94 x 1011 | 4.15 x 108 | 3.05 x 108
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Neutron-production ratesfor the 15-atm-D,-filled, 33-um-
thick shell, measured (open symbols) and predicted (solid
curves), are shown in Fig. 91.18. The thin curve and open
square plots are data from theimplosion without apicket. The
thick curve and open circle plots are from the matching
implosion using a picket. The experimental data were mea-
sured with the “neutron temporal diagnostic’ (NTD).32 The
temporal offsets needed to compare experimental and simula-
tion datawere determined by maximizingthecross-correlation
of thedrive portion of the pulseasafunction of atemporal shift
relative to the laser pulse without a picket. This aligned the
leading edges of the main drive pulse for all of the data. It is
assumed that the neutron production is determined by the
compression of thetarget by thedrive pulse. An additional time
shift wasintroduced to align the position of the shock neutron
production calculated by LILAC for shapes without and with
the picket pulse. The experimental data and the output from
hydrodynamic simulations were processed in this manner so
that the timing could be compared for all data. The temporal
error for therelativetimes of emission isestimated to be of the
order of 30 ps. The measured neutron burn rate divided by the
calculated neutron burn rate from LILAC is plotted in
Fig. 91.19. The data from implosions without a picket are
plotted as open squares, and the data from implosions with a
picket are plotted asopen circles. Theratio of burn rates peaks
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Figure 91.18

Neutron-production rates for a 15-atm-Do-filled, 33-um thick polystyrene
shell. The thin curve and open squares are data for the pulse without a picket
pulse. Thethick curve and open circles are datafor the pulse with apicketin
front. Open symbolsarethe experimental measurements, and thesolid curves
are from the 1-D hydrodynamic simulation LILAC. Note that these pointslie
very close together before ~3.2 ns.
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at 0.35 for implosions with a picket pulse, while the ratio
without a picket pulse peaks at 0.2. The neutron-burn-rate
ratios show that the duration of neutron emission islonger for
implosions with a picket pulse. Comparing the experimental
data with predictions indicates that the implosions using a
picket not only attain higher absolute yields than the implo-
sionswithout a picket, they also return, aswas stated earlier, a
larger fraction of the 1-D yield. This suggests more-stable
implosions with less mix due to RT growth.

Whiletheexperimental resultsfromtheneutron diagnostics
reported above are encouraging, results from several other
diagnostics remain inconclusive. lon temperatures, inferred
fromthe broadening of the neutron spectra, werereported to be
from 2.1 to 2.5+0.5 keV for the 33-um-thick shells and from
2.6 t0 2.8+0.5 keV for the 27-um-thick shells. There were no
appreciable differences between implosions using the laser
pulses with or without the picket. Additionally, the downshift
of the primary proton energy can be used to measure the total
PR of the target integrated over the time of proton emission.
The measured mean energy for the compression yield was
11.3+2.0 MeV for the implosion without a picket and 11.6+
1.8 MeV for the implosion with a picket. The total pR for
both of these targets was inferred to be 106+8 and 108+
8 mg/cm?, respectively.

Experimental burn rate/
simulation burn rate

'32 33 34 35 36 37
Time (ps)

E11800

Figure 91.19

Experimental neutron-productionratedivided by the neutron-productionrate
from a 1-D hydrodynamic simulation LILAC for a15-atm-D-filled, 33-um-
thick polystyrene shell. The open square points are datafor the pul se without
apicket pulse, and the open circle points are data for the pulse with a picket
in front.
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Finally, results from the measurements of the 14.7-MeV
proton emitted from the D3He reaction are shown in
Table91.11. Targetsfilled with D3He allowed for the measure-
ment of the primary proton yield from the shock wave conver-
gence at the center of the capsule. The mean energy for the
protons was measured as 14.3 MeV for the laser irradiation
both without and with a picket pulse. The number of protons
from the shock wave is 7.1+1.2 x 10° without a picket pulse
and 7.5+1.1 x 10° with apicket pulse as shown in column 2 of
Table 91.11. Comparison of these measurementsinfer that the
shock strength of the compression pulse is unaffected by the
introduction of a picket. This would indicate that the shock
created by a picket decayed in the shell before it had a chance
to significantly alter the adiabat of the fuel.

Conclusion

An experiment has been performed to measure the effect of
a picket pulse on the implosion of a spherical target. The
purpose of thispulsewastoinitiate adecaying shock wavethat
lowersthe density of theshell at the ablation interface but does
not significantly affect the entropy of the shell-gas interface.
The yields of fusion products are improved both in terms of
the absolute value and in terms of the comparison to 1-D
hydrodynamic simulation output. The increase in neutron
yield for implosionswith apicket pulseisnot dueto the added
energy inthepicket sinceboth theabsoluteandrel ativeneutron
yields improved.

Between thetwo pulse shapesthereislittlechangein either
thetotal target pRor theiontemperature. Theneutrontempera-
ture measurement is the neutron-weighted ion temperature. It
is possible this weighted measurement will be the same for
both typesof implosions. The pRas measured with the protons
from the D3He reaction measuresthetotal pR of thetarget and
not just the fuel pR. This measurement is dominated by the
thick target shells and is less sensitive to the fuel.

The emission rate for the 3-MeV neutrons compared to the
simulation output shows that the start of emission calcul ated
by the simulation compares well with the experimental data.
The neutron-burn-rate measurements indicate that the 1-D
simulation overestimatesthe duration of the neutron emission,
probably due to the multidimensional effects not included in
thistypeof cal cul ation. Theneutron emission fromimplosions
using apicket pul sereachesahigher emissionrateand ahigher
ratio of the experimental neutron burn rate to the LILAC-
calculated neutron burn rate. Comparing the experimental data
with predictions indicates that the implosions using a picket
not only attain higher absolute yields than the implosions
without apicket, they also return, aswas stated earlier, alarger
fraction of the 1-D yield. This demonstratesthat picket pulses
stabilize the implosion, resulting in less mix due to the RT
growth at the ablation interface.

Table 91.11: Summary of 14-MeV proton measurements. The first column describes the target as in
Table 91.1. The second column is the total number of protons emitted during the compression
of the target. Column 3 is the number of protons emitted when the shock wave reaches the
center of the target. The downshift of the protons is shown in column 4, and the calculated total

PR of the target is shown in column 5.

Proton measurements
Yield Yield
Target (D3He) (D3He) AE PRotal
Without picket Compression Shock MeV mg/em
D,(15)CH[33] 2.96x 108 3.5+0.3 10648
He3(12)D2(6)CH[33] 2.94x 108 7.11 x 10° 3.4+0.3 10448
D,(15)CH[27] 1.83 x 10/ 2.620.2 81+6
With picket
D,(15)CH[33] 7.26x 108 3.6+0.3 10848
He3(12)D2(6)CH[33] 5.75x% 108 7.51 x 10P 3.5+0.2 106+6
D,(15)CH[27] 2.96 x 107 3.0+0.2 92+6
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Direct-Drive Implosion Experimentswith
Enhanced Beam Balance on OMEGA

Introduction

Laser-driven, direct-drive inertial confinement fusion (ICF)
is accomplished by near-uniform illumination of spherical
fuel-bearing targetswith high-power laser beams. 13 A goal of
ICF is to achieve thermonuclear ignition and gain, which
requires symmetric compression of the fuel to high tempera-
tures (=4 keV) and high areal densities (=0.3 g/lcm?). Both
target imperfections and departures from symmetric laser
illumination contribute to degradation of target performance.
Low-mode(/ < 10) perturbationsof theintensity, generally due
to beam-to-beam variations, can cause distortions of the core
at stagnation; whereas small-scale imperfections in the target
layers and in the single-beam intensity profiles contribute to
higher-mode (¢ = 10) perturbations, which lead to Rayleigh—
Taylor unstablegrowth, target breakup, and mixing of material
from the shell and from the gas fill. Both can degrade target
performance by reducing the peak temperature and areal den-
sity of thefinal fuel region.

Direct-drive ICF implosion experiments are currently be-
ing performed on LLE’s OMEGA laser system.* The goal of
these experiments is to attain near-ignition conditions in the
compressed fuel region. Implosion experiments are being
performed with both surrogate cryogenic targets®8 (where the
shell actsasthe main fuel layer) and actual cryogenic targets’
(wheretheshell isprincipally solid fusionfuel). The cryogenic
targets are being prepared by the newly implemented Cryo-
genic Target Handling System® using D, asthefuel layer. The
eventual goal isto demonstrate optimized implosions of cryo-
genic DT-fuel targets. Studies of the performance of surrogate
fuel targets have shown that the smoothness of the individual
beams has ameasurabl e effect on target performance; 6 how-
ever, the effect of beam balance on the target performance has
not been quantified.®

This article presents a method that measures the beam-to-
beam intensity variations at the target and then uses these
measurements to correct the beam intensities, thereby mini-
mizing the variations. The beam-to-beam UV intensity varia-
tionsat thetarget areinferred from measurements of the x-ray

116

flux produced by each of the 60 beams of OMEGA seen
separated on a 4-mm-diam, Au-coated spherical “pointing”
target. Up to eight x-ray pinhole camera (XPHC) images are
electronically recorded per shot from which variations in
intensity are determined, taking into account view-angle
effects and x-ray conversion efficiency dependence on inten-
sity. The observed variations are then used to correct the beam
intensities to produce more-uniform irradiation (or enhanced
beam balance). The enhanced beam balance condition is in
contrast to the standard beam balance condition arrived at by
balancing the output of the laser as measured by 60 cross-
calibrated full-beam calorimeters. As applied to imploding
targets, the enhanced balance condition consistently yields
improved symmetry of the imploding shell as observed by
multiple-view x-ray imaging diagnostics. Thisis evidence of
a more-uniform final fuel layer in the imploding target, an
important goal for eventual attainment of ignition and gain.

M easurement of On-Target I ntensity
Using X-Ray Imaging

To accurately determine the intensity of a beam striking a
laser target, it is necessary to be able to measure the full-beam
intensity and/or energy beforefocusing and thento account for
all losses incurred in transporting the beam to the target. In
addition, thebeam profileat itsfocusmust beknown. OM EGA
uses distributed phase plates and spectrally dispersed fre-
guency modulation to produce atime-averaged intensity pat-
tern at the target, which is smoothed in space [smoothing by
spectral dispersion (SSD].° The SSD version currently in use
on OMEGA smooths the beam in two dimensions with an
effective bandwidth of 1 THz and is enhanced by the use of
polarization smoothing (PS).1% The smoothed beam instanta-
neously has a so-called super-Gaussian shape given by

lov(r) = 1uy (0) x € 79)" )

where | ;y/(0) is the intensity at the beam peak, and r and o,
are in units of distance from the beam center. Typical values
for OMEGA 1-THz-SSD-with-PS beamsare o, = 300 um and
n=25.
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Sincetheintegral of Eq. (1) over time and space yields the
beam energy, it is easy to see that for beams of equal size
(i.e, equal o, and ) a measurement of the beam’s peak
intensity is sufficient to measure the beam energy. Here,
advantageis being taken of the high UV-absorption efficiency
of Au at high intensities (>90% for intensities below 1013
W/cm?). 1! Inverse-bremsstrahlung-heated Au plasmasreradi-
ate most of their energy in the soft x-ray range (1 to 10 keV),
making it possible to image the emission and, with knowledge
of thex-ray conversion efficiency, toinfertheUV intensity that
produced the observed x-ray flux. Phenomenologically, the
x-ray flux resulting from an incident intensity I, can be
expressed as

Iy =Cuv-x % | v » 2

where Cy_ IS a constant dependent upon the x-ray band
(energy range) and detection method utilized (see Subsec-
tion 3).

Spherical targets coated with Au have been used to verify
beam alignment on OM EGA since target experimental opera-
tionsbegan.12 Thismethod can determine the beam placement
to an accuracy of ~10 yum. It has been noted for some time that
although beam energies have been made to be nearly equal at
the output of the laser, intensities on target appear to differ
significantly. Figure 91.20 shows an x-ray image from a
pointing target recorded by a charge-injection-device (CID),
x-ray-sensitivecameral3at theimageplane of anx-ray pinhole

TIM 6 pinhole Beam 4-2

cameraimage

(@

DirRecT-DRIVE IMPLOSION EXPERIMENTS WITH ENHANCED BEAM BALANCE oN OMEGA

camera. (The pinhole cameras use 10-um-diam pinholes at a
distance of 164 mm and a magnification of 4.0. The CID
cameras have 38.5-um-sq pixels, giving a resolution at the
target of ~12 um.) The pinholes themselves are covered with
a 101.6-um-thick Be foil with an additional 50.8 um of Be
between the pinhole and the detector acting as a vacuum
window and alight shield for the camera. The camerasensitiv-
ity and window transmission provide for an effective energy
band with aminimum of ~2 keV and falling sensitivity above
4 keV (seeRef. 13 for further details). Two of the beams at the
center of the image have been highlighted (beams 4-2 and
4-4), and lineouts through the images are shown. Despite the
fact that the beam energies are reported to be nearly equal, the
peak x-ray intensities are seen to differ by afactor of ~2. This
suggests that either the reported energies are in error or other
factors, such asbeam size on target or unaccounted-for losses,
differ significantly for these two beams. (These two beams
were chosen since from this view the beams are at the same
angleto the view direction normal; any angular effects on the
observed intensity should therefore be equal.) The following
method is suggested by images obtained on beam-pointing
shots: Measure the beam intensities on target using a set of
cross-calibrated x-ray cameras; correct the observed intensi-
ties for view-angle effects and conversion-efficiency depen-
dence. The incident-beam-intensity variations can then be
determined. Once these corrections are determined, the beam-
to-beam intensity differences can then bereduced, resultingin
more nearly spherical implosions. This technique and its
application and results are the subject of the remainder of
this article.

ADU’s (103)
OO P N W b~ O

T Figure 91.20

(@) TIM (ten-inch manipulator)-based pinhole
cameraimage of a4-mm-diam, Au-coated pointing
R target taken with a CID camera. Beams 4-2 and 4-4
4-2 are shown in enlarged insets. (b) Lineouts through
thex-ray beam spots showing thedetected intensities
in analog-to-digital units (ADU’s). Despite nearly
equal reported energies, the peak x-ray intensities

600 800 differ by about afactor of 2.

Distance (um)

Reported UV-on-target
OMEGA shot 21568

Beam 4-2 =353.3J
Beam 4-4=351.2 J

E11803
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1. The View-Angle Effect on the Observed X-Ray Intensity

The effect of view angle on observed intensity has been
determined by uniformly illuminating a 1-mm-diam, Au-
coated sphere (Fig. 91.21) at an intensity equal to the mean
intensity on a pointing shot (~1014 W/cm?). Since all beams
now overlap, theindividual beam energiesare ~6 times|ower.
The azimuthally averaged radial lineout of the x-ray image
[Fig. 91.21(b)] isseen to closely match that expected from an
optically thin plasma shell, as characterized by

Ix(r) = 1x(0) * (ro/a)

x%/(l+Ar/ro)2 ~(r/r0)? -Jl—(r/ro)zg 3

where1,(0) istheintensity observed at the center of theimage
(face-on), r isthe distance in the target plane from the center
of the image, rq is the plasma emission radius, and Ar is the
plasma thickness. The profile of Fig. 91.21(b) is best fit by
values of ro =500 ym and Ar = 113 pm.

2. Camera Cross-Calibration

Up to eight x-ray cameras are used on a pointing shot,
producing different views of the beams on target. To compare
beam imagesfrom two cameras, the view-angle effect must be
removed, leaving only the differencein collection solid angle
(pinhole area) and camera gain. Figure 91.22 shows one such
comparison of beam peak intensities seen from two cameras
after correcting for the view-angle effect using Eg. (3) and

targets). The observed intensities follow a straight line with a
zerointercept and aslope equal to theratio of the sensitivity of
the two cameras.

. 2 T T
‘D ®
c 0
§3 1| s |
S X
52
o)
o™
I
0 | |
0 1 2 3
H8 beam peak intensity
(103ADU’s)

E11804

Figure 91.22
View-angle-corrected beam peak intensities as viewed by two x-ray pin-
hole cameras. The straight-line correlation demonstrates the validity of the
view-angle correction and determines the cross-calibration factor for the
two cameras.

3. Conversion-Efficiency Dependence and Determination

of On-Target Beam-to-Beam Variation

An estimate of the power-law conversion of UV to x rays
was determined by varying a single-beam energy, yielding a
value of yin Eq. (2) of ~3.7. This preliminary value was then
used when fitting values of the observed beam shapes. Com-
bining Egs. (1) and (2) yields

using the best-fit parameters as determined from the results 0 neY
showninFig. 91.21 (Ar = 113 um, whereasrq =2 mmfor these I (r) =14(0) = (o) 3 4
(@) CID image (H6 view) (b) Radial profile
4 T T
2 -
5 ro=500um Figure 91.21
_§ 3F Ar=113um - (a) An x-ray pinhole camera image of a uniformly
I~ L -~ illuminated, 1-mm-diam, Au-coated sphere used to de-
.,;:’ oL ;Pé%?eu i termine the angular effect on the observed surface flux
B density. (b) The azimuthally averaged radial profile of
% the uniformity target. Regions of the target not covered
c 1 — by gold (at points of support during coating) were
g excluded from the azimuthal averaging.
O | |
1-mm-diam 0.0 0.5 1.0 15

Au-coated sphere

E11296
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where

y

Ix(o) =Cyv—x X [IUV (0)] ©)

Figure 91.23 shows afit of a single beam (4-4) to Eq. (4).
The peak values are determined in thismanner for every beam
by using up to eight pinhole cameras.

5 T T T T T
2 4L - - Radid lineout |
9( ------- Azimuthal lineout
. — Fit i
org 3 -
> 2
%)
g 1
1S .
0 | | | | |
-200 -100 O 100 200
E11005 Distance (um)
Figure 91.23

Fit to a single-beam x-ray intensity profile using a super-Gaussian with
power-law x-ray conversion efficiency [Eq. (4)].

With a set of cross-calibrated cameras, variations from
beam to beam can be determined for all 60 beams of OMEGA.
During laser system operation, some beam-energy variation
occurs due to variations in amplification and input beam
(driver line) energy. System calorimeters [e.g., high-energy
diodes (HED’s)] are used to account for these variations. If
beam-energy variations are accounted for by variationsin the
HED-measured beam energies, then beam-to-beam variations
not dueto beam-energy variations should remain the same and
show up as differences on target. Thisis seen in aplot of the
ratio of the normalized inferred peak UV intensity IGV de-
rived from x-ray imaging to the normalized HED determined
UV intensity Iy, for all 60 beamson oneshot ascompared with
theaverageof thesamefor seven shots(Fig. 91.24). Thevalues
are seen to be stable despite large variations in beam energy.
Using the average values of theseratios, R; is given by

R =1uv. /Ebv, - (6)

where IBVi isthenormalized x-ray-inferred UV peak intensity
and Eyy, isthe HED-determined normalized UV energy on
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target (both for theith beam). Applying these correctionstothe
HED-measured energies allows for a more accurate determi-
nation of the power-law conversion parameter y [Eq. (4)].
A best-fit value of y= 3.42+0.13 is seen to fit the observed
x-ray to UV variation (Fig. 91.25).

1.2 : | :
L ’/ |
[
e 1l1r- :3/ -
< o
S i 0%@0 ]
o ‘&’0
% 10| Q&{’ |
= P
_:) B & ’$ 4
= | {’. |
x2 2 0.9 - /
L * |
0.8 ! ! I
0.8 0.9 1.0 1.1 1.2
1Ov/luy
E11805 (average of 7 shots)
Figure 91.24

Valuesof theratios of the normalized x-ray-inferred beam peak intensitiesto
the normalized HED-inferred beam energies for all 60 beams determined
from one pointing shot versus the same values averaged over seven shots.
Each data point represents a different beam. The beam energies were pur-
posely varied from ~250 to 440 J, resulting in little change in these ratios
despite nearly 100% changes in the peak x-ray intensity.
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Figure 91.25

The observed peak x-ray intensities corrected for view-angle effect as a
function of the corrected beam energies. The dependence follows a power
law of y=3.42+0.13.
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Enhanced On-Target Beam Balance

In the standard balance technique, the gainsin the amplifi-
ers by stage, and the losses by stage (primarily in the split
regions), are adjusted to produce equal beam energies at the
system output calorimeters. The UV energies on target are
inferred from continuous-wave (cw) laser measurements of
the losses incurred in each beam by the mirrors, lenses,
diffracting optics, vacuum windows, and debris shields from
the system output calorimeters to the target (i.e., from the
transport to the target). Variations of these losses are kept to a
minimum by replacement of the poorest-performing elements.
In contrast, the enhanced bal ance techni que usesthe measured
x-ray intensitiesat thetarget to determinethegain of thelast IR
amplifier required to produce equal intensities (x-ray and,
hence, by inference UV also) at the target. An agorithm has
been developed by which abeam’s desired UV energy output
can be achieved with avariation in the capacitor-bank voltage
of the final disk amplifier.

Using the measured values of R;, it is possible to further
minimize on-target variations by iteration. From Eq. (6) it
follows that

luy; =R * Eyy; - (7

Thenormalized beam energiesarevariedto attempt tomake
all values of If_,vi equal to 1. The adjustments are made by
changing the capacitor bank voltageof thelast amplifier and by
observing the resultant change in output energy. The response
follows the equation

Euv = EiR X Gamp(Vbank) X €uv - (8)

where Eyy is the inferred UV energy, E g is the input IR
energy, Gamp isthe gain of the laser amplifier for a capacitor
bank voltage of Vg, and gy is the efficiency of the UV
conversion crystals, which is also afunction of Gy and Ejg.

Figure 91.26 shows a comparison of a standard balance
pointing shot (in which IR variations are minimized) to an
enhanced bal ance pointing shot (inwhich peak-intensity varia-
tionsareminimized). Thestandard balanceshot [Fig. 91.26(8)]
has a small variation in the HED-determined energies
[Orms(Euy) = 2.8%], but a large varigtion in the inferr
normalized UV beam peak intensities |oms|lUy ) = 6.6% .
Conversely, the enhanced balance shot [Fig. 91.26(b)] has a
larger HED-determined variation [ oyy,s(Eyy) = 6.0%], but a

120

smaller variation in the inferred normalized UV beam peak
intensities [Urms(| GV) = 2.2%] . The beam-to-beam variations
have been reduced by about afactor of 3.

Orms Orms
HED's 2.8% HED’s 6.9%
XPHC's 6.6% XPHC's 2.2%
15 T T T T T T

- @ (b)
2 10+ 4 F .
2
L 5r 1 r 7

0 I I
08 09 10 11 1208 09 10 11 12

Normalized intensity Normalized intensity

E11298

Figure 91.26

The inferred UV beam peak intensity distribution for all 60 beams of
OMEGA determined on (a) a standard balance pointing shot and (b) an
enhanced balance pointing shot.

Enhanced-Balance Implosion Experiments

With the enhanced-bal ance-correction constants R; deter-
mined, the beam peak intensities can be inferred from the
HED-determined beam energies corrected by the enhanced-
correction constants R;. Figure 91.27 shows x-ray microscope
images of aset of implosionsperformed with standard balance
and enhanced balance. Three pairs of targets were used. All
were 930-um-diam, 18.5-um-thick CH shellsfilledwith 15, 7,
and 3 atm of D, gas, respectively. A clear differenceisseenin
the shape of the core apparently due to the change in direct-
drive illumination uniformity. [The two cases had average
values of Urms(| DV) =6.0% for the standard balance condi-
tion and 2.2% for the enhanced balance condition.] Fig-
ure 91.28 shows another comparison of core shape for a
different shell thickness (27 um) andfill pressure (20 atm D).
All enhanced balance implosions show more-symmetric
cores; however, small-scal e structureiscommonto both cases.

Analysis of the angular dependence of the illumination
uniformity demonstrates the effect on the implosion. The
calculated overlapintensity showninFig. 91.29isdisplayedin
an Aitoff projection for the standard-balance, 15-atm-filled
case (shot 24119, see Fig. 91.27). The overlap intensity cal cu-
| ation assumes HED-measured beam energies corrected for by
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Figure 91.27

Direct-drive implosion experiments performed on
OMEGA with 18.5-um-thick CH shellsfilled with 15, 7,
and 3 atm of D2 gas. All shotswerewith ~23 kJ of UV on

target in a 1-ns square pulse, using 1-THz SSD with PS.

The enhanced balance implosions show a more-uniform
spherical stagnation region. The calculated convergence
ratios for these implosions (initial fuel—shell interface
radius divided by final radius, CR) are indicated.

15-atm-filled 7-atm-filled 3-atm-filled
Standard ' ’ ,
balance =
567m
Enhanced .
balance

CR=14 CR=23

E11299

the enhanced balance analysis[Eqg. (7)] with all beams having
the same super-Gaussian profile (ro = 300 um and n = 2.5).
Absorption is modeled by a simple cosine dependence on the
angle the rays make with the target normal. The individual
peaks seen are at the overlap of five or six beams and are due
to the imperfect overlap of the OMEGA beamswith the given
target size, number of beams, and beam shape (~1.5% peak to
valley for perfect beam balance). Also shown is a lineout
through the computed intensity pattern as would impinge on
the limb of the target as seen from the x-ray microscope. The
intensity pattern hasan ~7% peak-to-valley variation with two
minimaat 40° and 220° and maximaat 120° and 290°, where

@ 100 um (b)

E11807

Figure 91.28

Comparison of KB (Kirkpatrick—Baez) microscope-imaged implosion cores
for apair of 27-pm-thick CH shellsfilled with 20 atm of D, (&) with standard
balance and (b) with enhanced balance. The enhanced balance implosion
again shows a more spherically shaped core.

CR=38

the angle referred to is clockwise with respect to the vertical.
After applying enhanced bal ance, the intensity variations due
to beam balance are reduced to less than 2%.
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Figure 91.29

(@) The calculated overlap intensity on a standard balance implosion
(OMEGA shot 24119) presented asan Aitoff projection of theentirespherical
surface. The measurements from the pointing shots infer a peak to valley of
7%. (b) Thelineout through thelimb of the target as seen from the KB micro-
scope used in Figs. 91.27 and 91.28.
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An ORCHID 2-D hydrocode simulation was performed
using the calculated intensity on the target limb from phase
angle40° to 220° for theaxisymmetriclaser illumination. Rad-
iation transport isnot included in thissimulation. The effect of
radiation losses, however, was accounted for by lowering the
effectiveincident intensity. By itsnature, a2-D simulation can
only simulate axisymmetric flow. Figure 91.30 shows the
result of the simulation near the time of maximum shell
compression showing aslightly distorted corewith an elliptic-
ity e = 1.08. Shown as an inset is the observed x-ray image
with the axis of the minima in the calculated intensity indi-
cated. The ellipticity of the coreimage and the simulation are
in good agreement, confirming that the main effect is ex-
plained by ameasurablebeamimbal ance. Correcting thebeam
imbalance nearly removestheresidual ellipticity asaresult of
the more-uniform illumination by the 60 beams of OMEGA.

KB3 dlipticity = 1.08

40°
OMEGA shot 24119
100 —
> ORCHID
50 um Isodensity contours
=3 r=19ns
S Ellipticity = 1.08
8
8
B
&)
0 |
11809 Distance (um)
Figure 91.30

Isodensity contours from an ORCHID 2-D hydrocode simulation of the
implosion of an18.5-um-thick, 15-atm-filled CH shell (OM EGA shot 24119).
The time of this snapshot is 1.9 ns from the start of the laser pulse (near the
time of maximum shell compression). The input intensities used were those
calculated for this experiment and occurring on the limb of the target as
observed from the KB microscope. The corresponding imageis shown asan
inset with the symmetry axis of the 2-D simulation indicated.

The symmetry of the implosions appears to correlate with
the beam balance. To determine the effects on other measures
of target performance, aseries of implosion experimentswere
performed with 1-THz SSD smoothing with PS and 1-ns
squarepulses. Thetargetsranged from 18t0 25 uminthickness
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and were filled with 3 or 15 atm of D, gas. Figure 91.31(a)
shows the ratio of the measured D-D neutron yield to the
LILAC hydrocodel>—predicted yield [yield over calculated
(YOQ)] for these experiments. This measure of target perfor-
mance is used as a means of comparison to account for
differencesin energy ontarget and shell-thickness differences
from shot to shot. The enhanced balance target implosions
were performed with slightly less energy (typically 21 kJon
enhanced balance shots and 23 kJ on standard balance shots)
since after correction for imbalance, some beams could not be
raised to sufficiently high levels, necessitating all othersto be
lowered. Theresultsare seentofollow theincluded trend lines
(dashed) with little obvious difference due to balance condi-
tion. Figure 91.31(b) showsthe measured ratio of D-T neutron
secondary yield to D-D neutron primary yield in these same
experiments. [The only difference between the two balance
conditions is the apparent larger variation in the standard bal-
ance values of the 15-atm-filled target implosions. Despite a
definite change to more-symmetric shell stagnations, the pri-
mary and secondary neutron yield measurementsindicate little
dependence of target performance on balance condition (at |east
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Figure 91.31

Measurements of the fusion yield's dependence on balance condition from
a set of 3- and 15-atm-Dy-filled CH shell implosions: (@) the ratio of the
measured to the simulated primary D-D neutron yield; (b) the ratio of the
measured secondary DT neutron yield to the measured primary D-D
neutron yield.
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with these measurements).] Wheress, it has been shown in past
experiments that these measurements show a dependence on
single-beam smoothing.>6.10

Additional measurements of the directional dependence of
thetotal pRat thetime of peak fusion production haverecently
been reported by Séguin et al.16 Their measurements are
derived from the slowing down of 14.7-MeV D-He3 fusion
reaction-generated protons observed from different directions
around thetarget. They find that the observed pR asymmetries
are significantly different for the two balance conditions re-
ported in thiswork (standard and enhanced). Although asym-
metries still exist, they appear to be lower when the optimum
x-ray-inferred enhanced balance condition is imposed.

Conclusions

A method for determining and optimizing the beam-to-
beam intensity variation of the 60 beams of the OMEGA laser
system, as configured for direct-drive illumination (with
1-THz SSD and polarization smoothing), has been devel oped.
Thismethod infersthe beam-to-beam energy balanceby direct
observation of x rays emitted by Au plasmas produced by
OMEGA's focused high-power laser beams. The UV energy
balance is determined from the observed x-ray balance by
taking into account x-ray conversion efficiency and view-
angle effects in a semi-empirical manner. Optimized or en-
hanced balance is achieved by removing the precisely
determined beam-to-beam energy variation by adjusting the
gainof thelast amplifier. Themethod hasachieved athree-fold
reduction in the beam imbalance, from an inferred level of
~6% (rms) to ~2% (rms).

Direct-drive implosions with enhanced beam balance con-
sistently show more spherically shaped stagnation cores. A
2-D hydrocode simulation of an uncorrected (standard bal-
ance) implosion showsthat the magnitude and direction of the
resulting core distortion are consistent with arising from
beam imbalance. In contrast there is little effect on the YOC
ratio or fuel areal density.

The small differences in beam-to-beam energy (<10%)
have not been explained by repeated measurements of trans-
port losses in the mirrors, lenses, diffracting optics, and win-
dows. Itislikely that thedifferencesaredueto scattering losses
not accounted for by the spatially integrating techniques em-
ployed to measure transport and can be determined only by a
technique, such as described in this work, that measures the
intensity at the target with calibrated imaging diagnostics.
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Effects of Textureson Hydrogen Diffusion in Nickel

Introduction

Thetransition metal-hydrogen systems have been intensively
researched for many years because of the various applications
of these systems. A large hydrogen solubility in some transi-
tion metals allowstheir use for safe and high-capacity hydro-
gen storage.12 At the other end of the spectrum, hydrogen
ingressat low concentrations can induce mechanical degrada-
tion of nickel and nickel alloys and compromise the intended
application of the metal.}:3 An understanding of hydrogen
adsorption/desorption characteristicson, and hydrogen mobil-
ity in, the metalsis needed to predict the hydrogen impact on
the metal systems.

Both deuterium and tritium are used as fuel for inertial
confinement fusion (ICF) energy. In ICF applications, both
adsorption on surfaces and permeation through metals are of
importance. Hydrogen adsorption and desorption processes
intimately control the degree to which surfaces become con-
taminated and subsequently the extent to which these surfaces
can be decontaminated. In general, the smaller the adsorption
rate, theshorter theresidencetimeon asurface, andthesimpler
the structure of the oxide on asurface, the less susceptibl e that
surface isto tritium contamination for agiven set of exposure
conditions. Contamination can proceed by simple condensa-
tion on a surface followed by absorption into the subsurface
structure and by beta-activated radical surface reactions that
capture mobile tritium atoms on surfaces into more tightly
bound tritium-bearing complexes that are difficult to remove.

Surface tritium can also be absorbed into the metal and
permeate to the opposite side, from where it can escape the
process loop or contaminate a coolant circuit. For example, a
nickel-alloy vessel with 1/32-in.-thick wallsfilled with tritium
gasat 1 atm and room temperaturewill permeate 0.3 pCi/s/cm?
in steady state, atolerablereleaseratein part becausethetime
to attain steady state is 6.3 years. At 300°C, however, this
container will reach steady-state permeation within 1.6 h and
release tritium at 0.8 uCi/s/cm?. Such releases are unaccept-
ably high and require intervention to preclude unacceptable
releases to the environment or accumulation in cooling cir-
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cuits. Permeation-resistant barriers, engineered composites,
and low-absorption-coated, textured surfaces can offer relief
from these emissions.

Hydrogen mol ecul es dissociate on metal surfaces, dissolve
atomically into the substructure, and interact with the micro-
structure of the metal s. Theinteraction dependsnot only onthe
hydrogen concentration in the bulk but also on the prevalent
microstructure; i.e., themixtureof crystal defects, grain bound-
aries, grain size, grain orientation, and phase composition
present withinthe metal matrix. Thedensity and blend of these
features depends on the manufacturing and operating history
of the metal.

For example, el ectrodeposition isthe preferred approach to
fabricate nickel membranes in industry. The texture of the
nickel membranes can be controlled by the deposition param-
eters. Since hydrogen permeation in single-crystal metals is
anisotropic, textured polycrystalline metals may exhibit dif-
ferent permeation properties for different textures. While an
earlier study? has shown that texture can influence hydrogen
adsorption and diffusion in metals, to date there has been no
systematic investigation of the effect of textures on hydrogen
permeation through nickel. In this article, the relationship
between hydrogen permeation and grain orientation in nickel
membranes is studied. To this end, the following section
outlines the experimental procedures used to prepare and
characterize the nickel membranes and to measure the perme-
ability of the membrane. Subsequent sections describe the
details of the microstructure and its influence on permeation.

Experimental Procedure

Nickel membranes were electroplated in a Watt's bath at
50°C. The electrolyte comprised 300 g/l of NiSO4 * 6H,0,
35 g/l of NiCl, ¢ 6H,0, and 35 g/l of H3CO3 to make a pH-3
liquid. The electroplating current density was controlled
galvanostatically between 0.1 to 0.8 A/cm?. The anode was
pure nickel. A titanium cathode substrate was chosen to sup-
port the nickel film during deposition because the nickel
membranes could be easily peeled off. The substrate surface
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was mechanically polished to minimize imprinting the sub-
strate grain structure on the growing nickel film. Additionally,
film thickness usually exceeded 50 um to further minimize
imprinting the substrate orientation on the film’s texture in
preference for that favored by the electrodeposition param-
eters. The nickel deposits were then removed from the sub-
strates to measure their grain orientation without any
interference from the substrate. The permeability of these
membranes were subsequently studied in an electrochem-
ical cell.

The membrane surface texture was measured with a
Siemens x-ray diffractometer outfitted with a molybdenum
target. Maps of the orientation of the (100), (110), and (111)
directions were measured in 5° polar and radial steps up to a
maximum tilt of 80°. Orientation distribution functions (ODF)
were cal culated from these maps, also known as pole figures,
according to the procedure described by Bunge® with theaid of
the software TexTool 3.0.

Hydrogen permeation was measured electrochemically
with the aid of two cells separated by the nickel membrane
of interest using the configuration shown in the Fig. 91.32.
Hydrogen was injected into the membrane on the upstream
sideat afixed rate, and the extraction rate was measured on the
downstream side.

The electrolyte in both cells was 0.1 N NaOH to yield a
pH 13 solution. On the exit (anode) side, a separate Ni/NiO
electrode served as a saturated calomel electrode to maintain
the membrane at a constant potential of 0.3 V relative to the
anode. Prior to any measurements, both compartments were
deoxygenated by bubbling nitrogen gas through the solutions.
The measurements were carried out at 22°C. Before charging
the membrane, an anodic potential 0.3V wasapplied for 24 h
to extract any residual hydrogen from the membrane and to
reduce the background permeation current density. A graphite

Cathodic Anodic
side side

R L

cathode on the entry side was polarized galvanostatically to
ensure that the singly charged ionic hydrogen flux impinging
on the upstream surface was constant and fixed at a current
density of 0.1 mA/cm?2. At this current density, the hydrogen
flux reaching the membrane is 6 x 10 particles/s-cm?.
Permeant hydrogen is collected downstream of the membrane
as the anodic current flows between the membrane and the
anode. Sometime after the initiation of a cathodic current, an
anodic current appears downstream and growsin strength to a
maximum value. At this time, the hydrogen concentration
gradient acrossthemembranethicknessislinear, being highest
at the entry side and nearly zero at the exit side. The time
integral of the permeation current becomes constant once the
linear concentration gradient is established within the mem-
brane. Extrapolating the straight portion of thetime-integrated
curve back to thetime axisyields aunique value known asthe
lag time (t,). Thistime is related to the hydrogen diffusion
coefficient (D) for the material® by the relation

L =—=, ()

where x is the membrane thickness.

The concentration of adsorbed hydrogen on the upstream
surface reflects the dynamic equilibrium between particles
arrivingfromtheel ectrolyteand particlesdisappearingintothe
metal. If the arrival flux rate far exceeds the absorption flux
rate, hydrogen bubbles form on the upstream surface. Hydro-
gen transport through the metal isthe rate-limiting step. If the
absorption rate exceeds the arrival rate, the permeant flux is
limited by the hydrogen arrival rate at the surface rather than
by the adsorption rate into the metal. In this work, hydrogen
transport through the metal is the rate-limiting step. In this
case, steady-state permeation isdescribed by Fick’sFirst Law,
and the concentration of absorbed hydrogen on the input

Constat\nt Cfi?ﬁa”t Figure 91.32
curren voltage Schematic layout of the electrolytic permeation facility.
source source
Ground I
Recorder
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surface, Cg, is uniquely related to the steady-state anodic
current density | by the relation

[ X
===, 2
Co=-= 2
where F isthe Faraday constant (= 96,485 Coul/g-atm).

Results and Discussion
1. Microstructure and Texture

The microstructure across the cross section of each nickel
deposit comprised threedistinct zones. Grainsinthevicinity of
the film—substrate interface were equiaxed and fine. Immedi-
ately above this layer, the structure began to change from
equiaxed grains to columnar grains. Beyond that and for the
remainder of the film up to the nickel—air interface, the grains
were columnar and orientated perpendicular to the substrate
for most electroplating conditions.

Theorientation of grains, i.e., thetextureof thesurface, was
measured by Bragg diffraction to generate the ODF's. Fig-
ure 91.33 illustrates the ODF of thetitanium substrate used in
thiswork. ThisODF istypical of acold-rolled titanium plate.”
A typical ODF for anickel membrane el ectrodeposited for the
present work ispresentedin Fig. 91.34. Inspection of thesetwo
distribution functionsindicates that there has been no textural
imprinting by the substrate onthenickel deposit. Thenickel tex-
ture has been determined solely by the deposition parameters.

Either (100) or (110) fiber textures can been obtained by
changing the deposition conditions. At low current density, the
(100) fiber texture is preferred. At high current density, the
(120) fiber texturedominates. The (111) texturecan be derived
by annealing deposits with strong <100> texture at 800°C
for 1h8

-; 5% Max = 2.0
| / 1.00

— .._—_.'— e e — —1.21
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, (/)1:00’900
: l ® =07, 90°

—1.63
Figure 91.33
Orientation distribution function of the titanium substrate.
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Figure 91.34
Orientation distribution function of nickel deposit.

2. Hydrogen Permeation and Analysis

The tempora behavior of hydrogen permeation through
nickel with different texturesis shown in Fig. 91.35. The per-
meation behavior for a nickel sample without any dominant
texture has been included for reference. In all cases, the per-
meation current increases smoothly with increasing charging
time to a maximum constant value. There are significant
differences, however, among the textured and nontextured
membranes. Hydrogen transport through (111) textureisfaster
thanfor any of theother textures. Thetimeto attai n steady-state
permeationislongest in (110) texture nickel. Compared to the
sample without any dominant texture, the response time for
surfaces with a dominant texture is rapid.
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Figure 91.35

Temporal evolution of hydrogen permeation through nickel membrane with
differing textures and for a sample without any dominant texture.
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Hydrogen diffusivity and near-surface hydrogen concen-
tration have been calculated using Egs. (1) and (2) for the
variousnickel membranesand arelistedin Table 91.111. Diffu-
sion coefficients for (100) and (110) single-crystal samples
have been provided for comparison. The coefficients are seen
toincrease as one movestoward more-open crystal structures,
i.e.,, from(100) to(110) andthento (111) textured samples. The
sample without any dominant texture exhibits the lowest
diffusion coefficient of all the samplesinvestigated. Diffusion
coefficients for polycrystalline nickel membranes with domi-
nant (100) and (110) textures are respectively higher than for
(100) and (110) single-crystal membranes, but both exhibit the
same trend when moving toward more-open structures, i.e.,
from (100) to (110) textures.

The near-surface concentration (Cg) of hydrogen in the
sample without any dominant texture is the highest. The con-
centrationsin (111) and (110) textured cases are the lowest of
the samples studied and lie within experimental error of each
other. Thistable suggests that the near-surface hydrogen con-
centration on the upstream side of themembraneisdepleted by
rapidtransport throughthemembrane. Thehigher thediffusivity,
the lower the subsurface hydrogen concentration.

Hydrogen permeation through a metal membrane in an
electrochemical environment involves three steps: hydrogen
atom absorption, diffusion across the membrane, and desorp-
tion. The molecular dissociation and the atomic association
steps on the upstream and downstream sides of the membrane
respectively that are normally associated with gas-phase hy-

drogen permeation are not present in this case because the
hydrogen arrives and leaves the membrane as ions in the
electrolyte. Hydrogen transport ischaracterized by threeinter-
action energies: absorption, diffusion, and desorption. Typi-
cally adsorption and desorption energies are the same for
polycrystalline metals without any dominant texture. The
diffusion energy tendsto be governed by bulk microstructural
features, such as grain orientation, grain boundary density,
and trap density. Both activation energies can influence the
total hydrogen permeation flux and the temporal evolution of
that flux.

Hydrogen adsorption energies differ for various crystal
planes.12-14 These have been measured for the three low-
index planes: (100), (110), and (111) of nickel.12 The net
adsorption energy of a surface can be estimated from weight-
averaged linear combinations of adsorption energies on low-
index planes and the preponderance of those planes on a
specific surface. Typically, the results are displayed on an
inverse pole figure to account for the distribution of the low-
index planesin aselected direction in the specimenrelative to
the crystal axes. Crystalsinface-centered cubic metalssuch as
nickel possess higher degrees of symmetry, and the three [ow-
index planes, (100), (110), and (111), are adequate to uniquely
specify a surface orientation. Consequently only the unit
stereographic triangle needs to be shown. Figure 91.36 dis-
plays the net surface adsorption energy dependence of hydro-
gen on nickel. Thisfigure showsthat the adsorption energy is
highest for (100) and lowest for (111). Hydrogenisexpected to
adsorb more easily through (111) planes than either (100) or

Table 91.111: Hydrogen permesation data for nickel with different textural surfaces.

Membrane Surface Structure (10‘9[():m2/s) (mmcc)ic/)cm3)

+5% +10%

Polycrystalline Ni No texture 26 0.38

(100) 3.4 0.18

(110) 65 0.12

(111) 8.5 0.13
Single-Crystal Ni (100) 0.56 (Ref. 9)
0.51 (Ref. 10)
(110) 0.62 (Ref. 11)
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(110) planes. As a consequence, hydrogen ingress and trans-
port through nickel can be tailored by altering the surface
orientation of crystalsto favor or suppress the (111) plane.

(111)
Max = 26.2
— 22
23
— 24
— 25
— 26

~

(100)

E11793

(110)

Figure 91.36
Hydrogen absorption energies for the three low-index planesin nickel.

Diffusivity can also be modulated by orientation. %11
Table 91.111 indicates that hydrogen transport is more rapid in
single crystals via (110) than (100) orientations. Polycrystal-
line membranes are combinations of many singlecrystalswith
different orientations. Texturing a polycrystalline membrane
providesamethodfor sel ecting adominant orientationwiththe
intent of enhancing or suppressing hydrogen adsorptions and
subseguent transport. Hydrogen transport can bemodul ated by
textural control in additionto thebulk microstructural features
discussed earlier.

Conclusions

Nickel membraneswith differing textureshave been grown
and analyzed. Deposition parameters that influence the tex-
ture during the growing process have been identified. These
protocols were implemented to construct membranes for per-
meation experiments. Electrolytic permeation has been used
to study the impact of texture on hydrogen permeation
through nickel.

Four conclusions can be derived from thiswork: First, tex-
tured nickel films can be grown on titanium without textural
imprinting from the substrate. Plating current density has a
strong influence on texture forms of nickel deposits. At low
current density, the (100) fiber texture is the dominant com-
ponent; at high current density, the (110) fiber texture domi-
nates. Annealing at 800°C for 1 h, (100) texture converts to
(1112) texture. Second, hydrogen permeation through nickel
membranes depends on texture. Diffusion coefficients in-
crease as one moves from (100) to (110) to (111) textured
samples. The diffusion coefficient of a sample without a
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dominant texture is smaller than for textured samples. Diffu-
sion coefficients of polycrystalline textured membranes are
higher than similar single-crystal membranes, but both sets of
membranes exhibit similar trends in behavior. Third, adsorp-
tionenergiesfor different orientations have been cal culated by
using the weight-averaged combinations of the absorption
energies for the three basic planesin nickel: (100), (110), and
(1112). Absorption energies for different orientations are pre-
sented. Finally, hydrogen transport in the bulk is expected to
depend on texture in addition to the microstructural features
such asgrain size, traps, and grain boundary density typically
discussed in the literature.
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Superconducting Properties of MgB, Thin Films
Prepared on Flexible Plastic Substrates

Therecent discovery of superconductivity at 39 K in hexago-
nal magnesium diborides! hasstimulated very intensiveinves-
tigations of the fundamental mechanism of superconductivity
in MgB, as well as the possible practical applications of this
new superconductor. In comparison with high-temperature
cuprates, MgB, superconductors have more than two-times-
lower anisotropy, significantly larger coherence length, and
higher transparency of grain boundariesto the current flow. At
the sametime, when compared to conventional metallic super-
conductors (including Nb3Sn or NbN), they have at least two-
times-higher critical temperature T, and energy gap, aswell as
higher critical current density J.. Asaresult, MgB, supercon-
ductorsare expected to play animportant rolefor high-current,
high-field applications, as well as in cryoelectronics, where
they might bethematerial-of -choicefor above-300-GHz clock-
rate digital electronics. In addition, MgB, devices could oper-
ate in simple cryocoolers.

Theavailability of high-quality superconducting thinfilms
with single-crystal-like transport properties? isthekey to real -
ization of practical MgB, cryoelectronic devices. Films with
high valuesof T, and J. have been prepared on SrTiO3, Al,0s,
Si, SIC, and other substrates by various deposition tech-
niques.3-8All of theabove proceduresrequired post-annealing
at temperatures higher than 600°C, and the superconducting
propertiesof theresulting films depended very strongly onthe
conditions of their annealing. The best reported MgB, thin
films are characterized by T, = 39 K and J, > 107 A/cm? at
4.2K and5x 10°A/cm?at 30K, both at zero external magnetic
field.® Preparation of MgB, thin films on unconventional
substrates, such as stainless steell0 or plastic foils, is aso
desirable. MgB,-on-steel filmsareinteresting for the prepara-
tion of low-magnetic shielding and antennas, while plastic
foilsarevery attractivefor their bending and shaping abilities.

In this article, we present the preparation and supercon-
ducting properties of MgB, thin films fabricated on flexible
substrates (Kapton-E polyamide fail), using three specially
designed, rapid annealing processes. Flexible plastic sub-
stratesintroduceanumber of novel aspectsto superconducting
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technology, such as the ahility to cut the final structuresinto
desired shapes for, as an example, magnetic shielding. They
are also unbreakable and can be rolled into small supercon-
ducting coils or form flexible microwave or high-speed digital
microstrips and coplanar transmission lines.

Kapton-E foils up to 20 x 20 cm? (limited in size by our
deposition apparatus) were cleaned in acetone, ultrasonically
washed in ethanol, and air-dried before being placed in our
vacuum chamber. Mg-B precursor films 100 nm to 200 nm
thick with anominal composition of 1:2 were prepared on the
unheated foil by simultaneous evaporation of Mg (purity
99.8%) and B (purity 99.9%) from separate W and Taresis-
tive heaters at a vacuum of 8 x 1074 Pa. After deposition, the
Mg-B filmswereex-situ annealed in aspecial |ow-temperature
process to avoid overheating the Kapton foil, which had to be
kept below its 300°C deformation temperature.

Several rapid annealing procedureshave beenimplemented.
Initially, the Mg-B filmswere placed inside aquartz tube on a
thick sapphire plate and introduced for 10 to 300 sinto a pre-
heated furnace. The furnace temperature varied from 350°C
to 500°C, and the Ar atmosphere could be changed from 3 kPa
to 100 kPa in aflow regime. In another approach, the Mg-B
films were placed “face down” on a resistive heater and
annealed at 500°C to 600°C in pure Ar for 60 to 180 s. For
overheating protection, the foil was covered with a sapphire
plate and alarge Cu block ontop. After annealing, the samples
were cooled down in approximately 30 sto room temperature.
Both of theaboveannealing methodsresulted in superconduct-
ing MgB, with T, 5, up to 33 K and atransition temperature
AT, =10K. Thehighest T, ,, was obtained after annealing for
180 sat 500°C on aresistive heater. Unfortunately, under such
conditions, the color of the Kapton foil changed from yellow
to black and it partially lost itsflexibility. The maximal J; was
only about 500 A/cm? at 4.2 K, suggesting that the damaged
foil stressed the MgB, film.

Much better resultswere obtained using the third annealing
method; thus, the remainder of this work will be devoted to
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thosefilms. The Mg-B thinfilmswereradiatively heated with
hal ogenlampsinvacuum; simultaneously, the substrate side of
our sampleswas placed onan external water-cool ed radiator to
protect the plastic foil. The distance between the samples and
the halogen source was 7 cm, and the vacuum chamber was
pumped down to abase pressureof 1 x 1072 Pato minimizethe
oxygen content and other gasimpuritiesduring annealing. The
foil temperature was controlled by a thermocouple located
very closetoitssurface. The duration of the annealing process
was 60 to 180 s, and the temperature at the film surface varied
from 300°C to 650°C. After annealing, the vacuum chamber
wasfilled with Ar and the filmswere cooled to room tempera-
ture in 20 to 30 s. Even for the highest Mg-B annealing
temperature, the Kapton was always kept below 300°C, no
deformation or change of color wasobserved, and theresulting
MgB, samples were fully flexible.

Figure 91.37 shows the surfaces and the critical tempera-
ture parameters of three films annealed under different condi-

550°C-70's
500°C-30s
Teon=20K

AT,=4K

650°C-20's
550°CH40s
300°C-90s
Teon=30K

AT, =11K

300°C-60 s
600°C-30's
300°C60s
Teon=29K

AT,=3K

72577

Figure 91.37

Scanning-electron-microscope pictures of three MgB» thin films annealed
under different conditions in the halogen lamp process. Each picture is
identified by the film-annealing temperatures and times, and the resulting
Tc,on @d ATe. The optimal conditions correspond to the film shown in
panel (c).
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tions. For samples annealed for at least 1 min at film surface
temperatures of 550°C to 650°C, the film morphology ex-
hibited domains or lamellar structures [Figs. 91.37(a) and
91.37(b), respectively] and their maximal T, 5, wasonly 20K
and 30 K, respectively. The film presented in Fig. 91.37(b)
showed signs of heat-induced substrate damage and its AT,
was very wide. After extensive trial-and-error studies, we
realized that the best annealing conditions consisted of pre-
heating at 300°C and only very brief, 30-s heating at 600°C,
followed by post-heating for 60 s again at 300°C. The films
produced in this manner were characterized by very smooth
surfaces [Fig. 91.37(c)], without domains, cracks, or lamellar
structures. X-ray diffraction exhibited no diffraction peaks,
indicating an amorphous phase analogous to that of similar
post-annealed MgB, films prepared on Si and sapphire sub-
strates from Mg-B precursors.®

The homogeneity of our thin films was studied by Auger
spectroscopy. The Auger spectra (Fig. 91.38) show a strong
non-stoichiometry of Mg and B on the film surface, aswell as
an enhanced content of oxygen and presence of carbon. The
damaged surface layer was only ~20 nm thick, however, as
estimated by the rate of Mg-B etching and scanning electron
microscopy studies. The bulk of the film had a uniform 1:2
stoichiometry ratio, with only small oxygen content, apparently
from the residual oxygen in the annealing vacuum chamber.
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Figure 91.38

The depth profile of an optimally annealed [Fig. 91.37(c)] MgB2 film,
obtained from the Auger measurement.

The films prepared according to the annealing recipe
shown in Fig. 91.37(c) also had the best superconducting
properties. The maximal T ,, obtained was 29.3 K, as shown
in Fig. 91.39, where we plotted the resistive superconducting
transitions for both the stripe cut from a film by scissors and
the one patterned by photolithography and Ar-ion etching. The
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cut stripe was approximately 1 mmwide and its superconduct-
ing properties are representative of our plain MgB, films,
while the patterned bridge was 10 um wide and 120 um long.
We note that Ar-ion etching resulted in a slight reduction of
Teons @ the same time, however, AT was decreased to 2 K.
Thepatterned microbridgewasal so used for J. measurements.
Theinset in Fig. 91.39 shows the J. dependence on tempera-
ture, together with the fit based on J.(T) = k(1-T/Ty)9, where
kisaconstant and a is a fitting parameter. The fit shown in
Fig. 91.39 wasobtained for o = 2 and indicatesthat our filmis
granular with a network of superconductor—normal metal—
superconductor (SNS) weak links. 1112 At 4.2 K, J, reached a
value >7 x 10° A/cm?.
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Figure 91.39

Resistance versus temperature characteristics of an optimally annealed
MgB: film (open circles) and the photolithographically patterned MgB»
microbridge (closed circles). Theinset showsthe J¢(T) dependence measured
for asmall microbridge, together with thetheoretical fitillustrating the SNS,
weak-link dependence.

Conclusion

In conclusion, the preparation of superconducting MgB,
thinfilmsonflexibleplasticfoilshasbeen presented. Our films
were amorphous and exhibited a very smooth surface. The
films were annealed under optimal conditions, using rapid
radiative (halogen lamps) heating of Mg-B and simultaneous
water-cooling of the Kapton foil, and were characterized by
T¢,on Of about 29 K, AT, of about 3K, and J, > 7 x 10° A/cm?
at 4.2 K. The measured J(T) characteristics indicated the
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presence of a SNS weak-link network in the films. The Auger
measurement showed that besides the ~20-nm-thick film sur-
face, the bulk of the film exhibited a fully stoichiometric
composition of Mg and B. Finally, we note that our rapid
annealing procedure prevented any substrate degradation and
is suitable for high-temperature annealing of thin films pre-
pared on substrates unstable at high temperatures.
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Time-Resolved Areal-Density M easurementswith
Proton Spectroscopy in Spherical Implosions

Thegoal of theinertial confinement fusion (ICF)1-2implosion
isto achieve high-enough temperature and compression of the
fuel to sustain thermonuclear burn. The burn beginswith spark
ignition of the central hot spot? that is created as a result of
shock heating and target compression. The burn wave then
propagates into the higher-density regions of the compressed
shell, releasing energy through the products of thermonuclear
reactions.2 The combination of high temperature and high
density—radius product (called areal density or pR) of the
compressed target is necessary to ignite thetarget and achieve
high gain.! In the direct-drive ignition target designs for the
National Ignition Facility (NIF),2 a 3.4-mm-diam, 350-um-
thick cryogenic deuterium—tritium (DT) shell isimploded with
192 overlapped laser beamswith atotal energy of 1.5MJ. The
hot-spot areal density must be ~300 mg/cm? at atemperature
exceeding ~10 keV to ignite. The expected neutron yield of
2.5 x 109 (corresponding to again of ~45) will be achieved at
a fuel temperature of ~30 keV and a target area density of
~1200 mg/cm? at peak compression. Areal densities measured
so far in cryogenic implosions* are far below the values
necessary for ignition because far-lower laser energy is used
andtheunstablegrowth of target perturbationsinhibitsachiev-
ing the desired compression. In recent implosions on the
60-beam, 351-nm OMEGA laser system, areal densities of
~40 mg/cm? have been achieved with cryogenic D, targetsand
laser energies of ~23 kJ.”

Because of the technical complexity associated with cryo-
genic egquipment, most ICF implosions use plastic or glass
shells filled with different gases, allowing a large variety of
diagnostics to be used in experiments. Indirect-drive implo-
sions on the Nova laser achieved ~15 mg/cm? of gas and
~70 mg/lcm? of shell areal densities, respectively.® Recent
studies on OMEGA reported up to ~15 mg/cm? of gas and
~60 mg/cm? of shell areal densities measured with charged-
particle diagnostics.® Measurements using shell absorption of
x raysemitted from the hot corereported’O shell areal densities
up to ~100 mg/cm?2. The highest reported values of area
densities, upto~1 g/cm?, arefrom implosions on the GEKKO
XI1 laser system. 11
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To date, all reported values of target compression are time
averaged over the neutron and charged-particle production.
During thistime, thetarget areal density isexpectedto grow by
an order of magnitude or more. Time-integrated particle spec-
tra (used to measure average area densities) clearly show
signatures of timeevolution. For example, in OMEGA experi-
mentswith 24-um-thick shellsfilled with 18 atm of D3He gas,
primary proton spectra have two distinctive features from
shock and compression phases of implosion.12 These features
are produced when target areal densities differ by a factor of
~10, with a corresponding time difference of ~500 ps. This
article describes experiments where the measured neutron
production historiescombined with primary 14.7-MeV proton
spectra of D3He fuel allows the first determination of areal-
density growth during the time of neutron production up to
peak compression. Thesemeasurementsbecomepossiblewhen
all other aspects contributing to the shape of the proton spec-
trum, such asgeometrical broadening fromthefinitesizeof the
proton-production region, broadening from small-scale target
nonuniformities, and ion temperature broadening, are taken
into account. Inthisarticlewenot only present for thefirst time
target-areal-density evolution, afundamental quantity for | CF,
but also provide areal-density growth measurements for the
study of unstable growth of target perturbations, an area of the
utmost importance to the success of ICF.

The experiment consisted of two direct-drive implosions
on the 60-beam OMEGA laser system.13 The targets were
~950-um-initial-diam, 20-um-thick plastic CH shells filled
with 18 atm (shot 25220) and 4 atm (shot 25219) of D3He
gas. Neutron-production histories from the reaction
D +D - 3He(0.82 MeV) +n (2.45 MeV) weremeasured with
the neutron temporal diagnostic (NTD).14 Proton spectrafrom
the reaction D+°He— *He(3.6 MeV)+ p(14.7 MeV) have
been measured with seven wedged-range filters (WRF s)1° to
ensure approximately uniform coverage of the target. The
shapes of the time-integrated proton spectradepend primarily
on the evolution of the target areal density and the temporal
history of proton production (which is approximately propor-
tional to the measured neutron-production history). Implo-
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sions of targets with an equivalent mass of D, and DT fuels
providevaluesof neutronyield andiontemperature (measured
using scintillator detectors), neutron burn width (using the
neutron bang-time detector ),14 and average fuel areal density
(from detection of knock-on deuterons),® which together are
used to estimate sizesof particle production and fuel regionsat
peak neutron production. Thesesizesarerequired to determine
the extent of geometrical and temperature broadening contri-
butions to the shapes of proton spectra. Results from equiva-
lent implosions with shells having titanium-doped layers
provide measurementsof areal -density modul ations (by means
of differential imaging),16 which also contribute to the widths
of the proton spectra. The targets were imploded with a 1-ns
square pulse with atotal on-target energy of ~23 kJ. All laser
beams were smoothed with distributed phase plates, 1’ 1-THz,
two-dimensional smoothing by spectral dispersion,18 and po-
larization smoothing!® using birefringent wedges. The aver-
age beam-to-beam energy imbalance was about 3% to 4%.

Figure 91.40 shows the results of a simulation of shot
21240, which had a12-atm-D3Hefill, performed with the 1-D
hydrocode LILAC;20 these results were used to develop and
test afitting method to determine the areal-density evolution.
Protons born in nuclear reactions [Fig. 91.40(a)] are slowed
down by the plasma of the gas fuel and plastic shell [the
simulated areal-density evolution is shown by asolid curvein

Fig. 91.40(b)] on the way out from the target core to the
detector. The energies of protons leaving the target are calcu-
lated using the Bethe—Bloch stopping power21 relation, which
depends very weakly on the plasma density and temperature.
The slowing-down curve shown in Fig. 91.40(c) has been
calculated for a fully ionized CH plasma with an electron
density of 102> cm™3 (corresponding to plastic density of
~35 g/cm?3) and atemperature of 0.5 keV. The proton spectrum
[Fig. 91.40(d), solid line] representstheintegral of the protons
born and slowed down by the target. The resulting proton
spectrumisadditionally broadened by thecoreiontemperature
of 3.4 keV and geometrical effects, discussed below.

The areal-density evolution is inferred by fitting a con-
structed spectrum P.(E) to the measured P(E) proton spec-
trum. The spectrum P.(E) is constructed using the measured
neutron-production rate (assumed to be proportional to the
proton-production rate) and the target areal density pR,,
assumed to have a Lorentzian form as a function of timet:

PR = Co/[(t-C1) +(cor2)7.

The best fit is achieved using a x2 minimization of the devia-
tion between P(E) and P,(E) by varying threefitting param-
eters Cy, Cq, and C,. The sensitivity and systematic errors of
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thismethod have been tested with the simul ation resultsshown
in Fig. 91.40 by comparing the fit with the simulated areal-
density evolution. The dashed lines in Figs. 91.40(b) and
91.40(d) show that a good fit for the yield is achieved when
the fitted areal-density evolution is very close to the actual.
This method is very sensitive because even small (10% at
~100 mg/cm?) variations in areal density result in sizable
deviations (~0.5 MeV) in the proton spectrum. The fitting
assumes that the ion temperature, size of the core, shell,
production region, and stopping power do not changein time.
The uncertainties of these approximations are included in the
systematic errors discussed below.

Geometrical broadening effects are described schemati-
cally inFig. 91.41(a), and the resulting broadening shapes are
shown in Fig. 91.41(b). In these calculations the gas fuel
occupies aspherical region of radius R, and a proton-produc-
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Figure 91.41

The geometrical broadening effects. Panel (a) shows the target schematic.
The proton-production region has aradius of Ry, the gasfuel has aradius of
Ro, and the shell has a thickness of Rz—Ry. The protons travel to a distant
detector in the direction of the x axis. Panel (b) shows the geometrically
broadened shapes, as normalized 14.7-MeV proton spectra after passing
through shells with areal densities of 40, 100, 160, and 235 mg/cm?,
calculated for Ry = 27 um, Rp = 33 um, and Rz = 63 um.
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tion region of radius R;. On the way to the distant detector,
protons lose their energy primarily in the shell of thickness
Rs—Ry. Protons that are born on the x axis (which passes
through the core center and the detector) always leave the
target in adirection normal to the shell, while protonsthat are
born off this axis penetrate the shell at some angle to the shell
normal. As aresult, even for an undistorted shell, the protons
reaching the detector will have an energy spectrum broader
than that originally emitted from the production region since
theamount of proton energy lossdependson the path lengthin
the shell. Figure 91.41(b) shows spectra of monoenergetic
protons after passing auniform shell of various areal densities
foratarget with Ry =27 um, R, = 33 um, and R; = 63 um, taken
from the LILAC simulation presented in Fig. 91.40. The
number of protons reaching the detector in the x direction asa
function of coordinate z (0 < z< R;) have the distribution

F(2) = Cz\/ﬂ,

where Cisaconstant derived using the target geometry shown
inFig.91.41(a). Theeffectiveareal density seen by the protons
going to the detector as afunction of zis

pRai ()= P36 -2* —RE -2

Substituting zfor pRg in the expression for F(2) and convert-
ing areal density to proton energy using Fig. 91.40(c) resultsin
the geometrically broadened shapes shown in Fig. 91.41(b).
The original monoenergetic proton spectrum shifts to lower
proton energiesand broadensasaresult of geometrical effects.
For each shot, the parameters R;, Ry, and Ry have been
calculated using experimental results from alarge number of
shots with fills having an equivalent mass of D, and DT. For
example, inimplosionswith 15-atm-D,, fuel (mass equivalent
to 18 atm of D3He), R, = 36 um has been calculated using
conservation of fuel mass (8.3 x 107 g) and measured fuel
areal density (~15mg/cm?). Inorder to matchtheexperimental
neutron yield of ~1.6 x 1011, the particle-production volume
must have Ry = 22 umwith ameasuredion temperature of ~3.7
keV and aneutron burn width of ~170 ps. Inanimplosion with
3-atm-D,, fuel (mass equivaent to 4 atm of D3He), radii of R;
=25umandR, =32 umwerecal culated based onthefuel mass
of 1.67 x 10~/ g, fuel areal density of ~4 mg/cm?, neutronyield
of ~6.6 x 1010, jon temperature of ~5 keV, and neutron burn
width of ~150 ps. The shell thickness Ry—Ry, the most-insen-
sitive parameter on fitting results, has been taken to be 30 um
for both types of implosions.
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Figure 91.42 shows the proton spectrum fitting results for
shot 25220 with 18 atm of D3He gasfor seven detectors, which
provided approximately uniform coverage of the shell. In-
ferred areal-density time histories for all seven directions are
shown by the solid lines in Fig. 91.42(h) together with the
neutron-production history (dotted ling). The additional small
effect of short-scale (with mode number ¢ > 6) areal-density
nonuniformities on proton spectrum broadening has been
corrected by reducing the areal density showninFig. 91.42 by
7% with the uncertainty ranging from 0% to 15% included in
the error bars: Differential imaging measurementst® of inner-
shell, titanium-doped layers show areal-density perturbation
levels of ~15% at peak neutron production. In the whole shell
these values are about ~7%, as calculated by 2-D simula-
tions, 16 because thewhole shell ismore uniform than theinner
layer, which is unstable during the deceleration phase of the
implosion. The constant correction due to this effect isagood
approximation (even though the measured shell modulations
grow throughout the implosion) since its contribution to spec-
tral broadening is maximum at peak neutron production and
lower at peak compression because of |ower amount of protons
contributing to it. In experiments, ~70% of total proton spec-
trum width is due to the areal-density evolution, ~20% is due

to geometrical effects, and the remaining ~10% is due to
temperature, short-scale (with mode number ¢ > 6) areal-
density perturbations, and instrumental broadening. A dis-
cussion of the experimental error analysis is presented in
Appendix A.

Figure 91.43 summarizes the results for shots with
(a) 18-atm- and (b) 4-atm-D3Hefills and compares them with
1-D LILAC predictions. The more-stable 18-atm-fill shot has
ameasured peak areal density of 109+14 mg/cm? (thick solid
line), which is close to the 1-D simulation result (thin solid
line); however, the more-unstable 4-atm shot has a measured
peak areal density of 123+16 mg/cm?2, much lower than the
1-D simulation result of 230 mg/cm?2. During neutron produc-
tion (from 1.6 to 2.0 ns), the areal density grows by afactor of
~8 in the 4-atm shot. At peak compression, the areal-density
asymmetrieswithlow modenumbers/ < 6 are~10% and ~20%
for 18-atm- and 4-atm-fill targets, respectively, as estimated
fromthemeasured valuesintheseven detectors. Themeasured
peak areal density isonly about 10% higher for the 4-atm-fill
target than that of the 18-atm-fill target. Thisisconsistent with
core sizes of R, = 32 um and 36 um, respectively, estimated
using neutron and particle measurements.
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Figure 91.42

The proton spectraand fitting results (smooth solid lines) for shot 25220 with 18 atm of D3He gas[(a)—(g)]. (h) Also shown istheinferred areal-density evolu-
tion in seven directions (solid lines) and the neutron-production history (dotted line) for this shot.
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In conclusion, the target areal density grows by afactor of
~8 during the time of neutron production (~400 ps) before
reaching 123+16 mg/cm? at peak compression in the shot with
a 20-um-thick plastic CH target filled with 4 atm of D3He
fuel. This value is lower by a factor of ~2 than the 1-D
simulation result of 230 mg/cm?. For the more-stable, 18-atm-
fill target, the target areal density reaches 109+14 mg/cm? at
peak compression, closeto the 1-D prediction of 115 mg/cm?.
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Appendix A

The errors in the areal-density evolution measurements
includesystematic errorscal culated fromthe sensitivity analy-
sisof thefitting resultsand statistical errorsof measured proton
spectra. The biggest systematic error is the uncertainty in
plasma conditions that affect proton stopping power. The
relevant error isabout +0.5MeV at aproton energy of 10MeV,
which translates to an areal-density uncertainty of +10% at
100 mg/cm?. The use of neutron instead of proton-production
history resulted in a 24-ps temporal shift of the areal-density
evolution. The assumption that the proton-production size Ry
is constant during proton production gives an uncertainty of
+0.3 MeV at 10 MeV, which trandates to an areal-density
uncertainty of +6% at 100 mg/cm?2. Theuncertainty intheother
geometrical parameters R, and Rs are negligibly small in the
present analysis. The additional uncertainty due to possible
ion-temperature evolution is also calculated to be negligible
compared to other errors. The statistical errorsdueto the noise
in the proton spectra, neutron-production history, and the
errorsin the fitting parameters Cg, C,, and C, have been esti-
mated to be+0.5MeV at 10 MeV, which translatesto an areal -
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density uncertainty of £10% at 100 mg/cm?2. Averaging over
seven independent measurements makes them even smaller.
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Multipolar Interband Absor ption in a Semiconductor
Quantum Dot: Electric Quadrupole Enhancement

Introduction

A quantum dot is an artificially created semiconductor struc-
ture in the size range of 5 to 100 nm. As awholeg, it behaves
likean atom sincethequantum effectsof theconfined el ectrons
are enlarged with respect to the interactions of the electrons
inside each atom. Since the conception of quantum dotsin the
early 1980s, the study of their physical properties continuesto
be a very active field of research. Quantum dots can now be
synthesized by various methods and have a multitude of
potential technological applications, whichincludelaserswith
high optical gain and narrow bandwidth, and wavelength
tunability.LAlso, dipole—dipol einteraction between neighbor-
ing quantum dotsisbeing explored for applicationsin quantum
computing.2 Furthermore, quantum dots are potential single-
photon sources, which may be used to create nonclassical
electromagnetic states.3

Near-field optical techniques have extended the range of
optical measurements beyond the diffraction limit and stimu-
lated interests in many disciplines, especially material sci-
encesand biol ogical sciences.*° Spatial resol utionisincreased
by accessing evanescent modes in the electromagnetic field.
These modesare characterized by high spatial frequenciesand
therefore enable the probing of subwavelength structures.
Near-field optical techniques have also been employed to
study the optical propertiesand dynamicsof charge carriersin
artificial nanostructuressuch asquantumwells, quantumwires,
and quantum dots (see, for example, Refs. 6-8).

Nanostructures interacting with optical near fields do not
necessarily behavein the sameway asnanostructuresinteract-
ingwithfar-fieldradiation. InRef. 9, for example, theresponse
of a quantum well when excited by the diffracted field of an
aperture enhances quadrupole transitions, giving rise to a
modified absorption spectrum of the quantum well. Further-
more, absorption properties may also be modified due to
nonlocal spatial dispersion as described in Ref. 10. Recently,
Knorr et al. formulated a general theoretical, self-consistent
multipolar formalism for solids. This formalism can even be
extended to account for delocalized charges.1! The spectral
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response originating from the interaction between semicon-
ductor quantum dots and the optical field generated by asmall
aperture hasbeen discussed in Refs. 12-14. References 13 and
14 account for the highly inhomogeneous excitation field
produced by the subwavelength aperture.

This article focuses on the interaction of a spherical semi-
conductor quantum dot with a highly confined optical near
field. It has been shown that such fields can be generated near
laser-illuminated, sharp-pointed tips.1>-17 Here, we adopt this
geometry and approximate the fields near the tip by an oscil-
lating electric dipole oriented along the tip axis. In Ref. 18, it
has been demonstrated that thisis areasonabl e approximation
andthat thedipolemoment can berel ated tothecomputationally
determined fiel d-enhancement factor. Furthermore, our analy-
sis relies only on the field distribution and not on the actual
enhancement factor. Wewill consider aspherical quantum dot
in the strong-confinement limit.

Theinteraction between aquantum dot and the optical near
field is described semiclassically using the multipolar expan-
sion. For far-field excitation, the first term in this expansion,
the electric dipoleterm, givesriseto aresponsethat is consid-
erably stronger than the response produced by subsequent
terms. Thisisdueto thefact that the physical dimension of the
guantum dot is much smaller than the wavelength of optical
radiation and also due to the weak spatia variation of the
exciting far field. The spatial variations of optical near fields,
however, are much stronger, and, as a consequence, it is
expected that the contribution of higher termsin the multipolar
expansion cannot a priori be neglected. In this article, the
strength of electric quadrupol e absorption compared with the
strength of the el ectric dipoleabsorptionwill beanalyzed. This
study is motivated by two basic questions: (1) To what extent
are standard sel ection rules modified by higher-order multipo-
lar transitions in confined optical fields? and (2) Can optical
resolution be improved by selectively exciting higher-order
multipole transitions? To keep the analysis as simple as pos-
sible, we will neglect the Coulomb interaction between hole
and electron as well as the spin of these particles.
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The article is organized asfollows: In the next section, the
semiclassical multipolar Hamiltonian formalism is presented.
In the same section, the wave functions for the hole and the
electron in an ideal spherical quantum dot are reviewed, and
the field operator representation is outlined. In subsequent
sections, the absorption rate in the electric dipole approxima-
tion is discussed, and the absorption rate arising from the
electric quadrupole term in the multipolar expansion is de-
rived. The theory is applied to a quantum dot near a laser-
illuminated metal tip. Approximated parameters for GaAs
are used to estimate the absorption rate for electric dipole
transitions and electric quadrupole transitions. In the last
section, results are discussed and conclusions and future
work are presented.

Preliminary Concepts
1. The Multipolar Hamiltonian

A semiclassical approachisused to describetheinteraction
of a quantum dot with the electromagnetic field. In this ap-
proach, the electromagnetic field obeys the Maxwell equa-
tions, and the Hamiltonian of the system (I:|) can be separated
into two contributions as

H=Ho +H, (1)

where I:Io and I:|, are the unperturbed Hamiltonian (absence
of fields) and the interaction Hamiltonian, respectively. Inthe
Coulomb gauge, they are defined as

o =LB2 +V(1), @
2
Hi === BIAM )+ A% vep(r), (9

whereV (r) isthe potential energy, p isthe canonical momen-
tum, A (r, t) is the vector potential, and ¢ (r, t) is the scalar
potential. The multipolar Hamiltonian isobtained by using the

canonical transformation U = exp(iz/#) in which z is given
by 1920

z:Iﬁ(r)@\(r,t)de‘r =0, (4)

where P (r) isthe polarization. I the vector potential A (1, t)
and the scalar potential ¢(r, t) are expanded in a Taylor series
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with respect to areference charge distribution at R asfollows:

A(r,t)= % G +12)n' [(r-R)@]"BR.)D -R), (5)
n=0 )
2 -1 n
o(r,t) = nZO 1) (r- R)[(r -R) m]] [E(R,t), (6)

thenthischoiceof A (r,t) and ¢(r t) satisfiescondition (4). By
substituting Egs. (5) and (6) into Eqg. (3), we obtain

H =HE+HAM +AQ + (7)

Here HE, |:|M, and H? are the first three terms of the
multipolar expansion, namely, theel ectric dipole, themagnetic
dipole, and the electric quadrupole, respectively, which are
defined as

HE = -d[E(r.t)| _.. (8a)
HM =-mB(r.1)| . (8h)
|:|Q = _Dl @E(rl,t) |r1:R ) (8C)

where d, m, and 6 are the electric dipole moment, the
magneti c dipole moment, and the el ectric quadrupolemoment,
respectively, with respect to areference charge distribution at
R. The nabla operator [J; actsonly on the spatial coordinates
r, of the electric field. It is important to mention that m
depends on the canonical momentum. For weak fields, how-
ever, the canonical momentum can be approximated as the
mechanical momentum.

2. The Quantum Dot Wave Functions (Strong Confinement)

We assume that a spherical quantum dot is made of adirect
band-gap semiconductor for which the bulk electric dipole
transitions are allowed between the valence band and the
conduction band. In a generic manner, we assume that the
valence band has p-like character and the conduction band has
s-like character. The latter assumption is commonly encoun-
tered for several semiconductors such as the GaAs. We con-
sider that an electron and a hole are completely confined in a
sphere with radius a by the potential energy
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V(r)=Ep rsa' ©)
o r>a

where r is the radial coordinate. Also, we assume that the
electron (hole) has the same effective mass m, (my,) asin the
bulk material. This consideration isvalid if the volume of the
sphereismuch larger than the volume of aprimitive cell inthe
crystal. Strong confinement is achieved if the Bohr radii of
electron (bg) and hole (by,) aremuchlarger thantheradiusof the
guantum dot a. By assuming the aforementioned conditions,
thewavefunction of theelectroninthe conduction band can be
expressed as

we(r):%uc,o(r)ze(r). (10)

Vo

Here ugo(r) is the conduction-band Bloch function (with
lattice periodicity) having the corresponding eigenvaluek =0,
and Vyisthevolumeof theunit cell. Similarly, the correspond-
ing wave function for the hole in the valence band is

w(r) =ﬁuv,o(r)5h(f), (1)

withu, o(r) being theval ence-band Bloch functionwith eigen-
valuek = 0. Z&r) and Z(r) are the envelope functions, which
vary spatially much slower than u,, o(r) and ug o(r). Roughly,
theenergy difference between adjacent electron{ hole} energy
levelsis

(hz/meaz)[hz/(nhaz)].

If this energy difference is much larger than the Coulomb
interaction ez/ 47'r£0Da2 , the electron-holeinteraction can
be neglected. Under this assumption, the envelope function
Z5N)(r) for the electron (hole) satisfies the time-independent
Schrddinger equation inwhich the potential energy isgiven by
Eq. (9). The solution in spherical coordinates (r, 6, ¢) isgiven
by

72 (1.6.9) = Ay (1)¥ (6. - (12)

Here Y| (6, @) is the spherical harmonics and the radial
function Ay (r) is
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_12 1 . rg
Anl(r)_\/;—jlﬂ(ﬁnl)ll S0 (13

jj isthe I"-order spherical Bessel function, 3, is the nth root
of jj, i.e., jj (By) = 0. The corresponding energy levels geh
are found to be

hz nl g
E = Sg +ﬁ% y (14)
= 2 ppuff 15)
2m, Oa O

where g4 isthe bulk energy band gap. Figure 91.44 showsthe
resulting level scheme. According to Egs. (14) and (15), the
energy is independent of the quantum number m, thus the
energy level nl is (21+1)-fold degenerate.

31
16 3 A
14 =
13 %3
12 —20
11
_____ 0 ]
______________________ — - 0
0 z
11
12 20
13
14 21 S
T
- — 30
15
16 23 31 VY
I 30 712/(2me ya?)
G5619
Figure 91.44

Energy level diagram of a spherical quantum dot according to Egs. (14) and
(15). Each energy level ischaracterized by the quantum numbersnand |, and
its degeneracy corresponds to the quantum number m. Unlike the case of a
hydrogen atom, the quantum number n does not restrict the number of
suborbitals|.
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3. Field Operator Representation

Theannihilation carrier field operator ¥ canbe expressed
as a linear combination of hole creation operators in the
valence band and electron annihilation operators in the con-
duction band, i.e., 2122

01 ;
r)= > BTOUC,O(r)Zﬁlm(r)fnlm

n,l,m

>

.o
+ EUv,o(r)znlm(r)gzlmél (16)

where fn|m is the annihilation operator for an electron in the
conduction band with envelopefunction {gim(r). Ontheother
hand, §' m |S the creation operator for ahole in the valence
band with envelope function ¢1m(r). The creation carrier
field operator T isthe adjoint of Eqg. (16).

Absorption in the Electric Dipole Approximation
We consider amonochromatic el ectricfield oscillatingwith
frequency was

E(r,t) = E(r)e"“ +c.c. (17)

Here E (r) isthe spatial complex amplitude and “c.c.” means
complex conjugate. By setting the origin O at the center of the
guantum dot and using the rotating-wave approximation, the
electric dipole transition rate aF for photon absorption is?1:22

(18)

f=Key ¥ Oudiod Jhor( &+ &),

nml rst
where 5 isthe Kronecker delta, disthe Dirac delta function,
and K is the absorption strength given by

Ke = 2T [E(0) Py (19
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and

1 n
Peo =V—OIUCUEO(r')r'uvyo(r')d3r' =™ (20)

Here m, is defined as

1
Mg, = V—OIUCUEO(r')D'uvyo(r')d3r', (21)

with UC denoting the volume of the unit cell. In Eq. (20), we
have used the fact that T = —i p/mow (my and e are the rest
mass and the charge of the electron, respectively). From
Eq. (18), we notice that the absorption strength (K¢) depends
only on the bulk material properties of the quantum dot. That
is, it depends on the Bloch functions uCO and u,, and is not
influenced by the envel ope functions anm( ). Also, Eq. (18)
indicates that the allowed transitions are those for which
electron and hole have the same quantum numbers, i.e.,

n=r and | =s and m=t.

These relationships define the selection rules for electric
dipole transitions in a semiconductor quantum dot.

Absorption Arising from the Quadrupole Term
1. Electric Quadrupole Hamiltonian A

The electric quadrupole interaction Hamiltonian HQ can
be represented as

HO = [WT()HO (1) w(r)d®r, (22)

H(r) = -0, [B(r) E(rl,t)|r1: o (23)
where the <a(r) is the quadrupole moment

Q(r) =%err. (24)
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Here, and in the following, the subsequent listing of two
vectors [as in EQ. (24)] denotes the outer product (dyadic
product). The interband terms are found by substituting
Eq. (16) and its adjoint into EQ. (22), thus

Q= -, ﬂ%z S {lndls fuo(r)

mrst

X ) 8o K )]

X E(ry,t) |"1= . the, (25)

where “h.c.” denotes the Hermitian conjugate. We calculate
the integral of Eq. (25) by decomposing it into a sum of
integralsover thevolumeoccupied by each of theunit cells. By
applying the coordinatetransformationr’ =r-Rg, whereRis
a tranglational lattice vector (the lattice remains unchanged
when it istranslated by Ry), Eq. (25) becomes

R L) L
HQ = —Lh EEZ z z fnTIm ngstIUCucD,O(r' + Rq)

Hnlmrst q
x Zr?En(r' +Rq)

X 6(r' + Rq)uz,’o(r' + Rq)

x Zrhst(r' + Rq)dsr'%(rl,t)

r1=0

Since Ujg (' + Rg) = Uio(r’) (i = c,v), and the functions
erﬁm(r'+Rq) and Zﬁm(r'+Rq) are practically constant in
each unit cell volume, Eq. (26) can be approximated as
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HQ = -0

minpSjm

> fnﬁrnélrstfr‘ﬁn(Rq)zrhst(Rq)
q

nimrst

x %quw +%PCURq +Q¢ %E(rl,t)hl:o +he  (27)

Here P, is given by Eqg. (20), and 6cv isdefined as
o) L0 (r)r'r Uy o(r) a3 (28)
Cu 2V0 J‘UC c,0 v,0 .

The term containing RyRy has vanished because of the or-
thogonality of the Bloch functions, i.e, (Uio|uj0)=0i;
j = cv. The Q, vanishes since we are assuming that the
valence band is p-like and the conduction band is s-like. Thus,
using 6@ =0, and replacing Z4 - [dR, Eq. (27) becomes

N [ ~ R
HR=-0, ey Y i Gl

nimrst

M 1 ml
X DEPchnmIrsx +§Dnn1rstpcv|:E

x E(ry,t) |r1=0 +h.c. (29)

Here Dy« iS defined as

Drrirs = [CEHRIRIL(RIR, (30

with the integration running over the volume of the quantum
dot. Equation (29) is the final expression for the electric
quadrupole Hamiltonian H®. The factor Drmirst depends
orél?: on the envelope functions. By using the definition of

nim(R) given by Eq. (12), Dy becomes
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Drmirst = AnirsBimBst %[nx * iny]

+5(m_1)t[(| ~m+1)(1-m+2)§ 4 y)

(4 m-D3 oy

#,Cidie g;mf;la(s_l) +'2|‘__”i a(sﬂ)% (31)
where the coefficients Ayrs, By, and Cypy, are given by

Prirs = 271] RO (R s(R)dR, (323)

By = (2I4;rT 1) E: J—r g: , (320)

Cim = % (32¢)

2. Electric Quadrupole Selection Rules and Absorption Rate
Using againthe Fermi Golden Rule, theelectric quadrupole
transition rate (a®) for photon absorption reads as

a® :27" . (33)

<nm|;rst‘|:li%‘0>‘2 5’hw—(£ﬁ| + 4‘5)

2

nim

Here|0) isthe ground state of the quantum dot. By substituting
Eq. (29) into Eg. (33), we aobtain that the electric quadrupole
transition rate
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aQ=21g2

2

1 O
0y [% PeoDmirstt E DnmirstPeo [lE(rl)|r1=0

X 0 (34

hw_(fﬁl +41s)]-

We find that the electric quadrupole absorption rate contains
thedyadic product of P, and D,y @nd viceversa. While P,
depends on the bulk material properties, D,y depends on
the quantum dot properties[see Egs. (20) and (31)]. Thisterm
implies that the allowed electric quadrupole transitions occur
when the quantum numbers|,s,m, and t fulfill

m-t=xland | —s=+1
or
m-t=0 and | —s=+.

These relationships form the selection rules for the electric
guadrupole transitions in a semiconductor quantum dot. Fig-
ure 91.45 illustrates the first few allowed quadrupole transi-

Electron

Energy

Hole

G5620 Y

Figure 91.45

Diagram of theall owed el ectric quadrupol etransitionsin aspherical quantum
dot. The energy levels are labeled by the quantum numbers nlm (electron)
and rst (hole). The selection rules are |-s = +1 and (m-t = £1 or m~t = 0)].
The allowed electric quadrupole transitions exclude the allowed electric
dipole transitions.
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tions. We find that the quadrupole selection rules exclude any
electric dipole allowed transitions. This allows the electric
guadrupole transitions to be spectroscopically separated from
electric dipole transitions.

Absorption Ratesin Strongly Confined Optical Fields

To compare the electric dipole and electric quadrupole
absorption rates in strongly confined optical fields, we con-
sider aquantum dot in thevicinity of alaser-illuminated metal
tip. This situation is encountered in so-called “apertureless’
schemes of near-field optical microscopy. Strongest light con-
finement isachieved whenthe metal tipisirradiated with light
polarized along the tip axis, For this situation, Fig. 91.46(a)
showsthefield distribution (|E|2) rigorously calculated by the
multiple multipole (MMP) method?3 near a gold tip with
10-nm end diameter and irradiated with A = 800-nm light.24 In
MMP, electromagnetic fields are represented by a series ex-
pansion of known analytical solutions of Maxwell equations.
Todeterminethe unknown coefficientsintheseriesexpansion,
boundary conditions are imposed at discrete points on the
interfaces between adjacent homogeneous domains. The cal-
culated field distribution, for our particular geometry, can be
well approximated by the field generated by an electric dipole
aligned along the tip axis z and located at the origin of tip
curvature. Figure 91.46(b) demonstrates the validity of this
dipole approximation: the rigorously calculated field strength

(a) L I('b)l —r— 1.0

{08
{06
Ef?
{04

102

0.0
0 2 4 6 8 10

L

G5621

Figure 91.46

(@) Computed field distribution (|E[?) near a gold tip irradiated by a plane
wave polarized along the tip axis. Logarithmic scaling with a factor of 2
between successive contour lines. (b) Comparison of thecomputedfield (|E[2,
solid curve) with the corresponding field of a dipole (|E[2, dashed curve)
oriented along thetip axisand located insidethetip. Both fieldsare evaluated
aong thetip axis zwith z= 0 coinciding with the tip surface.
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(|E|2) for the metal tip is plotted along the z axis (solid line)
and compared with the corresponding field generated by the
dipole (dashed line).18 The only adjustable parameter is the
dipole moment pgy, which can be related to the computa-
tionally determined field enhancement factor. Because of this
very good approximation, we simply replace the laser-illumi-
nated metal tip by a dipole.

The electric field E(r) generated by an oscillating electric
dipole with moment pq located at ro and oscillating at the
angular frequency w can be represented as

~ 2 PN
E(r)::'—;G(r,ro,w)po. (35)

Here, kg =w/c (c being the vacuum speed of light), and
§(r, ro,a)) is the free-space dyadic Green's function.2> We
consider the situation depicted in Fig. 91.47, where a sharp
metal tip illuminated with light polarized along the tip axis
(z axis) is substituted by a dipole with magnitude py and
orientedinthezdirection. Thedipoleislocated atr o= Zyn,, and
thequantum dot coordinatesarer =xn, +yn,. Thequantum dot
isscanned in the plane z= 0, while the position of the exciting
dipoleis kept fixed.

z
Dipole
Po B

Z

> Y
y
X
X Quantum
dot

G5622

Figure 91.47

Simplified configuration of a quantum dot (r =xn, +yny) interacting with
alaser-illuminated metal tip. Thetipisreplaced by avertical dipole (1o = zon,)
with moment pg and oriented along the z axis.
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To calculate the electric quadrupole absorption rate (a)
and the el ectric dipoleabsorptionrate (aF), we consider Bloch
functions for the valence band and conduction band that are
similar to those of GaAs. If we ignore spin-orbit coupling and
spindegeneracy, the p-likevalence band isthree-fold degener-
ate. The Bloch functions are calculated by using the empirical
pseudopotential method with parameters taken from Ref. 26.
GaAs has alattice constant of d = 0.565 nm, and the effective
masses of electron and hole are my = 0.067 my and my, =
0.080 my (light hole), respectively. Inclusion of the heavy hole
will only shift the hole energy levels, aslong asthe heavy-hole
Bohr radiusislarger than the quantum dot radius.

We consider the lowest-allowed electric dipole transition,
i.e., the transition with the lowest-allowed energy difference
between initial and final states. During this transition, an
el ectron with quantum numbers (100) and aholewith quantum
numbers (100) are created. Since there is no preferential
coordinate axis, we take the rotational average of Eq. (18).
Also, by taking into account the degeneracy of the valence
band (three-fold), the averaged el ectric dipole absorption rate
becomes

<aE>:<Ke>5[hw—(ef0 +a1f0)], (36)
where
(Ke)= 22 (0 PP (@)
and
IP|= ‘Pcvl‘ :‘Pcvz‘ :‘Pcv3‘- (38)

By computing numerically theintegral of Eq. (20) over aunit
cell of the crystal, we obtain that |P|=0.75 d.

The lowest-energy-allowed electric quadrupole transition
creates a hole with quantum numbers (110), (11-1), or (111)
(three-fold degeneracy) and an electron with quantum num-
bers (100). Again, there is no preferential coordinate axis, so
therotational average of EqQ. (34) hasto beevaluated. Sincethe
electric quadrupole moment is the dyadic product of two
vectors with independent orientations, the rotational average
of Eq. (34) is obtained in a straightforward manner. After
evaluating the average and taking into account the degeneracy

146

of the valence band and the hole energy level, the averaged
electric quadrupol e absorption rate becomes

<aQ> :<KQ> 5’hw—(efo +£f1) . (39)
Here (KQ) corresponds to
(k@)= 27 prpp
no2
- 8-, 0 0.0
x3 B--E(0) +KEJ-(O)67EF(O)§ (40)
i.j g% i i

The i Cartesian coordinate is denoted by x; and E (r) isith
Cartesian component of the electric field E;(r). D] corre-
sponds to

ID| = [D10010| = |P100111] =|P10011-1)- (41)

The integration of Eq. (41) over the quantum dot volume
rendersavalue |D| = 0.3 a.

Discussion of the Near Field—-Quantum Dot Interaction

We analyze absorption rates for quantum dots with the two
differentradii:a=5nmanda=10nm. Fora=5nm, theelectric
guadrupoletransitionisexcited at awavelength of A =500 nm
and the electric dipole transition at A = 550 nm. On the other
hand, the quadrupol e transition for a quantum dot of radius a
=10nm occursat A =615 nm and the electric dipoletransition
at A =630 nm.

For a quantum dot that is just beneath the exciting dipole
(r =0), Fig. 91.48 showstheratio of the quadrupol e absorption
rate and the dipole absorption rate ((aQ)/{aF)) asafunction
of the normalized separation zy/A. The vertical dashed line
indi catesthe minimum physical distancebetween quantum dot
and the dipole, i.e., thelimit at which the tip and quantum dot
would touch (we assume atip radius of 5 nm).

For the quantum dot with radiusa =5 nm and an excitation
wavelength of A =550 nm, the normalized minimum distance
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is Zg"n/)\ =0.018. Similarly, for the quantum dot with radius
a = 10 nm and a wavelength of A = 630 nm, the minimum
distanceis 15 nm, which correspondsto anormalized distance
of z§"™ /A =0.024. The important finding is that the ratio
((aR)/{aF)) can beashigh as 0.3 for a5-nm quantum dot [see
Fig. 91.48(a)] and even 0.6 for a 10-nm quantum dot [see
Fig. 91.48(b)]. These values are roughly three orders of mag-
nitude larger than those obtained by using far-field excitation
[for plane wave excitation the ratio is of the order of (a/A)?].
Thus, we find that in the extreme near field (zy < A/10),
guadrupole transitions become important and the electric di-
pole approximation is not sufficiently accurate!

TheplotsinFigs. 91.49and 91.50 aregenerated by scanning
the quantum dot in the x-y plane while keeping the exciting
dipoleat theconstant height z,. Figure 91.49 showstheelectric
dipole absorption rate (aF), whereas Fig. 91.50 shows the
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(€Y
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Figure 91.48

Ratio of the electric quadrupol e absorption rate (aQ) and the electric dipole
absorption rate {aE) asafunction of the normalized distance (zo/Ag) between
excitation dipole (r g = zpnz) and quantum dot center (r = 0). The quantum dot
radiusisa=5nmin(a) anda=10nmin(b). Thevertical dashedlineindicates
the minimum physical separation between the center of the quantum dot and
the exciting dipole. This separation correspondsto a; + a, wherea; = 5nmis
the radius of curvature of the metal tip.

MULTIPOLAR INTERBAND ABSORPTION IN A SEMICONDUCTOR QUANTUM DoT: ELECTRIC QUADRUPOLE ENHANCEMENT

electric quadrupole absorption rate (a?). Both plots are sym-
metrical with respect to the z axis. In the case of (aF), this
symmetry is generated by the dominant field component EZ,
whereas in the case of (aF), the symmetry is due to the strong
field gradient aéz/az. The electric dipole absorption rate is
proportional to the square of the particle dipole moment pg
and to the square of thelattice constant of the crystal d. Onthe
other hand, the quadrupole absorption rate is also propor-
tional tothesquareof (a/A). ThisisevidentinFig. 91.50 where
the ratio a/A in Fig. 91.50(b) is twice the ratio a/A in
Fig. 91.50(a). A comparison between the widths of the curves
inFigs. 91.49 and 91.50 showsthat no improvement of spatial
resolution can be achieved by selectively probing optical
quadrupole transitions!

Conclusions

As was mentioned above, laser-irradiated metal tips are
used in near-field optical microscopy as miniature light
sources. 1’ A strongly enhanced and localized optical field is
created at the tip apex if proper polarization conditions are
used. Using thistechnique, spectroscopic measurements with
spatial resolutions of only 10 to 20 nm have been demon-
strated.1’ To date, thisis the highest spatial resolution of any
optical spectroscopic measurement. This technique will be
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Figure 91.49

Electric dipole absorption rate (aF) as a function of the normalized lateral
coordinates (x/A, y/A). The height of the excitation dipoleiszp=0.025 A. The
vertical axis has units of (an)(edpo/Eb)2[104/(h )F)] 5[)‘1 w—(go+ ﬁo)]-
The symbols e, d, and pg denote the elementary charge, the | attice constant,
and the dipole moment, respectively.
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applied in our future investigations to experimentally verify
the quadrupol etransitions predicted in thiswork. Single CdSe
guantum dots will be dispersed on a flat substrate, and the
guantum dot luminescence will be recorded as a function of
excitation wavelength and tip position.

In thiswork, higher-order multipoleinteractions between a
semiconductor quantum dot and a strongly confined optical
field have have analyzed. Expressions have been derived for
theel ectric quadrupol einteraction Hamiltonian, theassociated
absorption rate, and selection rules. It has been assumed that
the quantum dot has a p-like valence band and an s-like
conduction band. Also, the Bohr radii of electron and holewere
assumed to be larger than the sphere radius (strong confine-
ment limit), and no Coulomb interactions between hole and
electron have been taken into account. Because of their differ-
ent selection rules, electric dipole and electric quadrupole
interband transitions can be separated and sel ectively excited.
The electric quadrupole absorption strength depends on the
bulk properties of the material (Bloch functions) aswell ason
the envel ope functions (confinement functions). This differs
from the electric dipole absorption strength, which depends
only on the bulk properties of the semiconductor. When the
guantum dot with radius a interacts with the confined optical

field produced by a sharply pointed tip, the ratio between the
electric quadrupole absorption rate and the electric dipole
absorption rate can be as high as 0.3 for a = 5 nm and even
0.6 for a = 10 nm. Electric quadrupole transitions cannot be
ignored inthe extreme near field, i.e., for separations between
tipand quantum dot smaller than A/10. Theinclusion of electric
guadrupole transitions modifies the absorption spectra of
guantum dots in the extreme near field. We have shown,
however, that no improvement in the spatial resolution can be
achieved by selective probing of electric quadrupole transi-
tions. Future studies will be directed at electric quadrupole
excitonic interactions.
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Radial Structure of Shell Modulations Near Peak Compression
of Spherical Implosions

Introduction

In inertial confinement fusion (ICF), a spherical target is
imploded by either direct illumination of laser beams (direct
drive)l or x rays produced in a high-Z enclosure (hohlraum).2
Thegrowth of shell perturbationsisthegreatest factor limiting
target performanceintheseimplosions. Initial nonuniformities
intheshell includetarget imperfectionsand modul ationsfrom
laser nonuniformitiesin the case of direct-drive |CF.38 These
modulations initially grow at the shell’s outer surface during
the laser-driven part of implosions due to the acceleration-
phase Rayleigh-Taylor (RT) instability®12 and convergent
Bell-Plesset (BP) effects.13 These outer-surface perturbations
feed through the shell during their accel eration-phase growth,
seeding the decel eration-phase RT instability14-18 on theinner
surface. Asthe shell startsto decelerate, the outer-shell modu-
lations become stable. Theinner surface of the shell, however,
is subject to the RT instability during the deceleration phase
since the higher-density shell is slowed down by the lower-
density gasof thetarget core.14-18 Asaresult, the shell modu-
lationspenetratedeepintothegasfuel region causing shell—fuel
mixing.2%-21 This mixing inhibits the achievement of high
compression and reducesthefuel temperaturethat isnecessary
to sustain efficient fuel burn.

The first measurements!®22 of shell modulations around
peak compressionwerebased on differential imaging?? of core
emission with shells having diagnostic titanium-doped layers.
At peak compression, when the maximum density and tem-
perature occur, the hot, compressed core and inner surface of
the shell produce strong x-ray emission. Thisemissionisused
as abacklighter to probe the outer, colder shell.?2 To measure
shell integrity, both time-integrated?? and time-resolved8
measurements used imaging at photon energies above and
below the titanium K edge. Core images at photon energies
below theK edge (not absorbed by the shell) providethespatial
shape of the backlighter, while coreimages at photon energies
above the K edge (highly absorbed by the shell’s titanium)
contain information about the structure of shell-areal-density
modulations in the titanium-doped layer.

LLE Review, Volume 92

Earlier experiments!®22 were limited to measurements of
perturbations at the shell’s inner surface, where modulations
and compression were expected to be the highest. Measure-
ments with titanium-doped layers placed in the central and
outer parts of the shell were not sensitive enough to detect
perturbations. Differential imaging inthe current experiments
is extended to the much more sensitive absorption in the
titanium 1s—2p spectral region instead of the absorption above
the K edge. Near peak compression, the shell is heated by
energy transported from the hot core through thermal conduc-
tion and radiation. At temperatures around 0.1 to 1 keV,
the shell titanium is partially ionized and is able to absorb
core radiation not only at photon energies above the K edge
(= 4.966 keV) but also in the 1s—2p absorption line region at
photon energies around 4.5 to 4.75 keV. The mass absorption
rate of any absorption line from the titanium 1s-2p spectral
region is about one order of magnitude higher than at photon
energiesabovetheK edge. Asaresult, differential imaging can
be extended to the central and outer parts of the shell, where
the compression and modulations are smaller. In this article
the first measurements of the compressed-shell modulation
structure away from the inner surface are presented. A similar
technique has also been employed for modulation measure-
mentsin indirectly driven implosions.23

Experimental Conditions

Figure 92.1 shows a schematic of spherical targets and the
positionsof thetitanium-doped layersintheshell usedinthese
experimentsand their predicted | ocation at peak compression.
Targets with ~450-um initial radii and 20-um-thick shells,
filledwith 18 atm of D3Hegas, wereimpl oded by 351-nm laser
light using the 60-beam OMEGA laser system?* with a 1-ns
square pulse and atotal energy of ~23 kJ. All shotswere taken
with laser beams smoothed by distributed phase plates
(DPP's),%> 1-THz, two-dimensional smoothing by spectral
dispersion (2-D SSD),%6 and polarization smoothing (PS)2’
using birefringent wedges. The average beam-to-beam energy
imbalance was ~3% in al implosions. The diagnostic, 1-um-
thick, titanium-doped (~2% by atom) CH layers were offset
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fromtheinner surfaceby ~1, 5, 7, and 9 um of pure CH. These
layerswere expected to determine shell-areal -density modul a-
tions at the inner, central, and outer parts of the shell at peak
compression. Figure 92.1(b) shows the temperature and den-
sity profiles at peak compression of one of the targets calcu-
lated by the 1-D code LILAC.28 At peak compression, the
diagnostictitanium layer offset by 1 umislocated ontheslope
of the density profile at the inner shell, where the unstable
surfaceislocated. Titanium layersoffset by 5 umand 7 umare
in the central part of the shell, and the layer offset by 9 um
lies in the outer part of the shell at peak compression [see
Fig. 92.1(b)].

Core images were measured with a gated monochromatic
x-ray imager (GMX1),2° which was set up for time-integrated
(~200-ps) measurements during these experiments. One chan-
nel of the GMXI recorded monochromatic (with FWHM of
~30 €V) images at ~4.60 keV in the spectral region of tita-
nium 1s-2p absorption, while the other channel was set up at
~4.87 keV outside titanium absorption regions or emission
lines. Figure 92.2 shows Wiener-filtered images®C for shots
with titanium layers offset by 1, 5, 7, and 9 um and for one
shot without titanium, which was used to estimate the noise
level. The Wiener filter used a noise level constructed from
the difference of two images I15 p5(r) and 1<k (r) in shot

€Y (b)
1-um-CH,
Ti-doped layer Shot 26625
30F 30
~ =1 #m’k/\ 5um
K offset 125 & :
= Y = Figure 92.1
% =420 % (a) Schematic of spherical targets with diagnostic tita-
g ‘( ; nium-doped (2% by atom) layers offset by 1, 5, 7, and
o > 115 7 9 um of pure CH from the inner surface. (b) LILAC-
g © simulated profiles of target density and temperature at
- © . . . .
c -4 10 peak compression of the implosion. The locations of
= Q titanium-doped layersareshown by thelight blueareas.
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Figure 92.2

Wiener-filtered core images around peak compression at energies inside (~4.60 keV, upper row of images) and outside (~4.87 keV, lower row of images) the
titanium 1s—2p absorption spectral region for shotswith 1-um- (shot 26625), 5-pm- (shot 26630), 7-um- (shot 26631), and 9-um-offset (shot 26632) titanium-

doped layers, and for the shot without titanium (26633).
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26633 without titanium and the measured GM X| modulation
transfer function (MTF).3LAll thedetail sof theimageprocess-
ing are described in Refs. 18, 22, and 30. The shell optical-
depth (OD) modulations were calculated using the natural
logarithm of theratio of intensities of thetwo imagesat photon
energiesin the 1s-2p spectral region (highly absorbed by the
shell), 115 o,(r), and outsidethe 1s-2pregion, below theK edge
(weakly absorbed by the shell), | «(r):

50D(r)] = &1 ls-2p(r)/ 1< ()] -

The spectra of the core emissions were captured on an x-ray
streak camera.32 They were subsequently time integrated and
used to infer aspatial average of the OD of the titanium layer
in the 1s-2p spectral region. The red line (shot 26625) in
Fig. 92.3(a) shows an example of a measured time-integrated
spectrum Syes(E) as a function of photon energy E. The
spectral responsesof the GMX| at two channelsin [Rys o,(E)]
and out [Rek(E)] of the 1s-2p absorption spectral region are
represented by the dashed and dotted lines, respectively. The
thick green linerepresentstheestimated continuumlevel S.,(E)
of corex rays, used to cal cul ate average titanium optical depth
OD = In[Syon(E)/Smeas(E)] at aphoton energy of E=4.6keV.
The averagetitanium OD isused to determine the relative OD
modulations (which are equal to the relative areal-density
modulations), 5[0D(r)]/OD = 5[ pR(r)]/;R to compare lev-
els of modulationsin the different parts of the shell.

In addition, the measured spectra are used to calculate the
spatial variations in images due to small variations in the
spectral response across the vertical axis of the images. For
example, the central part of the image 115 5(r) is set up for
measurements at a photon energy of E = 4.60 keV. The x rays
originating at this point of theimage are reflected at an angle

RaDIAL STRUCTURE OF SHELL MobuLATIONS NEAR PEAK COMPRESSION OF SPHERICAL |MPLOSIONS

of 5.88+0.01° from the GMXI multilayer mirror. The x rays
originating from the horizontal line at 100 um off the image
center arereflected fromthemirror at aslightly different angle
of 5.91+0.01°, corresponding to a photon energy of 4.58 keV.
Similarly, the x rays originating at the horizontal line at
—100 um off the center line in the image plane are reflected
from the mirror at an angle of 5.85+0.01°, corresponding to a
photon energy of 4.63 keV. The resulting image correction
functions were calculated for each shot using corresponding
spectra. For example, for the images at the 1s-2p absorption
channel, theresulting correction functionisproportional tothe
convolution of the measured spectrum Sea(E) with the
spectral response function Rys o,(E). Figure 92.3(b) shows
correction functions for shot 26625 inside (dashed line) and
outside (dotted line) the 1s—2p absorption channel. For each
Wiener-filtered image, the x-ray intensity at the vertical axis
was divided by the corresponding correction function to com-
pensate for these spatial variations.

Experimental Results

Figure 92.4 presents the images of optical-depth modula-
tions in the titanium-doped layers offset by 1, 5, 7, and 9 um
from the shell’sinner surface. As shown in Fig. 92.1(b), these
layers represent different parts of the shell ranging from the
inner to the outer surfaces at peak compression. Power-per-
mode spectra of these modulations as functions of spatial
frequency are presented in Fig. 92.5(a). The amplitudes of
modulations are highest at a spatial frequency of ~20 mm™1
corresponding toawavel ength of ~50 um (withamodenumber
of ¢ ~6). Thisresultisinagreement with previousinner-surface
measurements using K-edge imaging. The absolute values of
optical-depth modulation o, decreased monotonically from
0.30+06 at the inner surface to 0.13+06 at the outer surface as
shown by the solid line in Fig. 92.5(b). The relative areal-
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density modulation Oy, IS 59+14%, 18+5%, 26+10%, and
52+20% inthelayersoffset by 1, 5, 7, and 9 um, respectively,
as shown by the dashed linein Fig. 92.5(b). The modulations
are highest at the inner surface (in the 1-um-offset layer),
which is unstable during the deceleration phase of implosion
near peak compression. Asexpected, themodul ationsdecrease
in the bulk of the shell (in the 5- and 7-um-offset layers) but
then increase at the outer surface (in the 9-um-offset layer),
whichwasunstableduring theaccel eration, laser-driven phase
of theimplosion. The areal-density modulations in the whole
shell aredominated by nonuniformitiesintheinner and central
parts of the shell. The contribution of outer shell modulations
issmall because of the small compression at the outer surface.
Asshownin Fig. 92.1(b), the 9-um-offset layer is expected to
be outside the compressed shell, and therefore its high modu-
lation level is not very important to the integrity of the whole
shell. The measured level of modulation at the inner surface,
59+14%, isin agreement with previous results?2 measured at

Offset by

lum 5um 7 um 9um

\ 1

Shot 26625 Shot 26630 Shot 26631  Shot 26632

E11814

100 um

Figure 92.4

Optical -depth-modul ation images at peak compression for shotswith 1-pm-
(shot 26625), 5-um- (shot 26630), 7-um- (shot 26631), and 9-um-offset (shot
26632) titanium-doped layers integrated over ~200 ps of x-ray emission.

peak compression. For comparison, at peak neutron produc-
tion, ~100 psearlier than the peak compression, previoustime-
resolved measurements have shown lower modulation levels,
about 20% at the inner surface.18 In the future, experiments
will extend the time-integrated measurements of modulations
in the central and outer parts of the shell to time-resolved
measurements usi ng the sametitanium 1s—-2p absorption tech-
nique.

Conclusions

Thisarticlehaspresented thefirst time-integrated measure-
ments of the compressed-shell modulation structure away
fromtheinner surface. The differential imaging technique has
replaced previous titanium K-edge imaging with much more
sensitiveimaging using thetitanium 1s—2p absorption spectral
region. Asaresult, measurementsof modul ationsat central and
outer parts of the shell have become accessible. Inimplosions
withthe 20-um-thick shells, therel ative areal -density modul a-
tion Oy 1S 59+14%, 18+5%, 26:10%, and 52+20%, in layers
offset by 1, 5, 7, and 9 um, respectively. The spatial spectra of
modul ations peaked at aspatial frequency of ~20 mm™1 corre-
sponding to awavelength of ~50 um (with amode number of
¢ ~ 6). The areal-density modulations in the whole shell are
dominated by modulationsin theinner and central parts of the
shell, whilethe contribution of outer shell modulationsissmall
because of the smaller compression at the outer surface.
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A TIM-Based Neutron Temporal Diagnostic
for Cryogenic Experimentson OMEGA

Introduction

Ininertial confinement fusion’! experiments, shellsfilled with
deuterium (D) or adeuterium—tritium (DT) mixtureareheated
by either direct laser illumination or soft x-ray radiation in a
laser-heated hohlraum. Thetarget iscompressed to conditions
under which thermonuclear fusion occurs. The most-promis-
ingtarget designsconsist of alayered cryogenic D, or DT shell
enclosed by avery thin shell of plastic, which is ablated very
early and does not contribute significantly to the dynamics of
theimplosion.23 During the plasma confinement time, which
isof the order of 100 ps, fuel atoms undergoing fusion release
energetic charged particles, photons, and neutrons. Thefusion
reactions of interest are

D+D - n(245MeV) +3He (0.82 MeV),
D+D - p(25MeV)+T (101 MeV), 1)

T+D - a(35MeV)+n (14.1 MeV).

The particle energies are shown in parentheses. While most of
the charged particles are slowed down in the plasma and
stopped, or “ranged out,” before they leave the target, most
neutrons escapethefuel without collision. Asaresult, thetime
history of neutrons arriving at an external diagnostic repre-
sents the burn history of the target fuel. Measurements of the
neutron burn history provide important information about
target performancethat can be compared directly with numeri-
cal models. Thetime of peak neutron emission—the “neutron
bang time’—is very sensitive to the details of the energy
absorption and the equation of state used to describe the
plasma. The neutron burn history contains valuable informa-
tion about the plasmaevol ution close to the peak of compres-
sion. Target and laser illumination nonuniformities can feed
through to the inner surface of the shell by the deceleration
phase. Amplified by the Rayleigh-Taylor growth, these
nonuniformities can severely disrupt the hot, neutron-pro-
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ducing region of the target, leading to a strongly distorted
neutron burn history. Several detectors measuring the neutron
bangtime*-8 aredescribedintheliterature, but only the streak-
camera—based neutron temporal diagnostic® (NTD) iscapable
of resolving the details of the neutron burn history with a
resolution of ~50 ps for DD neutrons and ~25 ps for DT
neutrons. The NTD is currently installed on LLE’'s OMEGA
laser. NTD isahighly successful instrument,19 but the size of
the cryogenic target shroud system prevents placing the scin-
tillator of the NTD system at its optimum location close to the
target. This makesit too insensitive to record the burn history
of the current D, cryogenic target experiments. Furthermore,
Doppler broadening of the neutron spectrum severely compro-
mises the time resolution of NTD at larger distances.® These
mechanical constraints motivated the development of new
cryogenic-compatibleneutrontemporal diagnostic(cryoNTD),
which fits into LLE's standard ten-inch manipulator (TIM)
diagnostic inserters, to provide high-resol ution neutron emis-
sion measurements for cryogenic implosions. This article
describesthe setup of cryoNTD and first experimental results
compared to NTD on room-temperature direct-drive implo-
sions and on cryogenic implosions.

Setup of the Detector System

The cryoNTD system, shown schematically in Fig. 92.6, is
based on a fast plastic scintillator (Bicron BC4221), which
converts the kinetic energy of the neutronsinto light. A light
collection and transfer system (Fig. 92.7) transports the light
fromthescintillator to theinput plane of afast (<15-ps) optical
streak camera.12 Thefront end of theoptical systemismounted
inthe TIM and inserted close to the target. An optical fiducial
isused to timethe neutron signalsrelativeto theincident laser
pulse. Thesizeof thescintillator isthat requiredto record high-
quality burn histories at ayield comparable to 1010, which is
the performance of the early cryogenic D, target implosions
on OMEGA .3 A simple scaling from the sensitivity of NTD
with a 6-mm-diam scintillator at 2 cm from the target to the
required standoff distance of 9 cm shows that a 30-mm-diam
scintillator is sufficient. Due to the limited size of the photo-
cathode of the streak camera, a demagnifying optical system
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Figure 92.6

A block diagram of the cryoNTD detector system integrated into the OMEGA facility. Thefiducial system provides cross timing between the neutron signals
and the incident laser pulse, which is recorded on the P510 UV streak camera.
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Figure 92.7
A fast scintillator converts the neutron kinetic energy into light, which is collected by afast f/2 optic (a). An optical system (b) transportsthe light to the input
plane of afast optical streak camerawith 3:1 demagnification though an f/0.67 final lens system (c).
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witha3:1ratioisused. A fast f/2 lenscollectsthelight fromthe
scintillator with high efficiency [Fig. 92.7(a)]. An optical
system consisting of 11 lenses and 2 mirrors relays the image
of the scintillator though the TIM and the vacuum window
along a3.5-m optical path to the streak camera[Fig. 92.7(b)].
The 3:1 demagnification in combination with the fast f/2 lens
leads to a very demanding f/0.67 final lens system, which
maximizesthetransmission of theoptical system[Fig. 92.7(c)].
The 527-nm light from the OMEGA fiducial system isdeliv-
ered viaan optical fiber collimated and imaged onto the streak
camerathrough thefinal lens assembly. The OMEGA fiducial
consists of a series of eight pulses spaced 548 ps apart and is
synchronized to the shaped OMEGA laser pulsewith ajitter of
less than 20 ps. The optical fiducial is amplified separately
from the main laser pulse, split, and distributed to various
diagnosticinstrumentsfor precisiontiming. Thefiducial pulse
train is also recorded on the P510 ultraviolet streak camera,13
which measures the laser pulse shape. The common optical
fiducial serves as areference for both the neutron signal and
the laser pulse, thus enabling very accurate timing of the
cryoNTD signals.

Thelow light levelsfrom the scintillator, thefast collection
and transport optic, and the TIM design make it necessary to
install a sophisticated system of shields and light baffles to
avoidany scattered|aser light from entering the optical system.
Figure 92.8(a) shows a sample image from a cryogenic D,
implosion with ayield of 3.17 x 1010 recorded on the CCD
camera attached to the optical streak camera. The fiducia is
seenontop of theimageandthescintillator output inthecenter.
The “wings’ seen on either side of the scintillator signal are
most probably produced by the spatially nonuniform transmis-
sion of the optical system. Figure 92.8(b) shows image expo-
sure versus time averaged across the central portion of the
scintillator signal. The streak camera flat-field and geometric
distortions are included in the signal processing. The time
history of the scintillator signal is the convolution of the
neutron temporal distribution with the scintillator response.
The scintillator hasavery fast rise time of <20 psand adecay
time of ~1.2 ns. Consequently the burn history informationis
encodedintheleading edge of the pulsedueto themuchlonger
decay of the scintillator compared to the burnwidth.

Data Analysisand Calibration

Theactual neutronburn history isobtained by deconvolving
the effect of the long scintillator decay from the recorded
signal. A “physical modeling” approach is used for the
deconvolution, where the neutron signal n; at the pixel loca-
tioni is given as the recorded signal s; minus the sum of all
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earlier neutron signals, which are decaying exponentialy at
the scintillator fall time 7:

= Hi-j)xat, 0
n=§-)nexps———-0 2
i=0 g T g

Inthis equation, At, isthe time separation of two pixels. This
methodisfast and deterministicandisvery stableagainst noise
onthestreak camerasignal. Theneutron signal isbroadened by
several different mechanisms. The thermal broadening of the
neutron energy spectrum leadsto an arrival time spread in the
scintillator of 9

AtPD =778 PS5
T m keV]/2
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Figure 92.8

A streak camera image (a) of the neutron signal from a D2 cryogenic
implosion with ayield of 3.17 x 1010, The fiducial seen on the top of the
image is used for timing the neutron signal to the incident laser pulse. The
image exposure versus time (b) is averaged across the central portion of the
scintillator signal.

LLE Review, Volume 92



for DD neutrons, where Aty is the FWHM in ps, d is the
target-to-detector distance in meters, and T is the neutron-
averaged ion temperature in keV. For the 9-cm standoff dis-
tance of cryoNTD, this effect limits the time resolution to
~70 ps at 1 keV. The finite neutron transit time through the
scintillator Atg = A x/v,, broadensthesignal by AtSD D=-g4 ps
with a 1-mm-thick scintillator using a neutron speed of v, =
2.16 cm/ns. Adding both effects in quadrature gives an esti-
mate of ~80 ps for the time resolution of cryoNTD. Fig-
ure 92.9 shows a comparison of the neutron burn histories
obtained by NTD and cryoNTD onaroom-temperature direct-
drive OMEGA plastic target filled with 15 atm of D,. The
signalsarealigned intimefor best correlation to allow abetter
comparison. Although theeffectsof thelimitedtimeresolution
of cryoNTD compared to NTD, which hasatimeresolution of
~50 ps for DD neutrons, can be seen, the burn histories
compare very favorably.

Absolute timing is established using the OMEGA fiducial
system. Therecorded fiducial pulseisfitted by apulsetrain of
eight Gaussian pulses spaced apart at the well-characterized
period of d, = 548 ps:

fidu(t) =

g GXD{—[t ~(to +i xdt)]z/zaz} 4)

I~

to the recorded signal. Here g is the amplitude of each fidu-
cia pesk, tg is the time of the first fiducia pulse, and o is
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the standard deviation of an individual fiducial pulse. This
reduces the influence of noise on the determination of the
timing reference. CryoNTD has been calibrated against NTD
using a series of room-temperature plastic targets filled with
D,. Thebangtimesmeasured by cryoNTD arevery closetothe
bang times from NTD (Fig. 92.10), showing only 40-ps rms
spread. Figure 92.11 shows a comparison of neutron burn
histories from a direct-drive cryogenic target with a low-
nonuniformity ice layer3 and a cryogenic target with a very
poor layer quality, bothirradiated by al-ns, square, 23-kJlaser
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Figure 92.10

The bang times measured by the NTD compared to those of the cryoNTD for
a series of room-temperature plastic targets.
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Figure 92.9 Figure 92.11

A comparison of the neutron burn historiesrecorded by the cryoNTD and the
NTD from aroom-temperature plastic target filled with 15 atm D, at ayield
of 2 x 1010,

A comparison of neutron burn histories from direct-drive cryogenic targets
with a good ice layer (solid line) and a poor ice layer (dashed line). Both
targets are driven by a 1-ns square laser pulse.
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pulse. The temporal shape of the laser pulse is shown for
comparison. Even though the neutronyield of bothimplosions
isrelatively close—1.5 x 1019 for the poor capsule and 3.1 x
1010 for the good capsule—the neutron burn history shows
dramatic differences.

Summary and Outlook

A cryogenic-compatible neutron temporal diagnostic
(cryoNTD) hasbeen devel oped for OMEGA toallow the high-
resolution measurement of the neutron burn history on early
direct-drive D, cryogenictargets. Thescintillator and thefront
end of the optical system are mounted in a TIM and inserted
closeto thetarget. The back end of the optical system contain-
ing the optical streak camerato record the light emitted from
the scintillator is mounted outside the vacuum of the target
chamber. The OMEGA fiducial system is used to cross-time
the neutron signalsto theincident laser pulse. Thisinstrument
is able to measure the neutron burn history at yields >10° DD
neutrons with a resolution of ~80 ps. An absolute timing
accuracy of 40 ps has been demonstrated using cross-calibra-
tion to the NTD. The time resolution of the cryoNTD is
sufficient to resolve the important features of the reaction rate
history of cryogenic implosions with high absolute timing
accuracy. Future optimized cryogenic targets will generally
show higher neutron yields,3 allowing the use of a thinner
scintillator (<0.5 mm), which will improvethetimeresolution
of theinstrument. Neutral density filters can beinserted in the
light path to accommaodate even the highest predicted yields,
which will be comparable to 1012,
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Carbon Activation Diagnostic for Tertiary Neutron Measurements

Introduction

In inertial confinement fusion (ICF)1 implosions, nuclear
reactions in the fusion fuel produce energetic neutrons and a
variety of charged particles. The primary reaction for DT fuel
is

D+T - a +n (14.1 MeV). (1)

In a secondary reaction, a small percentage of 14.1-MeV
neutrons will scatter elastically from D or T ions in the fuel
(prime notation indicates a scattered particle):

n+D - n'+D' (0-125MeV), @)

n+T - n'+T (0-10.6 MeV). ©)

As these scattered ions pass through the fuel, some will
undergo tertiary, in-flight fusion reactions:

D' (0-125MeV)+T - a +n” (120-30.1MeV), (4)

T' (0-10.6 MeV)+D — a +n" (9.2-282 MeV). (5)

Theyield of these high-energy tertiary neutronsisproportional
to (oR)? for small values of pR, where pRisthe area density
of the DT fuel, and to pRfor large values of pR (Ref. 2) and is
about 1078 of the primary 14.1-MeV neutron yield.

The fuel area density pRis afundamental parameter that
characterizes the performance of an ICF implosion. For high
areal densities (oR > 0.3 g/cm?), which will be realized in
implosion experiments at the National Ignition Facility (NIF)
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and Laser Megajoule Facility (LMJ), the target areal density
exceeds the stopping range of charged particles, and pR mea-
surementswith charged-particle spectroscopy will bedifficult.
In this region, an areal-density measurement using tertiary
neutronsisone of the alternative methods. The use of tertiary
neutrons for measurements of high areal densities in ICF
impl osionshasbeen proposed by several authors?#inthepast.
This article describes the experimental development of a
tertiary neutron diagnostic using carbon activation and the
30-kJ, 60-beam OMEGA laser system.®

Carbon asan Activation Material

The use of carbon as a threshold activation material was
proposed many years ago.3 There are three main reasons why
carbon isagood activation material for tertiary neutron mea-
surement. First, the 12C(n,2n)11C reaction has a Q value of
18.7 MeV, well above the 14.1-MeV primary DT neutron
energy. Thus, the reaction 12C(n,2n)1C will occur only from
interactions with the high-energy tertiary neutrons. The ex-
perimental crosssection of the12C(n,2n)1C reaction shownin
Fig. 92.12 was measured in several experiments and can be
used to calculate atertiary neutron signal in a carbon sample.

The second attractive feature of carbon isthe properties of
its decay. The isotope 1C decays to 1B with a half-life of
20.39 min and emits a positron, resulting in the production of
two back-to-back, 511-keV gamma rays upon annihilation.
The 11C half-life is advantageous since it is compatible with
the experimental conditions on OMEGA. The OMEGA laser
fires at approximately one-hour intervals, and it takes a few
minutes to remove the disk from the target chamber and carry
it to the gamma-detection system after thelaser hasbeenfired.
Thus, if the half-life were much shorter, a significant amount
of information would belost during transfer. If it were consid-
erably longer, there would not be enough time to record all of
the decays between shots. The positron decay of 11C isnearly
identical to the $2Cu decay used in the copper activation
measurements of 14.1-MeV primary DT yields; therefore, the
well-developed copper activation gamma-counting system6:”
can be used.
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Figure 92.12

Experimentally measured cross section o for the reaction 12C(n,2n)11C. The
solid line is the fit used for calculations in the Carbon Activation for
OMEGA and the NIF section.

The third reason carbon was chosen is the availability of
high-purity samples. The purity of the activation sample is
very important for tertiary activation diagnostic, as will be
discussed in the Contamination Signal in Carbon Activa-
tion section below. Carbon is also a nontoxic, nonflammable,
inexpensive, and safe material. These propertiesgive carbon a
big advantage over sodium, which has also been proposed.3

OMEGA Carbon Activation System

Theactivation sampleswith a7.6-cm diameter and adiffer-
ent thickness can beinserted with a pneumatic retractor into a
reentrant tubeinstalled onthe OM EGA target chamber. Before
a shot, the activation samples are manually installed in the
retractor holder and inserted into the target chamber at 42 cm
from the target. Immediately after alaser shot, the activated
sample is automatically extracted from the chamber and
dropped through a plastic tube to the pickup basket in aroom
under the OMEGA Target Bay. The operator delivers the
activated sample to the gamma-detection system in the count-
ing room. Generally, this processtakes 1.5 to 3 min. Sincethe
spacein the OMEGA target chamber isvery limited, the same
pneumatic retractor isused for both copper and carbon activa-
tion diagnostics.
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The OMEGA gamma-detection system consists of two
7.6-cm-diam, 7.6-cm-thick Nal (T1) scintillation detectorssepa-
rated by 0.89 cm or 1.78 cm and associated electronics. Each
detector has an ORTEC 460 delay linear amplifier and an
ORTEC 551 single-channel analyzer (SCA), which perform
pulse-height discrimination. The time coincidence between
two detectors is established by an ORTEC 418A universal
coincidencemodul efollowed by an ORTEC 974 quad counter/
timer module that countstime, single counts from each detec-
tor and two detectors coincidence. The 974 counter isread by
aPC-based dataacquisition programevery 5sand recorded for
future analysis. The window of each SCA is set between
426 keV and 596 keV in order to detect 511-keV gammas
from positron annihilation. The energy scale of each SCA is
calibrated with a 22Na radioactive source before each set of
measurements. The Nal detectors are shielded from all sides
with 7.6 cm of lead to reduce cosmic ray background. As a
result of the shielding, the background coincidence count rate
isabout 18 counts/hour. ToisolatetheNal detectorsfromdirect
activation by 14.1-MeV neutrons produced during high-yield
OMEGA shots, the gamma-detection system is placed at a
distanceof 120 mfromthetarget. Dedicated experimentshave
shown that the gamma-detection system records no coinci-
dencefor yields up to 7 x 1013,

Contamination Signal in Carbon Activation

Any material that producesapositron emitter by interaction
with 14.1-MeV neutrons will add a contamination signal in
the carbon activation diagnostic. The most-dangerous con-
taminantsfor carbon activation are copper and nitrogen, which
produce positron emitters in reactions 83Cu(n,2n)52Cu,
65Cu(n,2n)84Cu, and 14N(n,2n)13N. Each of these reactions
has athreshold below 14 MeV. The nitrogen cross section for
a 14.1-MeV neutron is 6.5 mb and is comparable to the
carbon cross section for tertiary neutrons. The $3Cu cross
section for 14.1-MeV neutrons is about 100 times larger than
the carbon cross section for tertiary neutrons. Since the pri-
mary 14.1-MeV neutronyieldisabout 108 timeslarger thanthe
tertiary yield, the contamination in the carbon sample must be
lessthan one part per million (ppm) for nitrogen and 0.01 ppm
for copper.

In the development of the carbon activation diagnostic,
graphite disks from Bay Carbon® were used. Bay Carbon
carefully selects their graphite for its physical and chemical
compositions and performs chemical vapor purification
(CVP) of thegraphite. Bay Carbon purity isdefined asfollows:
No more than three elements may be present (other than
carbon), no single element may exceed one part per million
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(ppm), and thetotal impurity level may not exceed two ppmin
the graphite.

Inaddition tothe purity of the sample material itself, proper
packaging and handling procedures are very important. To
keep thegraphitedisksclean beforeashot, thedisksareshrink-
wrapped in plastic before being placed into the retractor and
delivered to the gamma-detection system. The plastic is re-
moved and discarded before counting. This procedure pre-
vents surface contamination of the graphite disks. This is
especially important on OMEGA becausethe sameretractor is
used for both copper and carbon activation. The graphite disks
without shrink wrap showed a contamination signal of about
1000 coincidences per hour of counting. The shrink-wrapping
procedure protectsthe graphite disks from surface contamina-
tion but leads to other forms of contamination.

The shrink-wrap plastic contains hydrogen. When bom-
barded by 14.1-MeV neutrons, the hydrogen atoms can pro-
duce elastically scattered protonswith energiesup to 14 MeV.
These protons interact with carbon in the graphite disks and
produce positron-emitting nitrogen via reaction 12C(p,))13N.
This source of contamination was eliminated through the use
of graphite foils (thinner pieces of graphite) placed on both
sides of the disk between the disk and the shrink wrap. The
graphitefoilsact asprotective barriersfor the protonsfromthe
plastic. This combination of the disk and two foilsiscalled a
“sandwich.” Thefoils are made from the same graphite asthe
disks in order to keep the disks clean. The foils are 2.5 mm
thick, enough to completely stop the protons originating inthe
plastic and prevent their penetrating the graphite disk. All
contamination from such protons is restricted to the graphite
foils, which are removed and discarded before counting.

Because the graphite porosity is about 20%, the graphite
disks can absorb and store 14N nitrogen from the air. The
14.1-MeV neutrons can produce positron-emitting nitrogen
13N via the reaction 14N(n,2n)13N. To remove air from the
graphite disks, aspecia purification facility was devel oped at
the SUNY Geneseo.

The first step in the purification process is to remove the
nitrogen and other contaminant gasesfrom within the graphite
disks and replace them with an inert gas such as argon that
cannot be activated by 14.1-MeV neutrons. To do this, alarge
three-zonetubefurnaceisemployed. Thisfurnaceiscomposed
of a 7-ft-long, 7-in.-diam quartz tube. The graphite disks are
inserted into the oven using a 5-ft-long rod. The oven is then
brought to vacuum, heated to 1000°C, and maintained at that
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temperature for several hours. After cooling to room tempera-
ture, the quartz tube is flooded with high-purity (0.99995)
argon. The disks stay in this environment for several hours.
They are extracted from the quartz tube by placing a large
glovebag over oneend of thetube, fillingitto positivepressure
with argon gas, and then using arod to remove the disksfrom
the quartz tubeinto the glove bag. Graphitefoilsarefit to both
sides of the disk, and the disks are then placed into small
vacuum bags, which are immediately vacuum sealed. The
disks can remain in the vacuum-sealed bag for at least six
months without contamination.

In earlier experiments, the disks were taken out of the
vacuum bags immediately before the shot and quickly sealed
in shrink wrap, which was left on during the shot. In later
experiments, the disks were shot in the vacuum bags, never
being exposed to air contaminants.

Experimental Results

The main goal of the diagnostic devel opment was to mini-
mize the contamination signal in carbon samples. Several
iterationsof the purification, packaging, and gamma-detection
system were made until the system described above was
developed. Inthissection, resultsobtainedin 2001-2002, after
major improvements to the system, are presented.

Testsof thecarbon activation systemwerecarried out onthe
30-kJ, 60-beam OMEGA laser system?® in direct-driveimplo-
sions. A 1-ns square laser pulse shape with 28-kJ to 31-kJ
energy was used to implode glass microballoons with shell
thicknesses from 2.5 to 4 um filled with 20 atm of DT. These
targets have avery low pR and should produce no measurable
tertiary neutrons. Thus, any signal in these experimentswas a
contamination signal. The primary DT neutron yield was
measured by an absolutely calibrated time-of-flight scintill at-
ing counter located 20 m from thetarget. The neutronyieldsin
these experiments ranged from 4 x 1013 t0 9.6 x 1013,

Intheexperimentson OMEGA, the cosmic ray background
for theempty gamma-detection system wasmeasured, fitted to
alinear function, and subtracted from the coincident countsfor
each carbon disk. Theresultsfrom the graphitediskswerethen
normalized to ayield of 7.4 x 1013, which was the average
neutronyieldfor thisseriesof measurements. The carbon disks
without shrink wrap produced acontamination signal of about
1000 counts; disks in shrink wrap produce about 80 to 100
counts; and disks packaged as a sandwich in shrink wrap pro-
duce acontamination signal of only about 30 to 50 counts. The
results for the carbon disksirradiated in sealed vacuum bags
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are shown in Fig. 92.13. The two shots with carbon disks in
vacuum bagswithout foils show ahigher contamination signal
than from asandwich, demonstrating theimportance of shield-
ing from the protons originating in the plastic. The six sand-
wich results include four shots from June 2001 and two
“consistency check” shots from June 2002. All of them show
asimilar contamination signal of 30 to 50 coincidence counts
for 7.4 x 1013 primary neutron yield.

Normalized to 7.4 x 1013
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Figure 92.13

Coincidence countsin the gamma-detection system asafunction of timeafter
ashot for 0.89-cm-thick disks and “sandwiches.”

The0.89-cm carbon disk thicknessoriginatesfromacopper
disk thickness optimized for 511-keV gamma absorption in
copper. Since the absorption length of 511-keV gammas in
carbonisabout fivetimeslarger thanin copper, the carbon disk
thicknesscan beincreased. | n June 2002 wetested on OMEGA
carbon disks with athickness of 1.78 cm. The results of these
tests normalized to the same 7.4 x 1013 primary neutron yield
are shown in Fig. 92.14. The contamination signals from the
thicker disks are similar to the thinner disks, suggesting that
contamination ismostly asurface-related effect. In thethicker
disksthetertiary signal will increase by afactor of 2, and the
efficiency of the gamma-detection system decreases for the
thicker disk by approximately 20%; the thicker disk hasa 1.8
gain in sensitivity. Monte Carlo calculations for the optimal
carbon disk thickness are in progress.

Consistent, repeatabl e results in two sets of measurements
one year apart, which include the manufacture of new carbon
disks, show stability and reproducibility of the carbon activa-
tion diagnostic chain—from manufacturing the disk to the
purification and handling system.
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Coincidence countsin the gamma-detection system asafunction of timeafter
ashot for 1.78-cm-thick sandwiches.

Carbon Activation for OMEGA and the NIF

Direct-drive spherical DD cryogenic target implosions?
are routinely carried out on the 60-beam OMEGA laser
system, andimplosionswith cryogenic DT fuel areplanned for
the near future. The OMEGA cryogenic DT design and ex-
pected laser pulse shape with an intensity picket are shown in
Fig. 92.15. Theintensity picket shapesthe adiabat of the main
fuel and ablator, reducing both the seedsand the growth rate of
Rayleigh-Taylor instability.l0 A one-dimensional LILAC
simulation calculates aneutron yield of Y, = 6.0 x 10 and a
neutron-averaged fuel areal density (pR) = 245 mg/cm? for the
design shown in Fig. 92.15. The IRIS'2 postprocessor to
LILAC was used to calculate the spectrum of al neutrons
emerging from an OMEGA cryogenic DT target. Figure 92.16
shows the calculated tertiary/primary neutron spectrum and
the same spectrum multiplied by the cross section of the
12¢(n,2n)11C reaction approximated by the solid line in
Fig. 92.12.

The target design from Fig. 92.15 and tertiary spectrum
fromFig. 92.16 were used to estimate the expected signal from
acarbon activation samplein OMEGA cryogenic DT experi-
ments. A 7.6-cm-diam, 0.89-cm-thick carbon disk at 40 cm
from the target subtends solid angle 2.25 x 1073, Theiintegral
of the tertiary/primary neutron spectrum multiplied by the
carbon cross section in Fig. 92.16 is about 3 x 107> mb/
primary neutron. The 80-g carbon disk will receive 1.2 x
107 activations for each incident primary neutron or 2.7 x
10710 activations for each primary neutron produced in the
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target. The gamma-detection system has an efficiency of 20%,
thus the measured coincidence counts per produced primary
neutron will be 5.4 x 1071, At aprimary DT yield Y,, = 6.0 x
1014, we expect 3.2 x 10 coincidence counts from tertiary
neutronsinthe gamma-detection system. A similar cal culation
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Figure 92.15
The OMEGA cryogenic capsule design (a) and pulse shape with an intensity
picket (b).
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Ratio of tertiary N to the primary Np neutrons per energy interval (MeV) as
a function of tertiary neutron energy and the same ratio multiplied by the

carbon cross section gin mb.

CarBON AcTIVATION DiAaGNoSTIC FOR TERTIARY NEUTRON MEASUREMENTS

for the implosion quenched at a (pR) = 150 mg/cm? and
neutron yield Y,, = 9.2 x 1013 gives about 400 coincidence
countsinthe gamma-detection system. Withtheachieved | evel
of contamination signal, the present carbon activation system
can be used for areal-density measurements of OMEGA cryo-
genic DT targets.

Tertiary neutron measurements by carbon activation arean
inexpensive, well-developed diagnostic that can be easily
deployed on the NIF for areal-density measurements. All
major diagnostic development problems have aready been
solved on OMEGA. Purified carbon packages are good for at
least six months; consequently, they can be prepared in the
already-existing purification facility at SUNY Geneseo and
shippedtothe NIF asneeded. Thecarbon activation diagnostic
will require arapid transport system similar or identical to the
yield activation system on the NIF because of the relatively
short half-life of carbon.

Theonly problem that must be solved onthe NIFfor carbon
activationisbackground in the gamma-detection system itself
generated by the neutrons from a NIF implosion. Such a
background-induced problem wasobserved on OM EGA when
the gamma-detection system waslocated 40 m from thetarget.
In Fig. 92.17 the background coincidence counts of an empty
gamma-detection systemareshown asafunction of time. After
a shot with a neutron yield of 7.35 x 103, a jump of 42
coincidencecountswasrecorded. Additionally thebackground
stays high for about 1 h after the shot and then returns to the
normal cosmic ray level. On OMEGA this background prob-
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=
— .
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Figure 92.17

Background coincidence counts of an empty gamma-detection system at
40mfromthetarget duringan OMEGA shotwithaneutronyield of 7.35x 1013,
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lem was solved by moving the gamma-detection system much
farther from the target. Since neutron yield on the NIF will be
about 10° times higher than on OMEGA,, ajudicious choice of
neutron shielding and location of the gamma-detection system
will be required. Background measurements during the shot
will also be needed. Two identical gamma-detection systems
could be implemented—one for signal and another for the
background measurement.

Conclusions

Thisarticle has described the experimental devel opment of
the carbon activation diagnostic for tertiary neutron measure-
ments performed on the 60-beam OMEGA laser system. We
have created a purification facility and have devel oped pack-
aging and handling procedures that significantly reduce the
contamination signal in the carbon samples. Experiments on
OMEGA in 2001-2002 have shown very good reproducibility
of the contamination signal from the carbon samples.

The present carbon activation system is ready for areal-
density measurements of DT cryogenic targets on OMEGA.
The same carbon activation diagnostic can beimplemented on
the NIF, athough the neutron-induced background issues in
the gamma-detection system need to be solved for the NIF.
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The Properties of Polyimide Tar gets

In1996 L L E began aresearch effort to make spherical capsules
from polyimide material for use in direct-drive inertial con-
finement fusion (ICF) experiments. Previously, |CF capsules
were made exclusively from glass, polystyrene, or an amor-
phous carbon-hydrogen solid solution referred to as “ plasma
polymer” or “glow-discharge polymer.”1 Polyimide was first
proposed as a potential material for a target wall in 1995
becauseof itsappreciabl estrength;2however, noviablemethod
for making these capsules was identified. Following a five-
year development project, a process for making polyimide
capsuleswas devel oped and demonstrated, and the technol ogy
transferred to General Atomics—the ICF target fabricator—
for production. As part of the project, polyimide shells with
various properties relevant to ICF were developed. Those
properties will be presented and compared in this article.

The fabrication method and associated properties of the
different direct-drive polyimide targets have been reported
previously.3-® This article summarizes and compares those
properties that are important for producing cryogenic targets.
Furthermore, issues that are unique to providing cryogenic
targets, whichimposestringent demandson performancefrom
the shell material, are explained.

The properties of polyimide of importance to direct-drive
| CF experiments are those that will increase the survivability
of the shell during the process used to make cryogenic deute-
rium—tritium targets: specifically, the mechanical and perme-
ation properties and the resistance of the material to
embrittlement in a radioactive (tritium) environment. The
rationalefor choosing polyimideasacandidate material isthat
the polyimide chemical structureis one of the strongest poly-
meric materials, and among the most radiation resistant poly-
mers,® and it should have the greatest likelihood of surviving
demanding processing conditions.

Shells used for direct-drive | CF experiments need to be as

robust as possible to withstand the inherent pressure gradients
present when equipment has to operate over a wide pressure
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and temperaturerange. Shellsaretypically ~900 to 950 ymin
diameter with the wall as thin as possible (1 to 3 um) to
minimize Raleigh-Taylor (RT) instabilities. The shell be-
comes an | CF target when it containsanominal 100-um layer
of deuterium ice, which will include tritium in future experi-
ments. Theicelayer isachieved by first permeating gasat room
temperature (or greater) intotheshell and then cooling theshell
and gastobelow thetriplepoint (for deuterium) at 18.73K. The
challengein thisprocessis caused by thefragility of the shell,
which because of its large aspect ratio (diameter to wall
thickness) can withstand only avery small pressure differen-
tial. This limits the driving force for permeation: it can take
many days to fill the capsule with the sizeable gas inventory
required to yield a 100-um ice layer, and a well-controlled
thermal environment is required to prevent the target from
bursting or buckling.

During the permeation filling cycle, which can occur at
temperatures from 270 to 500 K, and the subsequent cooling
processto 18 K, theradioactivetritium gas decayswith ahalf-
life of 12.3 years and rel eases an el ectron with amean energy
of 6 keV. Thesehigh-energy electronsrupture chemical bonds,
thereby weakening the capsule material. This creates a self-
limiting cycle where increasingly long filling/cooling times
de-rate the capsule’s strength, which in turn requires even
longer filling/cooling times. It has yet to be established that
high-aspect-ratio shells can even be filled with tritium to the
desired pressure without rupturing.

Finally, there is arequirement to minimize the processing
time (filling and cooling cryogenic targets) as tritium decay
produces a helium atom that will affect the convergence, and
hence performance, of an imploding target. Given the tritium
decay rate (0.015% conversion of T to 3He per day), the de-
sired duration for filling and cooling cryogenic targetsisless
than three days.

The sectionsthat follow discuss (1) the mechanical proper-
ties of polyimide shells; (2) the techniques for changing the
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shell’s permeability by controlling the composition and
microstructure of the polyimide; (3) the cooling of targets; and
(4) the effects of radiation on shell properties.

The Structural Behavior and Properties
of Polyimide Shells
1. The Mechanics of a Shell’s Response to a

Pressure Differential

A pressure differential across a shell’s wall generates a
uniform hydrostatic load within thewall that isresisted by in-
planeforces(tension, compression, and shear) (seeFig. 92.18).7
Themagnitude of theinduced forces can beanalyzed solely by
force-equilibrium equations (membrane theory) as long as
the shell does not deform under the applied load, i.e., it is
statically determined. Once the shell deforms, bending theory
is needed to fully quantify the stress distribution in the shell
and hencedeterminethe maximum pressuredifferential ashell
can withstand.

Meridion

In-plane

Figure 92.18
Schematic of the in-plane membrane forces present in a uniformly strained
shell.

Direct-driveshellsareclassified asthin-walled shells; shells
where the ratio of the wall thicknessto the shell radiusisless
than 0.05 are categorized as “thin wall” and shells where the
ratioisgreater than 0.05are“thick wall.” Thiscategory of shell
is unable to resist even small out-of-plane bending moments
that easily deflect the wall. Once the shell is deformed, the
intrinsic strength of the spherical geometry is compromised
and the shell either shattersif it isbrittle or collapsesintact if
it iselastic. Thicker-wall shells, such asindirect-drive shells,
have atwofold strength advantage over thin-wall shells: first,
the load-bearing capacity of the shell is greater, and second,
onceashell beginsto deflect to out-of -plane moments, thewal |
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more effectively resists the bending moment. Calculating the
strength of thick-wall shells is aso more complex since the
bending theory is now an effective secondary reinforcement
mechanism (membrane theory describes the primary mecha-
nism) for resisting the applied load.

The buckle pressure is defined as that uniform load where
the shell wall is at its maximum in-plane compression and
shear stress, and any infinitesimal increase in pressure will
causetheshell wall to deform. Increasing the pressure subjects
the shell wall to bending moments, and at acritical pressure—
the collapsing pressure—the shell collapses. The shells of
interestin direct-drive ICF areall thin-wall (<5-um) polymers
with little resistance to out-of-plane forces, so the collapsing
pressure is equal to the buckling pressure. The buckling pres-
sure Py, cke 1S determined by the dimensions of the shell and
the intrinsic properties of the material:’

2E Dﬂaz

3(1—v2) Or D 0

Rouckie =

where E is the elastic modulus, o is the tensile strength, v
is Poisson’s ratio (0.34), w is the wall thickness, and r is
the radius.

The bursting pressure Py, IS @nalogous to the buckling
pressure except that the internal pressure is greater than the
external pressure and the in-plane forces are tensile (o) and
shear:

Fourg =20 (W/ r)- 2

| CF targets are not perfectly spherical, although the spher-
icity is excellent (0.5+0.2 um out-of-round). This lack of
sphericity decreases the buckling pressure from what would
be expected for aperfectly spherical shell: At theregionwhere
theshell departsfrom perfect sphericity, theradiusof curvature
changes. Herethein-plane compressive stressacquiresashear
component. Thisstressdeflectsthe shell wall out-of-plane; the
magnitude of the deflection and the affected area of the shell
depend on the shear and flexural moduli, respectively. Thin-
wall shells have little resistance to this out-of-plane force, so
once the applied in-plane load can no longer be supported by
in-plane compression, the strength of the spherical shape is
compromised and the shell buckles. Shellswherethe radius of
curvature changes abruptly, and that also have low shear and
flexural moduli, will buckle at lower loads than rounder shells
with greater stiffness.
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Two phenomena combine to make thinner shells substan-
tially more fragile: First, thinner-wall shells are more out-of-
round than moderately thicker shell walls, a consequence of
the shell fabrication process; second, as discussed above,
thinner wallsareinherently lessresistant to bending moments
than are moderately thicker shell walls. Experimentally it was
observed that asthethicknessof theshell wall decreasesbel ow
4 um, theelastic modulus[ Eg. (1)] becomesaweaker predictor
of the maximum buckling pressure that a shell can withstand:
Thereisagreater variation in the observed buckle pressure of
a large sample of very thin wall shells (1 um) compared to
thicker shells. This behavior is not adequately explained by
possiblevariationsin the el astic modul us and Poi sson rati os of
different shells, which are intrinsic material properties inde-
pendent of thickness; these properties depend upon the mate-
rials microstructure, and supporting x-ray diffraction data
show a similar microstructure for thick and thin films.82
A more probable explanation for the greater variation in the
buckle pressure of thin-wall shellsisagreater variation in the
roundness of the shells.

Inthefuture, each shell will haveto meet aspecificationfor
the maximum-allowable out-of-roundness to maximize the
shell’s survivability during processing. This will require the
sphericity and uniformity of the wall thickness of each thin-
wall shell to be quantified.

2. Fabrication of Thin-Wall Spherical Shells

Two effects can reduce the sphericity of the shell: First,
thereistheinherent out-of -roundness of the mandrel onwhich
the polyimide shell isformed. Typically thisvalueincreasesas
the mandrel diameter increases. Second, aconseguence of the
polyimide-shell manufacturingisthat additional out-of-round-
ness can be introduced during fabrication. Typically, this
contribution is greater for thinner shell walls.®

Thefabrication techniqueissummarizedin Figs. 92.19 and
92.20. First, polyamic acid is deposited on a mandrel. The
coated mandrel is then heated to convert polyamic acid into
polyimide and simultaneously depolymerize the poly-a
methyl-styrene mandrel. This depolymerization of the 30-pug
mandrel would generate a burst pressure of 140 atm in the
absence of permeation. Permeation does occur, however, and
if the depolymerization rateiskept at or bel ow the permeation
rate, the polyimide shell will inflate only marginally and
without exploding. Shells with walls as thin as 0.9 um have
been fabricatedin thismanner.>? Shellscan be made moreout-
of-round (beyond the limit established by the mandrel) during
the depolymerization phase where expansion of the shell
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stressesthe plastic: If the shell material is strained beyond the
yield point, it will plastically deform in those areas where the
wall isthinnest. This nonuniform and nonrecoverable expan-
sionwill causetheshell toloseits sphericity whentheinternal
pressure is reduced.?

While it is possible to make polyimide shells with the
desirable strength and modulus properties, strict quality con-
trol will be required to select only the best geometries. Other-
wise the greater mechanical properties of polyimide will not
be realized.
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Figure 92.19
Schematic of the chemical process used to make polyimide shells using the
vapor-deposition technique.

3. Stiffness, Strength, and Elasticity of Polyimide Shells

The physical properties of polyimide shells are listed in
Table 92.1; the properties of plasma polymer shells are also
listed for comparison. Generally, polyimide has greater physi-
cal properties than plasma polymer and, in addition, has a
higher density, radiationresistance, and lower permeability, so
the selection of one of these materials over the other as the
optimal shell material isnotimmediately apparent. Theimpli-
cations of these other properties (permeability and radiation
resistance) on the selection of polyimide or plasmapolymer as
atarget material are expanded upon later.
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Sequence of operations used to make polyimide shells.

The elastic modulus of vapor-deposited polyimide shells
[calculated from Eq. (1)] wasmarginally larger than thelitera-
ture-reported values for the same chemical formulation made
usingliquid processing: 3.2 GPaand 3.0 GPa, respectively. 1011
Thereisadifference, however, in the method used to measure
these values: using overpressure to buckle shells measures a
biaxial compressiveelastic modulus, whereasliteraturevalues
for a commercia polyimide, Kapton™, are measured using
American Standards and Testing Materials (ASTM) proce-
dures with uniaxial tensile loading. The elastic modulus for
vapor-deposited polyimide was also measured using an ac-
cepted nano-indentation method and was determined to be
4.0 GPa.®

The tensile strength of the polyimide was cal culated from
Eq. (2) by changing the pressure on either side of the shell and
measuring the commensurate change in the diameter of the
shell.210 vapor-deposited polyimide shells are appreciably
stronger than solution-cast films, with ultimate strengths of
280+20 MPaand 170 MPa, respectively. The greater strength
of the vapor-deposited polyimide material is attributed to the
preferential alignment of the crystalline lattice in polyimide
shells(discussedindetail later). Similar to the elastic-modulus
measurements, pressuretesting ashell to determinethetensile
strength isameasure of the biaxial tensile stress—strain behav-
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ior (inthe plane of the shell), whichisdifferent from auniaxial
strength test of an ASTM-dimensioned measurement.

Itisimportant to notethat all testing of both polyimide and
plasma polymer shells was to determine the optimal process-
ing conditions as measured by each material’s inherent stiff-
ness, strength, and plasticity. No effort wasintentionally made
to preselect an underlying mandrel within a particular round-
ness and wall thickness specification. (Thiswould have made
the study too large, expensive, and intractable.) Therefore, the
variationinthe mandrels' sphericity isincluded in the statisti-
cal variation of the polyimideshells. Thishasthebiggest effect
on thereported el astic-modulus values of the shells, which are
most susceptible to out-of-roundness effects. The possibility
remains that future optimization and strict quality control of
the underlying mandrelswill improve the mechanical proper-
ties of both polyimide and plasma polymer shells.

The importance in ICF applications of having a higher-
strength shell material isto improve the ability of the shell to
(1) resist buckling pressures during permeation filling,
(2) resist bursting and buckling pressures that develop within
the permeation cell when afilled target is cooled to 20 K, and
(3) resist bursting when the target is transferred (inside a
cryostat) from the permeation cell toacryostat.12 Thisrequires
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Table 92.1: Comparison of the physical properties and chemical composition of available |CF shell materials.

Polymer Material Elastic Modulus | Ultimate Strength | Elongation Chemical Composition
(GPa) (MPa) (%)
Atomic fraction
(%)
Polyimide 3.2+0.1 280+12 27+2 C 56
(PMDA-ODA H 26
formulation) N 5
1.42 gm/cm3
Polyimide 2.610.1 221+15 15+2 C 54
(6FDA-ODA H 24
formulations) N 3
1.42 gm/cm3 6] 9
F 13

Plasma polymer13 2.7+0.2 88+10 C 54
(high-density/ H 46
strength version)
1.18 gm/cm3
Plasma polymer13 1.6+0.4 80+5 C 43
(baseline) H 57
1.04 gm/cm3
Deuterated plasma 2.0+0.1 82+5 C 61
polymer13 D 39
(high-strength/
density version)
1.11 gm/cm3
Deuterated plasma 0.9+0.2 C 59
polymer13 D 41
1.09 gm/cm3

that the elastic modulus and strength of the shell material be
known over awide temperature range (at least from 295 K to
18 K and more desirably from 573 K to 18 K to allow for
higher-speed permeation at el evated temperatures). Typically,
the room-temperature strength of the material is the most
commonly reported value. The measured temperature depen-
dences of the strength and elastic modulus are reported in
Fig. 92.21. The elastic modulus is measured to increase by a
factor of 2.5 over the temperature range 300 K to 130 K.

Polymers become stronger at lower temperatures, which
increases the survivability of polymersin cryogenic applica-
tions. In |CF applications, however, use of only thisvalue can
be deceptive, since a plastically strained shell may have too
high a permeability, which renders it useless, so the yield
strength, bel ow which amaterial behaveselastically, must al so
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be known. Once ashell exceedstheyield strength, the change
in the diameter in response to the applied stressis determined
by the coefficient of hardening (the slope of the stress—strain
curve in the plastic regime). This value is typically much
smaller than the elastic modulus. A small stressin thisregime
can create asizeable strain that will cause the shell to expand
significantly and not recover its original dimensions. More-
over, the shell can deform (i.e., change in roundness) if the
walls are not uniformly thick. By reason of this behavior the
stress—strain relationship of the polyimide ideally should be
known over the entire temperature range of interest (18 K to
573 K). This will allow the cryogenic target handling equip-
ment to be designed to minimize the time required to provide
I CF cryogenic targets (to limit the buildup of He3). Obviously,
equipment to handl e cryogenic targets can be designed without
detailed knowledge of the shell’s behavior, but the design will
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necessarily be conservative to ensure that the target survives
processing, which is counter to the need to process targets as
rapidly as possible.
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Figure 92.21

The temperature-dependent elastic modulus of polyimide from 12 K to
573 K.

4. Effects of Plastically Deforming Polyimide Shells

X-ray diffraction data of polyimide shells indicate the
presence of a crystalline phase.8 The crystal lattice plane is
aligned perpendicular to the circumference of the shell asthe
polymer chain preferentially liesin the plane of the shell (see
Fig. 92.22). This configuration gives the polyimide shell its
strength and stiffness in compression/buckling, due to the
stiffness of thelattice structure to out-of-planeforces, and also
in tension/bursting, due to the alignment of the polymer back-
bone within the plane of the circumference.

When a polyimide shell is over-tensioned, as occurs when
theinternal pressurein the shell exceedstheyield stress of the
material, the polyimide plastically deforms and the mechani-
cal properties of the shell decrease: the buckle pressure de-
creases by 55%, which is attributed to the elastic modulus
decreasing as the crystallinity of the material decreases,®10
and the shell becomes more nonspherical, whichlowersthein-
plane compressive and shear |oadsthat the shell can withstand.

Of particular interest and relevance to |CF applicationsis
the effect that plastically deforming polyimide has on the
permeability of the material. A large sample of 120 polyimide
shells were over-pressurized to determine the effect of strain
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onthe permeability of thematerial to deuterium. Theeffect fell
into one of two categories. the permeability changed either
enormously (three orders of magnitude) or only slightly (from
no change to a quadrupling). The biggest change occurred in
30% of the shells. Importantly, the gas transport mechanism
remained permeation, where the gas must dissolve in the
plastic material, since heating the capsuleto 300°C compl etely
recovered the initial permeation and strength/modulus prop-
erties. The alternative gas transport mechanism is Knudsen
diffusion, whichwouldoccur if pinholesor voidswere created.
These features would allow a gas/gas-surface diffusion pro-
cess where gas can pass through a membrane without being
absorbed into the material. This would be unacceptable since
the shell would remain permeable at cryogenic temperatures,
allowing the low-viscosity gasand liquid to easily pass out of
the shell; as aresult, the target would be unable to retain the
deuterium fill.

When polymersarecool ed, theactivationenergy for perme-
ation increases and the permeability of the material decreases
(moredetail later inthisarticle); however, aninternal overpres-
sure within the shell strains the wall and counteracts the
decrease in permeability. This phenomenon was observed in
0.9-mm-diam plasma polymer shellsfilled with liquid deute-
rium (~51 ug) at 20 K (which equatesto 1000-atm pressure at
room temperature). When the shell was allowed to warm
gradually, the internal pressure increased and the gas perme-
ated out of the shell. Following this observation, the perme-
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Figure 92.22

Schematic of the orientation of a polyimide crystal unit cell within the wall
of ashell: a=6.31A,b=3.97A, c=32A, and a = 90°. The shaded planes
of the unit cell represent the 00l and 100 |attice planes.
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ation time constant for the shells at room temperature was
measured and found to beunchanged. Theonly explanationfor
the shells not exploding when warmed gradually is that the
permeability of thematerial changed asthe shell expanded. By
contrast, shells warmed rapidly explode as expected.

Once a thin-wall shell succumbs to an overpressure and
bends, the intrinsic property of the material determines what
happensnext: brittle (plasmapolymer, polystyrene) shellslack
ductility and fracture into shards; polyimide, which is ex-
tremely elastic (typically tolerating up to 27% elongation),
either collapsesintact or tears apart, depending upon whether
the overpressure isinside or outside the shell.

5. Surface Roughness of Polyimide Shells

Throughout this development program no effort has been
madeto optimizethe smoothnessof polyimideshells. Thiswas
considered a secondary priority, which would be addressed
once the processing conditions and associated fundamental
mechanical properties of the shell were accurately known.

Surface-roughness profiles of polyimide targets were ac-
quired to establish a “typical” roughness power spectrum.
Typically theroughness ranged from 0.5 to 1 pm with signifi-
cant power throughout the spectrum. Thelow-order roughness
was partially attributed to the quality of the mandrel on which
the shell wasformed; there had deliberately been no attempt to
screen the quality of the mandrelsfor the smoothest and most-
round ones because alarge number of mandrelswere required
for the statistical study and the cost of analysis would have
been prohibitive at that stage. The high-frequency roughness
wascorroborated with el ectron microscopeimages(Fig. 92.23)
of the shells that showed “bumps’ on the surface with |ateral
dimensions of 2to 8 um.

I ssues Regarding Shells Specific to Processing
Cryogenic Targets
1. Permeating Gas into Shells

The permeation coefficient (P) is the product of the diffu-
sion coefficient (D) for a gas through a material and the
solubility coefficient (S) of the gas in the material, where

P=SxD = (quantity of permeant)
x (wall thickness)/[(area) x (time)

x (pressure drop across shell)]. ©)

(The diffusivity has dimensions of area/time, and solubility
has dimensions of molar-volume/pressure.)

Thepermeationtimeconstantisanempirical figure of merit
measured for all ICF capsules; it isthe time required for 63%
of the gas inside the shell to permeate out of the shell. This
valuedependsonthewall thicknessand the surfaceareaandis
independent of the pressure differential acrossthe shell. Com-
bining the time constant with the allowable buckling-pressure
differential [Eq. (1)] givesthe maximum rate at which a shell
can befilled:

Fill rate(atmys)

= (buckling x pressure) /( permeation x time x constant).

Figure 92.23
Scanning electron micrograph of the surface of a 5-um-wall PMDA-ODA shell.
The overall surfaceis moderately smooth with the lateral dimensions of “bumps’
below 10 um. Thelarger particul atesthat are visible on the surface but removable
are a consequence of the targets not being handled exclusively in a clean-room
environment.

T1718a
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Direct-drive targets for experiments on the National I1gni-
tion Facility (NIF) are scaled versions of OMEGA targets and
possess the same theoretical buckle pressures and time con-
stants, so both types of shellscan befilled at comparablerates.
(Practically, larger-diameter targets are less spherical than
smaller targets so the effective buckling pressureismarginally
lower than would be expected by scaling smaller shells.) The
larger diameter of aNIF target and the 350-um-thick icelayer,
however, will require 15 times more gas than an OMEGA
target to achieve a scaled-thickness ice layer. A 100-um ice
layer for OMEGA targets requires approximately 1000 atm of
gas at room temperature. (A 0.95-mm-diam shell at 295 K
requiresafill pressureof 1027 atmtoyieldal00-umicelayer.)
Filling targets at higher temperatures requires a higher pres-
sure (1296 atm at 100°C for a 0.95-mm shell) since the gas
density decreases with increasing temperature.

2. Effect of Temperature on the Permeability

Increasing the temperature not only increases the perme-
ation rate but also decreases the elastic modulus (see
Fig. 92.21), albeit less significantly, making permeation at
elevated temperatures desirable. Table 92.11 lists the time
required to fill OMEGA and NIF direct-drive targets by perm-
eation using different shell materials and different tempera-
tures. Clearly, thereisamajor timebenefitif shellscanbefilled

at themaximum allowabletemperatures. Themaximumallow-
able temperature for the polyimide target is 400°C, which
would require a fill pressure of 2210 atm, and the fill time
would be reduced from 300 h to less than 10 h.

The temperature dependency of the permeability coeffi-
cient isgiven by

P =Ry exp(~Ep/RT),

where Py is the pre-exponential value [7 x 10728 mol m/(m s
Pa) for polyimide] and E, (16.9 to 20.3 kJ/mol, depending
upon the processing conditions) is the activation energy for
permeation. The temperature dependency of the permeability
of polyimide shells is reported from 130 K to 300 K82
(Fig. 92.24) and for polyimide film to 523 K.11

3. Effect of Crystallinity on Permeability

Thepermeability of polyimidevariesmoderately according
to the processing conditionsand is affected by the crystallinity
of thematerial. Permeation proceedsthrough amechanismthat
reguires polymeric chains to move over avery localized area
to accommodate the movement of dissolved gas molecules
through the plastic; this is referred to as the “segmental

Table 92.11:  Calculated minimum time required to fill targets by permeation. The targets are (1) a 0.95-mm-diam shell with
al-umwall and a 100-um ice layer for cryogenic experiments on OMEGA; and (2) a 3.4-mm-diam shell with
a 3-um wall and a 350-um ice layer for cryogenic experiments on the NIF. Different permeation temperatures
are presented where the mechanical and permeation properties are known. The 3He density increases at arate

of 0.02 mg/cm3/day.
Target Permeation Required Fill Time
Time Constant () Fill Pressure (atm) (h)

Plasma polymer at 295 K (OMEGA) 10 1027 254
Plasma polymer at 373 K (OMEGA) 2.7 1296 85
Plasma polymer at 295 K (NIF) 106.8 101 375
Plasma polymer at 373 K (NIF) 285 1263 126
Polyimide (PMDA-ODA formulation)

at 295K (OMEGA) 184 1027 320
Polyimide (PMDA-ODA formulation)

at 573K (OMEGA) 18 1925 10.2
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Figure 92.24

The temperature-dependent helium permeability of polyimide processed in
nitrogen (a) islower than when it is processed in air (b) due to the increased
crystallinity and stiffness of the polymer.

T1736

mobility” of the polymer. Amorphous material predictably is
more permeable than crystalline material since the crystallin-
ity increasestherigidity of the polymer chain. Another consid-
eration isthe scalelength of the crystal: materialswith similar
overall crystallinity are more permeable if the crystalline
regionsarelarger and more sparsely distributed thanif thereis
a greater number of smaller, more-distributed regions—
achanneling effect.82

The effect of changing an important processing variable—
the imidization rate—is to change the size and distribution of
crystals without changing the overall degree of crystallinity.
Polyimide shells that are formed using a rapid imidization
process (5 C/min) show more-intense, narrower 002 x-ray
diffraction peaksthan do polyimide shellsthat are made using
agradual imidization rate (0.1 C/min) (Fig. 92.25). The peaks
of therapidly imidized material are better aligned in the plane
of the shell, as shown by grazing-angle x-ray diffraction
data.89 Finally, the material that was rapidly imidized has
larger-scale, better-oriented crystalline regions that are more
dispersed throughout the amorphous material, and this mor-
phology corresponds to a more-permeable material.

By changing a second processing condition and imidizing
polyimideshellsinanair rather thananitrogen atmosphere, the
degreeof crystallinity wasreduced and the permeability of the
material increased by 20%.
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Figure 92.25

Comparison of transmission-mode x-ray diffraction patterns of polyimide
shellsimidized atincreasingrates(a) 0.1 C/min, (b) 1 C/min, and (c) 5 C/min,
together with integrated 26 plots. The increased intensity of the 002 peaks at
5.7°. 260 indicated greater crystallinity and is associated with lower perme-
ability.

4. Effect of Mechanical Strain on the Permeability

Stressing polyimide beyond the yield stress—80 MPa at
3% strain—plastically deforms the material. (The ultimate
yield stress of the vapor-deposited polyimide is 280 MPaat a
biaxial strain of 27%.) Asthe polyimide shell is cooled inside
the Cryogenic Target Handling System’s (CTHS's) perme-
ation pressurevessel, itisstrained; thetensileand compressive
nature of the strain varies over the entire temperature range as
acomplex function of the properties of the gasand materialsat
different temperatures. Given the exceptionally low buckling
strength of the shell compared to the burst strength, it is
desirable to maintain the shell in aregime where thereisanet
tensile (burst) force. Thisincreasestherisk that the stress may
exceed the yield stress and the polyimide wall will be plasti-
cally deformed. The diameter of the shell will then increase,
and the thickness of theicelayer will decrease proportionally,
adding uncertainty to the dimensions of the target when it is
shot. A maximum strain limit of 3% in the shell isthe recom-
mended design point for establishing thethermal performance
of the permeation cell. Temperature gradients within the per-
meation cell, during either steady state or unsteady state, that
translateinto pressure gradients exceeding the 3% limit across
the shell wall are unacceptable.
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A consequence of biaxially straining polyimide shells be-
yond a 15% level is a change in the permeability of the
material. As described above, approximately 1/3 of all shells
strainedtothislevel havean ~1000-foldincreasein permeabil -
ity. Therearetwo intriguing aspectsto thisbehavior: first, that
the increased permeability is so sizeable, and second, that the
behavior is stochastic. An explanation for this behavior isthat
strain introduces a microstructural change to the material.
Supporting evidence is that the elastic modulus (stiffness)
decreases by 56% (to 1.5 GPa) when strained and the crystal-
linity decreases substantially (see Fig. 92.26).>910 [t is pre-
sumed that the statistical nature to the change in magnitude of
the permeability isintherandominitial distribution of crystal-
line and amorphous phasesin the material, and the response of
the material to the strain. Doubtlessly, strain changes the
morphology; however, permeationwill increaseonly if thereis
a contiguous alignment of highly mobile polymer chains
through the shell wall—and thiseventuality isstetistical. Very
important for confirming that this phenomenon is a micro-
structural event is the observation that the original elastic
modulus and permeability values are returned when astrained
and highly permeable shell is heated to 300°C. At the high
temperature the plastic becomes more fluid and the strain-
induced morphological change is reversed.
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Comparison of transmission-mode x-ray diffraction patterns of polyimide
shells for unstrained and mechanically biaxially strained polyimide shells
showing appreciably greater crystallinity present in the unstrained shell.

5. Effect of Chemical Modification to the Polyimide

on the Permeability

An aternative way to modify the segmental mobility of the
polymer chain to enhance the permeability is to add flexible
chemical unitsinto the backbone of the polymer. Figures92.19
and 92.27 compare the chemica formulation of two vapor-
deposited polyimide shells: (a) the original PMDA-ODA-
based polyimidediscussed in detail hereand (b) a6FDA-ODA
formulation that adds a flexible fluorine-based linkage to the
polymer chain, respectively.1314

Figure 92.27
Structural and elemental composition of a permeable
fluorinated-polyimide formul ation.
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The disadvantage of using the fluorinated polyimide for
| CF experimentsisthe presence of fluorine (10 at. %) and the
consequent x-ray preheat that will occur during an implosion.
The advantages are numerous:. The deuterium permeability is
50x greater than traditional PMDA-ODA-based polyimide,
while the elastic modulusisonly 18% lower. Thisreducesthe
time required to fill the shell with 1000 atm of deuterium at
room temperaturefrom 333hto 8.8 h. (Notethat thiscompares
thefluorinated polyimideagai nst thenonmechanically strained
PMDA-ODA polyimide.)

The second advantage of using the polyimide based on
6FDA-ODA chemistry is the lower activation energy from
permeation compared to polyimide made using PMDA.-
ODA chemistry, 12.3 versus 20.1 kJ/mol1? (see Fig. 92.28).
This will alow the fluorinated polyimide to retain higher
permeability as the capsule is cooled (discussed in detail in
the next section) to alleviate pressure differentials across the
shell due to temperature gradients within the permeation
pressure vessel.

6. Evaluation of Different Treatment Processes on the

Processing Time Required to Fill Cryogenic Targets

by Permeation

The critical parameters and the associated time required
to fill OMEGA- and NIF-scale cryogenic shells are listed in
Table 92.111 for four different types of shells: (1) a standard
plasma polymer shell, (2) a standard polyimide shell, (3) a

Table 92.111:

Room temperature
| T | T | T
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Figure 92.28

Arrheniusplot comparing thepermeability of polyimideformulations: PMDA-
ODA and 6FDA-ODA, over awide temperature range.

polyimide shell structurally modified to enhance the perme-
ability, and (4) a polyimide shell chemically modified to
enhancethepermeability. Thereisaclear timeadvantage, from
aprocessing perspective, to using themorerecently devel oped
mechanically and chemically modified polyimide shells; how-
ever, these shells have other disadvantages when considering
theprocessability of thetarget or theimpl osion performance of
the target.

Calculated minimum time to fill by permeation three different types of polyimide shells

and a plasma polymer shell for OMEGA and the NIF. Target dimensions, respectively,
are 0.95-mm-diam, 1.0-um wall and 100-ym ice layer; and 3.5-mm-diam, 3.0-um wall
and 350-pum ice layer. The temperatureis 295 K.

Polyimide Material Fill Time (h) Fill Time (h)

(OMEGA) (NIF)

Baseline polyimide

(PMDA-ODA formulation) 320 205 days

Mechanically strained polyimide

(PMDA-ODA formulation) 0.66 21

Fluorinated polyimide

(6FDA-ODA formulation) 8.0 121

High-density CH plasma polymer 254 375
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Cooling Targets

Once the permeation cycle is complete, the pressureinside
the shell is equal to the pressure outside the shell. The entire
pressure vessel isthen cooled to 26 K. During this processthe
vessel must be cooled uniformly to minimize the pressure
gradient that develops across the shell. Inevitably a thermal
gradient will develop along the internal perimeter of the
permeation pressurevessel and al so between the perimeter and
the center where the shell islocated. Thisisthe most-precari-
ous phase for the survival of the target: while transient tem-
perature gradients during cooling do not induce pressure
gradientswithinthe gasonthetimescaleof interest, apressure
gradient does develop across the shell wall.

The ideal shell material would be one with the highest-
possible stiffness, strength, and yield strength (in both com-
pression and tension) to resist the pressure difference, and the
highest-possible permeability over the widest temperature
range down to 30 K to alleviate the pressure differential.
Finally, permeationmust benegligibleat 26 K, thetemperature
where the liquid/gaseous deuterium outside the shell is re-
moved, leaving a shell containing 51 ug of liquid deuterium
with avapor pressure of ~2 atm. Onelast desirable property is
that the material resists damage from electron radiation when
tritium gasis used.

At the beginning of the cooling cycle, at temperatures
where polyimide is still permeable, any pressure gradient is
minimized by permeation. As the temperature decreases, the
permeability of the shell also decreases. At lower tempera-
tures, slower cooling ratesarerequired to allow longer periods
for the pressure gradient across the shell to be reduced. When
the shell becomes impermeable, the survival of the shell
depends on whether any further thermally induced pressure
gradient exceeds the shell’s buckle or burst strengths. If the
thermally induced pressure gradientsremain too high, theonly
remedy istoimprovethethermal uniformity of the permeation
pressure vessel.

Thermal modeling of the permeation cell in the OMEGA
CTHSreveasthat a 1-K temperature change at the perimeter
induces a 0.5-atm pressure differential acrossthe shell wall at
295 K and a 0.9-atm pressure differential at 60 K. At these
densities the thermal diffusivity is moderately low, and the
thermal time constant is ~30 s. This pressure differential
creates a bursting force since the perimeter of the permeation
vessel is colder and hence denser than the center of the vessel
where the shell is located. This load is in addition to other
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phenomena such as the thermally induced contraction of the
shell (which generates a net bursting pressure) and the tem-
perature of the gas in the plumbing that connects the perme-
ationvessel toavalveat room temperature (which createsanet
buckling pressure). Depending on the cooling rate, thethermal
uniformity of the permeation cell, and the temperature-depen-
dent permeability of the polyimide, the shell can pass from a
buckleto burst regime and back as the temperature decreases.

The weakest failure mode for shells is buckling, and the
buckling strength of a thin-wall polyimide shell (nominal
1-pumwall) is0.13atm. Theburst strengthfor al-pumwall shell
is ~4 atm, whereas the yield strength is ~1 atm. A practical
constraint in the design of the equipment isthe accuracy of the
silicon diode temperature sensor used to regul ate the tempera-
ture ramp: in practice, the accuracy is+0.5 K at 300 K. This
value, thelongthermal timeconstant for thepermeationvessel,
and the shorter thermal time constant for the gasto respond to
temperature gradients combine to limit the value of using
active temperature control over the temperature environment
to minimize the likelihood of bursting/buckling the shell.
Clearly the thermal environment within the pressure vessel
has to be engineered to remain as constant as possible over a
wide temperature and pressure range: from 18 K to 573K and
1000 atmtoamaximum of 2200 atm (33,000 psi), respectively.

The OMEGA Cryogenic Target Handling System has dem-
onstrated that it is possible to process 0.95-mm-diam shells
withwallsasthinas 2.5 um at room temperature over aperiod
of threedays. Withthedesign goal beingto processa0.95-mm-
diam shell with a 1-um wall in less than two days, advanced
shell material sandimproved thermal engineering of theequip-
ment arerequired. Greater strengthwill providegreater margin
for the design of the permeation cell and will also offset
possible strength degradation from radiation damage.

The future use of tritium adds two complications to the pro-
cess: (@) hydrogen embrittles many metals, limiting the selection
of available aloys for making the pressure vessel, and (b) the
potential radioactive hazard requires heightened safeguards.

Radiation Effects

The decay of a triton produces an electron with a mean
energy of 6 keV and an energy range of 2 to 18 keV.® The
effect of thiselectron onapolymer isto rupturechemical bonds
andweakenthematerial .8 Giventhehigh DT density inatarget
(0.11 gm/cm3 for pressurized gasand 0.25 gm/cm3for ice), the
stopping power of the medium is appreciable and the 1/e
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penetration distance is less than 30 um. Consequently, only
tritium dissolved in the plastic wall and the tritium immedi-
ately adjacent to the plastic wall damage the plastic.

During the processing of cryogenic targets there are three
phaseswheretritium decay isanissue: (1) during the pressure
ramp, (2) during the cooling cycle, and (3) during layering.
During the pressureramp (0.05 atm/minfor al1-pum-wall shell)
the dose from the tritium dissolved in thewall (assuming 10%
solubility at 1 atm scaleslinearly withincreasing pressure) will
be approximately 50 MGy. Added to this is the contribution
from tritium adjacent to the shell wall, which is less than
2 MGy. During cooling at arate of 0.1 K/min, the dose will be
6 MGy, the majority coming from gas dissolved in the plastic
and lessthan 1 MGy from the adjacent gas volume. When ice
has formed and layered, the dose, primarily from the adjacent
icelayer, will be 0.3 MGy/h. Thiscontributionissmaller since
the 1/e penetration distanceisonly 9 um at ice density and the
amount of tritium dissolved inthewall isnegligible. Allowing
36 h to layer and deliver a target, the total dose to the shell
material may be expected to be of the order of 70 MGy. These
radiation doses are estimates based on the penetration distance
of 6-keV electrons at discrete temperatures and densities. A
rigorous analysis would be considerably more complex and
reguire more-detailed information than is available. The pur-
pose of thisanalysiswasto estimate the dosage for subsequent
radiation-induced damage experiments.

Inaneffort to quantify theeffect that radiation damagefrom
tritium decay may have on polyimide, polyimide shells were
irradiated with an electron beam from a scanning electron
microscope. The electron energy was 8 keV, and the current
flux calculated to be 7 mA/m?. The total integrated dose was
60 and 120 MGy. The results are summarized as follows: the
elastic modulus showed no change with exposure; the tensile
strength decreased from 280 M Pa (initially) to 266 M Pa at the
60-MGy dose and 240 MPa at the 120-MGy dose; and the
permeability did not change with dose. The property that
showed the higgest change was the elasticity/plasticity of
the system: the maximum elongation that polyimide can with-
stand is 27%. Exposure to 60 MGy reduces this to 20%, and
exposureto an additional 60 M Gy further reducesthisto 14%.
Noneof these performanceswill impair polyimidesufficiently
to affect thelikely survivability of the shell, but two important
issues remain: any impairment to the yield strain was not
determined, and any changein thetransparency of thematerial
was not investigated.
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The observed radiation resistanceisan important consider-
ation when evaluating polyimide material as a potential shell
material. Literature valuesfor the performance of polystyrene
(which possesses a chemical composition similar to plasma
polymer) suggest that the mechanical properties are consider-
ably moreimpaired than for heavily conjugated organic struc-
tures such as polyimide.6

Conclusions

Polyimideshellssuitablefor | CF cryogenic experimentson
OMEGA weredevel oped, and theassoci ated mechanical prop-
ertieswere determined to define the processing conditionsfor
operating the OMEGA Cryogenic Target Handling System.
Overall, polyimide targets offer aviable alternative to plasma
polymer capsules currently in use. The greatest virtue for the
polyimide material isits high radiation resistance (for tritium
application) and its excellent mechanical properties, which
lessen the demanding specificationsfor the equipment needed
to provide cryogenic targets.

The single biggest limitation to using the most thoroughly
developed and characterized polyimide, based on PMDA-
ODA chemistry, isthelow permeability of thematerial at room
temperature. This increases the processing time and exacer-
bates the deleterious effect of 3He production on the perfor-
mance of theimplosion. Importantly, thereare solutionsto this
problem, but each hasitsownimplications:. (1) The permeation
time can be reduced substantially by filling shells at elevated
temperature (up to 300°C), but this adds to the complexity of
the cryogenic system needed to provide these targets. (2) The
permeability can be dramatically increased by mechanically
straining polyimideto modify the crystallinemicrostructure of
polyimide, which achievesthe shortest-possiblefill time. The
technique has not been thoroughly developed, however, and
cannot yet be relied upon for routine production: the yield is
low and the magnitude and effect of the shell deformation
during the process remain too variable and not fully deter-
mined. The production aspects for this process have to be
developed further. (3) The final option for increasing the
permeability of polyimide is the most promising: change the
chemical formulation to add flexibility to the polymer chain.
Not only doesthisincrease the permeability at room tempera-
ture, but it also increases the permeability of the material over
a broad temperature range—a property that will increase the
survivability of thin-wall targetsduring processing. Thedisad-
vantage of this approach is the presence of fluorine in the
polymer and the effect fluorine has on the implosion physics.
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Anomalous Stimulated Raman Scattering and Electron Acoustic
Wavesin Laser-Produced Plasmas: A Linear M odel

Stimulated Raman scattering (SRS), an instability in which
light is scattered by and amplifies electron plasmawaves, has
long been a concern in laser-fusion research because of its
potential to reduce absorption and implosion efficiency. This
concern is enhanced by the unsatisfactory state of the theory,
particularly in accounting for the prevalence of anomalous
SRS—scattering from plasmawavesthat according to conven-
tional theory should be very heavily Landau damped.1=> Fur-
thermore, scattering fromwavessatisfying theel ectron-acoustic
(EA) dispersion relation (see below), which according to
conventional theory should also be very heavily damped, has
recently been identified.24 These observations imply that
Landau damping in laser-produced plasmas is often lower by
an order of magnitude than would be predicted by the conven-
tional linear theory of waves in aMaxwellian plasma.®

Since nonlinear Berstein-Green-Kruskal (BGK)® waves
are undamped and under some conditions satisfy the EA dis-
persion relation,” they have recently been invoked to account
for these phenomena.248 However, the observed EA wave
scattering (as well as much of the anomalous SRS) is at low
levels, so that the fundamental question is how the associated
plasma waves are amplified from small amplitudes (noise)
despite prohibitive linear damping, rather than how they be-
have at large amplitudes. While nonlinear analysishasaplace
in modeling large-amplitude processes such as saturation, it
seems appropriate to seek a linear explanation of the small-
amplitude aspects of anomalous SRS and EA waves.

We begin by observing that the undamped nature of BGK
wavesstemsnot fromtheir nonlinearity but rather fromthefact
that they represent al ocal flattening of thedistributionfunction
at the wave phase vel ocity (sincethetrapped distribution must
be an even function of velocity in the wave frame). Our model
of anomalous SRS posits alocal flattening of the distribution
function resulting from Landau damping of thermal noise
driven by SRS. We shall see that such a locally flattened
distribution function (LFDF) supports linear waves with re-
duced damping and enhanced SRS growth. Flattening result-
ing from Landau damping is a well-known process and
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representsanonlinear modification of theoriginal Maxwellian
but does not imply the formation of BGK waves. In fact the
evolution of the flattening is usually analyzed using so-called
quasi-linear (that is, nonlinear only inthesensethat itinvolves
products of linear wave quantities) theory,® as a result of the
damping of acontinuum of linear waves. For our purposesthe
significant propertiesof theflattening (itslocation, width, etc.)
can be ascertained from linear theory, and adetailed nonlinear
analysis of the dynamics of the flattening process is unneces-
sary. We first demonstrate that a LFDF arbitrarily close to a
Maxwellian supportslinear undamped plasmawaves. Wetake
amodel LFDF of the form

f(u) = fo(u) + fy(u) + f2(u), (1a)

where
folU) = %e‘”z, (1b)

(u—uog2
f(u) =~ f5(ug) (u-ug)e 4", (1c)
and
1 1 (u_uogz

fa(u) :g[ﬁ‘ fd'(uo)] EU_UO)Z ‘E(AU)Z% (B (1)

Velocities are normalized to v2o1, where ot is the electron
thermal velocity. Themodel thus comprisesaM axwellian that
has been “flattened” near Uy =g / «EUT) over therange Au,
so that f'(up)=0 and f" (up) =B, an arbitrary parameter.
Note that J’io f(u)du=1 and that f (u) isan analytic function
of uthat becomesarbitrarily closein L, normto the Maxwell-
ian fo(u) as Au is made small.

181



ANOMALOUS STIMULATED RAaMAN SCATTERING AND ELECTRON Acoustic WAVES IN LAsER-ProbuceD PLasvias, A LiINEAR MODEL

The corresponding dielectric function for waves of fre-
guency w and wave number k is given by

e(k,w)=1- ! % f'(u) du. 2

Substituting (1a)—(1d) into (2) gives

1

e(k,w) =1+ kAD)Z

[1+0z(Q)]

2

-
Upe

; YWt

(kKp)°

2y+(2y —1)Z(y)]

D

2
0

Oodod

x %(y2 —1)+E%y3 —ySZ(y)E 3

where Z denotes the plasma dispersion function,
Q= w/(ﬁva), and y= (Q —uo)/Au. The first two terms
on the right of (3) give gy(k,w) the dielectric function for a
Maxwellian.

For each value of kAp there are an infinite number of roots
of (3). For the Maxwellian case, the least-damped root is
usualy referred to as “the” electron plasma wave; the other
roots are very heavily damped and havelittle physical signifi-
cance. 10 Theflattening in the LFDF caseintroduces a new set
of roots corresponding to waves with phase vel ocities near uy,.
Theleast damped of these has much smaller damping than the
plasma wave for large kAp. It is of interest to determine the
conditions under which the damping of this root vanishes. In
that case Q isreal, and

2(Q) =ivre®” -2 Daws(Q),

where the Dawson function is defined as
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2 2 2
Daws(x) =e™* Iget dt=%«/ﬁe'x erfi (x).

Then for Q = ug we see from (3) that Im(¢) = O, and the
condition for aroot asAu - 0is

1+[1-2QDaws(Q)] /(k1p)” =0,

which is just the dispersion relation for electron-acoustic
wavesin aMaxwellian plasma. Electron-acoustic modeswere
proposed in 1962 by Stix, 11 who speculated that a particular
relative drift velocity of electrons and ions might cancel
Im[e(w, k)] and allow such modes to exist. As this seemed
rather contrived, EA modes attracted little interest and were
dropped from the second edition of Stix’s book.12 The experi-
mental observation of scattering from EA waves? therefore
came as somewhat of a surprise, and at first they were not
recognized as such.13 We will return to EA waves after inves-
tigating anomalous SRS in a LFDF.

We combine in the usual wayl* the electromagnetic equa-
tionsfor the pump and scattered light waveswith thediel ectric
function for the plasma waves (3) to obtain the dispersion
relation for SRS backscatter:

(k)= e(k, )] (- )’ - (k—ko)’? - f]

kzvgsc -
~[1-£(k w)] = ==0 (4)

Here kg and ay, are the wave number and frequency of the
pump (laser) wave, a, is the electron-plasma frequency (a
homogeneous plasma and fixed ions are assumed), and
Uosc = €Eg/Mwy is the electron quiver velocity in the laser
field Eg.

We begin by studying a Maxwellian (unflattened) plasma,
substituting & (k,w) in (4). Temporal growth rates of the
SRSinstability are found by solving (4) for wasafunction of
k. The growth rate is amaximum at the resonance where both
factors of the first term in (5) are small. Figure 92.29 shows
normalized growth rates y/ («E va) for alaser intensity of
1015 W/cm?, temperature of 4 keV, and various values of the
normalized el ectron-plasmadensity n/n. = w% / aﬁ , Wheren,
isthe critical density. In the absence of damping, the growth
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ratewouldbe yo/(«@va) ~1072, soitisevident that L andau
damping hassubstantially decreased thegrowthrate. Notethat
theresonant valueof kAp increasesand the resonance becomes
broader as the density decreases.

x 104

6 T T T T T T T T T

¥I(V2ko7)

_2 1 1 1 1 | 1 I 1 1
0.30 0.75 1.20
P2172 k;LD
Figure 92.29

The SRSgrowthratesinaMaxwellian plasmawith anincident laser intensity
of 1015 W/cm? and an electron temperature of 4 keV.

Sincemonoatonic distribution functionssupport only damped
waves, we may expect the localized distortion of the distribu-
tionfunctionresulting from damping of the SRS-driven plasma
wavesto continueuntil thereisapoint of inflection at thewave
phase velocity. Such asituation can be represented by aL FDF
with 8= 0. To model the flattening effect of SRS we choose
the flattening velocity Uy = Re(Quax), Where Qg is the
root corresponding to the peak growth ratesin Fig. 92.29. The
effectsof interest areinsensitiveto Au aslong asitissmall, so
wetakeAu=0.1. Resultsfor adensity of n/n. = 0.05 areshown
inFig. 92.30(a). Theupper linerepresentsthe electromagnetic
mode, effectively undamped in hot, low-density plasma, and
the lower curve represents the least-damped plasmamode. In
the absence of the pump these two modes would propagate
independently, but the coupling due to the pump produces the
SRSinstability near theresonance at kAp = 0.63. Owingto the
reduced Landau damping of the plasma mode resulting from
the flattening, the peak SRS growth rate is larger than in
Fig. 92.29 for the same plasma conditions by a factor of ~3.
Note that the flattening has also resulted in an undamped
electron-acoustic mode at kAp = 0.5. This mode does not
satisfy the wave-vector-matching conditions for Raman scat-
tering, however, so it is not driven.
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While substantially reduced by the flattening, the Landau
damping of the SRS plasma mode in Fig. 92.30(a) is still
significant. This damping will continue the net transfer of
particles from velocities below ug to velocities above ug until
the wave is undamped. We may thus expect the flattening to
overshoot, resulting in a small secondary maximum of the
distribution function near ug. Thissituation can be modeled by
a nonzero value of S; the value of 3 giving an undamped
plasmawave at the SRS matching wave vector is

3 +(kAD)2—2u0Daws(u0) 2(, 2 _UgD
ﬁ‘TEE' - +§@% e E

For the parameters of Fig. 92.30, 3 = 2.54, and the resulting
plot isseenin Fig. 92.30(b). The reduction in damping of the
plasma mode has increased the peak SRS growth rate as seen
at kAp = 0.63 in Fig. 92.30(b) by afactor of ~3 over the SRS
growth rate in Fig. 92.30(a). Note however that, owing to the
secondary maximum of thedistribution function, the EA mode
has now become unstabl e, with an even larger growth ratethan
the SRS. This suggests that the EA wave may quickly grow to
large amplitudes and disrupt the SRS process. Such aquench-
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Figure 92.30

(a) Theimaginary parts of the two |least-damped roots of the SRS dispersion
relation for aflattened distribution with ug = 1.71, corresponding to the peak
of the SRS growth curve in Fig. 92.29 for n/nc = 0.05. (b) The same
distributionfunction, but with Bincreased to give zero damping of the plasma
mode at the SRS resonance.
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ing mechanism may berelated to theintermittent interruptions
inthe SRSreflectivity seeninsimulations[Fig. 1(a) of Ref. 15]
and may help to explain why anomalous SRS reflectivities
saturate at much lower levels than standard (small kAp) SRS
reflectivities, though both have similar initial growth rates
(see, e.q., Fig. 4 of Ref. 5). It is also noteworthy that the SRS
growth rate peak inthe 3= 0 caseismuch narrower thanin the
original Maxwellianand consistsof asharp peak withasmaller
subsidiary peak at slightly smaller kAp; thisstrongly resembles
theform of the plasma-wave spectrum seenin SRSsimulations
[Fig. 1(b) of Ref. 15].

Thisanalysisof anomal ous SRS hasbeen based onalocally
flattened Maxwellian, an idealization capturing the essential
aspectsof adistribution function modified by L andau damping
while remaining mathematically tractable. However, the
Maxwellian itself represents an idealization; in areal plasma,
thermal and other fluctuations are continually causing local,
temporary distortionsin the form of the distribution function.
In particular, we may expect that such local distortionswill on
occasion result inareduction or elimination of the slope of the
distribution function. As noted above, such a distortion may
represent an arbitrarily small deviation from the Maxwellian
and still allow propagation of undamped EA waves. As the
slope of the distribution function relaxes back to its equilib-
rium value, such a wave would ordinarily become heavily
Landau damped and disappear. However, if it satisfies the
frequency and wave-number-matching conditions for SRS, it
will bedrivenjust asthe plasmawavein the case of anomal ous
SRS, resulting in amplification of the EA wave, maintenance
of thelocal flattening by L andau damping, and the production
of scattered light.

Such scattering has recently been seen at low levels in
experiments,* though it was attributed to a nonlinear EA-like
BGK mode. In fact, Refs. 4 and 8 suggest that such waves are
the source of anomalous SRS and, on that basis, propose
limiting SRSreflectivitiesin NIF targetsby modifying plasma
parameters so that kAp > 0.53 for the SRS-driven BGK wave
(suchwavesarelimited to kAp < 0.53). However, experiments
in which SRS originates from low densities indicate that this
nonlinear interpretation isimplausible. To seethisit is useful
to combinethe EA dispersion relation with the SRS resonance
conditions to obtain a relation between the scattered light
wavelength and the density at which scattering occurs. This
relationisshownin Fig. 92.31 for the plasmaparametersof the
experiments in Ref. 3 (laser wavelength 351 nm, electron
temperature T, = keV). Notethat EA-wave scattering does not
occur at densities below 0.08 critical; thisisrelated to thekAp
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<0.53restriction (at lower densitiesthe Debyelength becomes
too large to satisfy this condition for the SRS k). At higher
densities there are two possible scattered wavelengths; the
upper solution correspondsto plasma-wave scattering and the
lower to EA-wave scattering.

Two types of experiments are described in Ref. 3. In the
first, an interaction beam is focused on a relatively homoge-
neous plasma formed by an exploding foil; the density in the
interaction region is (from hydro simulations) about 0.2 criti-
cal. FromFig. 92.31itisseenthat plasmawavesat thisdensity
produce scattered light at about 650 nm, and that iswhat isseen
inthe experiment. No EA-wave scattering (at about 450 nm) is
detected. In the second type of experiment, however, the
interaction beam is focused on a plasma derived from a solid
target, so that a full range of densities down to vacuum is
represented in the interaction region. The SRS spectrum in
these experiments extends from 420 to 540 nm, indi cating that
low densities are necessary to produce scattering at these
wavelengths. The absence of SRS at higher densitiesislikely
due to the steeper density gradients there that hydro simula-
tions show in the solid-target experiments; such gradients
would equally rule out EA waves at these densities as the
source of the scattering. The scattering is, however, consistent
with anomalous SRS from plasma waves in densities <0.04
critical. At such densities and temperatures (~4 keV) EA

700 T , , :
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E 650 |- (Bohm-Gross) 7
ey
o 600 _
&
Q ss50f i
2
8 500 i
o
§ 450 SRS Electron-acoustic
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|
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n/ng
P2175
Figure 92.31

The scattered wavelength as a function of density for incident laser wave-
length 351 nmfor EA scattering and SRS. At long scattered wavel engths both
waves approach the Bohm-Gross dispersion relation but diverge at shorter
wavelengths (larger kAp).
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scattering does not exist, and reduced damping of the SRS
plasmawave (kAp ~1) isrequired to account for thedominance
of these wavelengths in the observed spectrum. Local flatten-
ing of the distribution function as described above therefore
seems the most satisfactory explanation for these results.

In summary, the model presented here shows that linear
wavesin alocally flattened distribution function can account
for both anomalous SRS and EA-wave observations. Severa
predictions of the linear model differ qualitatively from those
of the nonlinear approach. Among these: the linear model
accommaodates coexistence of SRS and EA waves, asseenin
Refs. 4and 13, andtheoccurrenceof SRSat very low densities,
asin Ref. 3. Thelinear model also suggests that proposal s248
to eliminate SRS in the NIF by altering plasma parameters so
that kAp > 0.53 may not be successful.
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Time Delay of the Resistive-State For mation in Superconducting
Stripes Excited by Single Optical Photons

Recently proposed superconducting single-photon detectors
(SSPD’s), based on ultrathin, submicrometer-width NbN su-
perconducting stripes, are characterized by picosecond re-
sponse times, high quantum efficiency, broadband single-
photon sensitivity, and extremely low dark counts.}:2 The
devices have immediately found a variety of applications
ranging from noninvasive testing of very-large-scale inte-
grated (VLSI) circuits® to quantum cryptography.*® Their
single-photon-counting ability has been interpreted within a
phenomenol ogical hot-el ectron photoresponsemodel proposed
in Ref. 1 and elaborated in Ref. 6. The model describes the
formation of a hotspot,” right after the single-photon absorp-
tion event, followed by in-plane growth of aresistive hotspot
area due to the high efficiency of the excited quasiparticle
multiplication processin NbN films.8 During this stage, how-
ever, the resistive state does not appear across the supercon-
ducting stripe because the size of a single normal hotspot,
created by an optical photon, is significantly smaller than our
stripe width.2 The resistive state appears due to a supplemen-
tary action of the device'sbias current density j, which should
be close to the stripe’s critical current density j.. After the
supercurrent is expelled from the normal hotspot region, the
bias current density in the stripe’s “ sidewalks” jg,, exceeds j.
[see Fig. 92.32(c)], resulting in the penetration of the electric
fieldinthesidewalk areasof thestripe.b Asaresult, weobserve
avoltage pulse that reflects theinitial act of photon capture.

The resistive-state development process presented above
should lead to an experimentally observable time delay in the
superconducting stripe’sresistive photoresponse.® This del ay,
in turn, if measured, would give direct confirmation of a
supercurrent-enhanced, hotspot-induced photoresponsemecha:
nism of our SSPD.1

The dynamics of the resistive-state formation in a photon-
illuminated, two-dimensional (2-D) superconducting stripe
depends on the radiation flux density incident on the device
and the bias current density, asis schematicaly illustrated in
Fig. 92.32. At relatively high (macroscopic) incident photon
fluxes, alarge number of hotspots are simultaneously formed
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in our superconducting stripe[Fig. 92.32(a)]. In this case, the
hotspots overlap with each other across a cross section of the
stripe. Since the stripe thickness d is comparable with coher-
ence length &, we can assume that for overlapping hotspots, a
resistive barrier is instantaneously formed across the NbN
stripe and, as aresult, avoltage signal is generated within an
electron thermalization time of 6.5 ps.19When the photon flux
is decreased, the hotspots become isolated [Fig. 92.32(b)].
Finally, for the flux containing one or less than one absorbed
photon per pulse, we can expect that, at best, only oneresistive

Figure 92.32

Schematic presentation of the dynamics of resistive-barrier formation across
asuperconducting stripe: (&) high (macroscopic) incident photon flux, (b) the
two-photon regime, leading to the generation of two hotspots in the cross
section of the superconducting stripe, and (c) the single-photon regime.
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hotspot will be formed in our stripe [Fig. 92.32(c)]. As we
mentioned above, in the single-photon regime, we postul ate
that the formation of a macroscopic resistive barrier can be
realized only when jg, surpasses ., which is associated with
macroscopic current redistribution and should lead to acertain
time delay in the resistive-state formation.

Even if the two-photon detection mechanism’2 does not
correspond exactly to the situation presented in Fig. 92.32(b)
since the hotspots can either partially overlap or coincide, the
scenarioillustrated in Fig. 92.32(b) should result in ameasur-
abletimedelay t4for thevoltage pul segeneration, correspond-
ing to the time period between the initial hotspot appearance
and the eventual development of aresistive barrier across the
entire cross section of the superconducting stripe. In terms of
the superconductor dynamics, ty is the time required for a
superconductor energy gap A to be reduced to zero by the
current in the sidewalks and, for jg, > j., can be calculated
using the Tinkham model 11 as

é1
_ £
ty _ZTAF[ZJ'SN/(&/E]C)]Z+ (6 _ ¢4

df, (1)

0

where 1, 02.41rg /[ T/T, isthegap relaxation time® (1¢
is the inelastic electron—phonon collision time at the Fermi
level at To) and f = A/Dg (Ag= A at 0K). 1

The devices used in our experiments were 4 x 4-um2-area,
meander-type, NbN stripes with d = 10 nm, a nominal width
w=130nm, and thetotal length of about 30 um. Thestructures
were superconducting at T, = 10.5 K and exhibited j. = 6 x
108A/cm? at 4.2 K. Detailsof their fabrication and implemen-
tation as SSPD’s are described in Refs. 2 and 4; here we only
wanted to stress that with the constant j, I of the meander is
determined by its narrowest segment, and, according to our
supercurrent-enhanced, resistive-state formation model, the
narrowest segments of the stripe contribute the most to the
SSPD photoresponse.2 The atomic force microscope images
showedthat irregularitiesin our stripeswereupto 25 nm, close
to the cantilever resolution limit. At the sametime, thel . of the
meander structures, measured at 4.2 K, was typicaly 60%
lower than | for thecontrol (short) stripefabricatedinthesame
process. Thus, to account for the width variations, we intro-
duce the effective stripe width we, corresponding to the detec-
tor segments most active in the resistive-state formation and
photon detection, and we estimate wj, to be 80 nm.
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Our devices were mounted inside a cryostat on a cold base
plate maintained at 4.2 K, wire-bonded to a 50-Q microwave
stripe line, and connected to the bias and output circuitry
through a cryogenic bias-tee. As optical excitation, we used
100-fs-wide pulsesfromaTi:Al,O5 laser with awavelength of
810 nm and a repetition rate of 82 MHz. The laser radiation
power was attenuated down to a picowatt range using banks of
neutral-density filters. Voltage pulses generated by our
SSPD’swereamplified directly by aroom-temperatureampli-
fier and fed to a synchronously triggered Tektronix 7404
single-shot digital oscilloscope, or they were counted by afast
electronic counter. The photon counter was used to determine
the single-photon, two-photon, or multiphoton regimes of
operation of our devices, as described in detail in Refs. 1 and
2. The amplifier and the oscilloscope had bandwidths of 0.01
to 12 GHz and 0 to 4 GHz, respectively. Thus, the ~100-ps
real-time resolution of our entire readout system was deter-
mined mainly by the oscilloscope performance. On the other
hand, digital averaging procedures of acquired pulsesallowed
usto achievetherelative-timeresolution (e.g., delaysbetween
the photoresponse pulses generated under different photon
excitations) of ~5 ps, due to extremely low intrinsic jitter in
our measurement system.

Figure 92.33 presents the measured time delays in the
photoresponse signal versus the number of absorbed photons,
calculated as the photon flux density incident upon the mean-
der multiplied by the device detection efficiency (DE).2 The
data are presented for two experimental bias conditions at
1/ic =0.85 (opencircles) and j/j. = 0.6 (closed circles) and
correspond to the SSPD single-photon and two-photon re-
gimes of operations, respectively.

We will discuss the single-photon (j [ic = 0.85) regime
first, remembering that for our 4 x 4-um? device, DE for
counting single, 810-nm photons at j/j. =0.85 is ~1073
(Ref. 2). We observe that for large absorbed photon fluxes
(macroscopic number of photons per pulse) ty does not de-
pend on the radiation flux. Clearly, this situation corresponds
tothemulti-hotspot-generation casepresentedin Fig. 92.32(a).
We will use this condition as a reference and refer to it as
ty=0. Whentheincident flux isdecreased to about 10 absorbed
photons/pul se, thearrival sof the photoresponse signalsstart to
be time delayed with respect to the multiphoton response and
ty increases. Subsequently, ty saturates when the flux density
is decreased down to about 1071 absorbed photong/pulse. In
this case, we are in the single-photon counting mode
[Fig. 92.32(c)]. Theresafter, the arrival of the photoresponse
pulseis not further delayed in time scale even if we attenuate
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TiMe DELAY OF THE RESISTIVE-STATE FORMATION IN SUPERCONDUCTING STRIPES EXCITED BY SNGLE OPTICAL PHOTONS

theflux down to 10~3 absorbed photons/pul se. Weinterpret the
measured timeinterval betweenthemultiphotonandthesingle-
photon responses, Aty = 65+5 ps, as the time needed for
supercurrent redistribution around a single, photon-created
hotspot and subsequent formation of theresistivebarrier for j g,

> e

We repeated the same experiment, but with a significantly
lower bias current applied to the detector (curve j/j. =0.6in
Fig. 92.33). Inthiscase, according to Ref. 2, the probability of
detecting asingle, 810-nm photon by our 4 x 4-um? deviceis
negligibly small; thus, at least two photons are needed to
generate the resistive response. As seen in Fig. 92.33, the
observed behavior (closed circles) is very similar to that
measured for j/j. =0.85; we can clearly identify the time-
delay phenomenon and find Aty = 70£5 ps. The main differ-
ence is that the observed photoresponse delay is now shifted
into significantly higher levels of the incident photon flux.
The value of tq starts to be nonzero for ~10% absorbed
photons/pulse, and it flattens at ~10 absorbed photons/pul se.
Thelatter value is very consistent with the two-photon detec-
tion mechanism.12
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Figure 92.33

Experimental time delay tq of the resistive-state formation in a NbN super-
conducting stripe as afunction of the incident absorbed photon flux density.
Open circles correspond to tq measured when the stripe was biased with
i/Jc =0.85 (single-photon regime), and closed circles represent j/j. = 0.6
and the two-photon regime. Solid lines are guides to the eye. The measure-
ment error is +5 ps.
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Finally, we can compare our experimental results with ty
calculated for our experimental conditions, using Eg. (1) and
Tz = 10 ps.10 The current density in the sidewalks in the
narrowest (most-active) segments of the meander can be cal-
culated as jgy = j[we/(we —dhs)] , where dps = 30 nmis the
diameter of the hotspot for 810-nm photons.2 Thus, for the
experimental j/j. = 0.6 condition, jgy/jc =0.96 andissub-
critical in a single-hotspot regime. However, doubling the
hotspot size!? gives jgy/jc =1.28, which is sufficient to
generate a resistive barrier across our stripe. In a similar
manner,when j/j. =0.85, jgy/]ic issupercritical andreaches
1.36 when the single hotspot is formed. Figure 92.34 shows
the ty dependence on jgy/Jc; the solid line represents the
Tinkham model,11 while the two closed circles refer to our
measured Aty values, corresponding to the jgy/jc =1.36 and
jsw/Je =1.28 conditions, respectively. We note that our ex-
perimental values are reasonably close to the theoretical pre-
diction, remembering that the Tinkham theory isapplicablefor
clean superconductors, while our 10-nm-thick NbN films are
inthedirty limit. In addition, the discrepancy can berelated to
the accuracy of our wj, estimation.

300 T I T I T I T
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72611
Figure 92.34

Time delay tq asafunction of the normalized current in the sidewalks of the
superconducting stripe jgy/jc. The two measured values of Aty (solid
circles) correspond to the single-hotspot and two-hotspot formation at
jsw/Jc =1.36 and jgy/Jc =1.28, respectively. The solid line represents the
theoretical prediction, calculated using Eqg. (1), and the horizontal error bars
are calculated for the hotspot-diameter variations of 301 nm.
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In conclusion, we observed the time-delay phenomenon in
theresistive-state response in ultrathin, submicrometer-width
NbN superconducting stripes, excited by single optical pho-
tons. The observed phenomenon directly showsthat theresis-
tive state across an ultrathin, submicrometer-width supercon-
ducting stripe upon absorption of an optical photon is due to
photon-induced hotspot formation and subsequent redistribu-
tion of the supercurrent into the sidewalks of the stripe. Our
measurements agree well with a theoretical prediction based
on the Tinkham model of the resistive-state formation in
superconducting stripesunder the supercurrent perturbation. 11
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LLE’'s Summer High School Research Program

During the summer of 2002, 15 students from Rochester-
area high schools participated in the Laboratory for Laser
Energetics' Summer High School Research Program. Thegoal
of this program is to excite a group of high school students
about careersin the areas of science and technology by expos-
ing them to research in a state-of-the-art environment. Too
often, students are exposed to “research” only through class-
room laboratories, which have prescribed procedures and pre-
dictable results. In LLE's summer program, the students
experience many of the trials, tribulations, and rewards of
scientific research. By participating in researchin areal envi-
ronment, the students often become more excited about careers
in science and technology. In addition, LLE gains from the
contributions of the many highly talented students who are
attracted to the program.

The students spent most of their time working on their
individual research projects with members of LLE’stechnical
staff. The projectswere related to current research activities at
LLE and covered a broad range of areas of interest including
laser optics modeling, analysis of OMEGA implosion experi-
ments, hydrodynamics modeling, cryogenic target physics
and characterization, liquid crystal chemistry, thin-film depo-
sition, and thedevel opment and control of |aser fusion diagnos-
tics (see Table 92.1V).

The students attended weekly seminars on technical topics
associated with LLE's research. Topics this year included
lasers, fusion, hol ographic optics, hydrodynamic stability, labo-
ratory astrophysics, computer-controlled optics manufactur-
ing, and microcontrollers and their applications. The students
also received safety training, learned how to give scientific
presentations, and were introduced to LLE’s resources, espe-
cially the computational facilities.

190

The program culminated on 28 August with the “High
School Student Summer Research Symposium,” at which the
students presented the results of their research to an audience
including parents, teachers, and L LE staff. The students’ writ-
ten reportswill be bound into apermanent record of their work
that can be cited in scientific publications. These reports are
available by contacting LLE.

One hundred forty-five high school students have now
participated inthe program sinceit beganin 1989. Thisyear’s
students were selected from approximately 50 applicants.

At the symposium, L LE presented its sixth annual William
D. Ryan Inspirational Teacher Award to Mr. James Keefer, a
physicsand chemistry teacher at Brockport High School. This
award includes a $1000 cash prize. Alumni of the Summer
High School Research Program were asked to nominate teach-
erswhoplayedamajor roleinsparkingtheirinterestinscience,
mathematics, and/or technology. Mr. K eefer wasnominated by
Priya Rajasethupathy, a participant in the 2000 Summer Pro-
gram. Priya credits Mr. Keefer with preparing her well for
college and writes of her former teacher: “What impresses me
most about Mr. Keefer is his teaching style, his ability to
communicate with his students and captivate their interest.”
Mr. Jeff Brown, principal of Brockport High School, also had
many words of high praise for Mr. Keefer. He noted that
Mr. Keefer “is an exceptiona teacher recognized by our
students, faculty, administration, and community.” He also
said that Mr. Keefer “has some unique qualifications’ asheis
certified in five areas of science (earth science, chemistry,
biology, physics, and general science).

LLE Review, Volume 92



LLE's SumMER HicH ScHooL ResEARcH PROGRAM

Table 92.1V: High School Students and Projects—Summer 2002.

Name

High School

Supervisor

Brief Project Title

Megan Alexander

Honeoye Falls—Lima

J. Zuegel/W. Se

ka Picket Pulse Shaping with Phase
and Amplitude Modulation in the
Frequency Domain

=

Stefan Astheimer Honeoye Falls-Lima P. B. Radha Estimation of Magnetic Fields in
Direct-Drive Implosions

Christine Balonek Byron-Bergen K. Marshall Optical Applications of Lyotropic
Liquid Crystalline Polysaccarides

David Dingeldine Churchville—Chili J. Knauer Plasma Energy Measurement with a
Open-Cell Metal Foam

Sonya Dumanis Harley School V. Smalyuk Structure of Shell Modulations Near|
Peak Compression of Spherical
Implosions

Sid Ghosh Pittsford—Mendon P. Jaanimagi Secondary Electrons from X-Ray
Photocathodes

Kyle Gibney Livonia C. Stoeckl Computer-Controlled Neutron
Diagnostics

Sharon Jin Victor S. Craxton A Ray-Tracing Model for Cryogenic
Target Uniformity Characterization

Jue Liao Brighton R. Epstein Rayleigh—Taylor Growth Rates for
Arbitrary Density Profiles Calculated
with a Variational Method

Christopher Moody Spencerport D. Harding Characterization of the Absorption
Spectrum of Deuterium for Infrared
Wavelengths

Phoebe Rounds I[rondequoit S. Craxton Multiple-Tripler Broad-Bandwidth
Frequency Conversion

Micah Sanders Pittsford—Mendon N. Bassett Thin Film Characterization,GLAI
Utilizing Reactive Pulsed dc
Magnetron Sputtering

Gurshawn Singh Rush—Henrietta J. Marozas 2-D Pulsed Laser Beam Modeling
Using PROP

Archana Venkataraman Brighton F. Marshall Characterization of Multilayer

Diffractors for Framed
Monochromatic Imaging

Joy Yuan

Pittsford—Mendon

M. Guardalben

Noncollinear Phase Matching in Op

ical

Parametric Chirped-Pulse Amplificatior
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FYO02 Laser Facility Report

Increased user demand was met in FY02 by expanding the
available shot time during select weeks. Ten weeks were
extended to four shot days by shooting one 8-h day, two 12-h
days, and one 16-h day. This adjustment raised the total
executed shots by 11%—from 1289 in FY 01 to 1428 in FY 02
(see Table 92.V). Shaped-pulse cryogenic implosions high-
lighted the ongoing development of direct-drive cryogenic
capability. A total of 21 spherical cryogenic D, targets were
shot on OMEGA. Some of the cryogenic target shot time was
devoted to characterization and system reliability improve-
ments. Planar cryogenic target capability was also activated,
and many shots were executed under LLE’s Stockpile Stew-
ardship Program (SSP) campaign. Highlights of other
achievementsand active projectsasof theend of FY 02include
the following:

e An IR streak camera with pulse-shape analysis software
became a key operational tool to optimize pulse-shape
performance. Combined with some changes to the control
system for pul se-shape setup and upgradesto the regenera-
tive oscillator hardware, the changes have resulted in dra-
maticimprovementstodelivered-pul se-shape performance.

 Infrared amplification occurs across alarge variety of gain
stages. By far, the highest gain stage is the regenerative
(regen) amplifier, with 1 x 10° gain. One of theflash-lamp-
pumped laser regensfor OMEGA wasreplaced by adiode-
pumped versionthat operatesconsi stently without feedback
stabilization. This diode-pumped laser improves pulse-
shape performance. Theremaining regenson OMEGA will
be changed over to the new design in FY 03.

e Thedistributed polarization rotator (DPR)—one of the key
optics for beam smoothing on target—was modified for
remote removal and reinstallation. The cassette-style re-
moval system retractsthe optic from the UV beamlineinto
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a protective housing. Having the capability to insert or
remove these components improves flexibility for
reconfiguring to indirect-drive setups. The full 60-beam
complement of actuatorswill be completed early in FY 03.

The OMEGA laser is designed to provide a high degree
of uniformity and flexibility in target illumination. The
ability to impose a controlled assymmetric on-target irra-
diation pattern was developed and used extensively. This
capability isusedto benchmark multidimensional hydrody-
namic simulations by imposing known nonuniform com-
pression conditions on spherical targets. It is also used to
modify laser-irradiation conditionsfor beam-to-beam x-ray
yield balance.

Modifications to the stage-A alignment sensors on
OMEGA have streamlined an item of flexibility frequently
exploited by LLE principal investigators. The backlighter
driver alignment handoff to the OMEGA beamlines was
re-engineered to expedite configuration setupsthat require
the use of this source.

Scientists and engineers from Lawrence Livermore Na-
tional Laboratory along with LLE collaborators success-
fully implemented a green (second harmonic, 527 nm)
target irradiation capability on one of the 60 OMEGA
beams. This capability utilizes the existing OMEGA fre-
guency-conversion crystalswith the tripler detuned so that
maximum 527-nm conversion is achieved.

A revised set of direct-drive phase plates was designed
and is being fabricated to further optimize irradiation uni-
formity for spherical implosions. These optics are going to
be available in mid-FY 03 and are expected to have im-
proved smoothing characteristics in the mid-spatial-
frequency range.
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Table 92.V: The OMEGA target shot summary for FY 02.

Planned Number | Actual Number

Laboratory of Target Shots | of Target Shots
LLE 755 720
LLNL® 405 413
LANL 130 132
SNL 20 24
NLUF 120 118
CEA 20 19
Tota 1450 1426
LLEISE 306
LLE SSP 204
LLERTI 66
LLELPI 44
LLE Astro 46
LLE Cryo 21
LLEDD 18
LLEPB 15
LLE Total 720

*Includes ten in collaboration with LANL and seven with SNL.

FYO02 LasEr FaciLiTy ReporT
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National Laser Users Facility and External Users Programs

During FY02, 698 target shots were taken on OMEGA for
external users' experiments. This is the highest number of
target shotsever taken by external usersonOMEGA inasingle
year and represents a 16% increase in external user shots over
FYO01. The external user shots accounted for 49% of the total
OMEGA target shots in FY02. External users’ experiments
were carried out by eight collaborative teams under the Na-
tional Laser Users' Facility (NLUF) Program as well as col-
laborations led by scientists from Lawrence Livermore
National Laboratory (LLNL), Los Alamos National Labora-
tory (LANL), SandiaNational Laboratory (SNL), the Nuclear
Weapons Effects Testing (NWET) Program, and the Commis-
sariat I’ Energie Atomique (CEA) of France.

NLUF Programs

FY 02 was the second of atwo-year period of performance
for the eight NLUF programs approved for FY01-FY 02 ex-
periments. The eight NLUF campaignsreceived atotal of 118
target shots on OMEGA in FY02.

The Department of Energy (DOE) issued solicitations in
mid-FY 02 for NLUF proposals to be carried out in FY 03—
FY04. DOE raised the NLUF funding allocation to $800,000
for FY 03 andisexpected toincreaseit to $1,000,000 for FY 04
to accommodate the high level of interest shown in the use of
OMEGA to carry out experiments of relevance to the National
Nuclear Security Agency (NNSA) Stockpile Stewardship Pro-
gram. NLUF participants use these funds to cover their costs
for carrying out experiments on OMEGA. The participants do
not pay the OMEGA operating costs for carrying out their
experiments; the operation of OMEGA isfunded by the DOE-
LLE Cooperative Agreement.

A total of 13 NLUF proposals were submitted to DOE for
considerationfor FY 03—FY 04 support and OM EGA shot allo-
cation. Anindependent DOE Technical Evaluation Panel com-
prised of Dr. TinaBack (LLNL), Dr. David Bradley (LLNL),
Dr. DavidMontgomery (LANL), and Dr. Richard Olson (SNL)
reviewed the proposals on 10 June 2002 and recommended
that up to nine of the proposal s be approved for partial funding
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and shot allocation during FY 03-FY 04. Table 92.VI1 lists the
successful proposals.

FY02 NLUF Experiments
Theeight NLUF experiments carried out in FY 02 included
the following:

Atomic Physics of Hot, Ultradense Plasmas.

Principal Investigators: C. F. Hooper, Jr. (University of
Florida), D. A. Haynes (Fusion Technology Institute, Univer-
sity of Wisconsin), and collaborators from Los Alamos Na-
tional Laboratory, the University of Wisconsin, and LLE.

The objective of thisstudy isto produce hot (el ectron temper-
ature T > 1.5 keV), dense (electron density ~ 5 x 102 cm™)
plasmas on OMEGA and to study these plasmas using x-ray
spectroscopy. The focus of the work over the last two years has
been on studying direct-driveimplosionsof CH shellsfilledwith
deuteriumdopedwithAr. A total of 11 shotsweretakenthisyear,
and the results are currently being analyzed.

Determination of Temperatures and Density Gradientsin
Implosion Cores of OMEGA Targets.

Principal Investigators: R. C. Mancini (University of Nevada,
Reno), J.A.Koch (LLNL), and collaboratorsfrom Prism Com-
putational Sciences, LLE, LLNL, and Howard University.

The goal of this project is the spectroscopic determination
of 1-D temperature and density gradients in implosion cores
produced in OMEGA indirect-drive implosion experiments.
Themethod isbased on anovel self-consistent analysis of data
from simultaneous x-ray line spectra and x-ray monochro-
matic images. This represents a significant advance on previ-
ouseffortsof x-ray spectroscopy of implosion coresthat relied
solely on the analysis of space-integrated spectra to extract
spatially averaged temperature and density in the core.

Targets consisted of Ar-doped, D,-filled plastic shells

placed inside Au hohlraums, and the targets were driven by 30
OMEGA UV beams. During FY 02, the spectroscopic method
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Table 92:VI: List of successful FYO3—FY04 NLUF Proposals.

NATIONAL LASER UsERS' FACILITY AND EXTERNAL USERS' PROGRAMS

Principal Investigator Affiliation Proposal Title
R. P. Drakest al. University of Michigan Experimental Astrophysics on the
OMEGA Laser
B. B. Afeyan Polymath Research, Inc. Optical Mixing Controlled Stimulated

Scattering Instabilities: Generating
Electron Plasma Waves and lon-Acoustig
Waves to Suppress Backscattering
Instabilities

R. D. Petrasso and C. K. L| Massachusetts Institute of Technolog Time Evolution of CapsulpR and Proton

Emission Imaging of Core Structure

C. McKeeet al. University of California, Berkeley OMEGA Laser Studies of the Interaction

of Supernova Blast Waves with Interstellg
Clouds

R. K. Fisher General Atomics

High-Spatial-Resolution Neutron Imaging
of Inertial Fusion Target Plasmas Using
Neutron Bubble Detectors

M. Meyerset al. University of California, San Diego | Dynamic Properties of Shock-Compresse

Single Crystals byn-situ Dynamic X-Ray
Diffraction

H. Baldiset al. University of California, Davis Studies of lon-Acoustic Waves (IAW)

Under Direct-Drive NIF Conditions

R. Manciniet al. University of Nevada, Reno Experimental and Modeling Studies of 2-

Core Gradients in OMEGA Implosions

R. Jeanloz University of California, Berkeley Recreating Planetary Core Conditions on

OMEGA

for core gradient determination was expanded in two ways.
First, the original method based on the self-consistent analysis
of Ar x-ray line spectra and Ar Heg line monochromatic
images (i.e., two criteria) was extended to a three-criteria
(i.e., more-stringent) method based on the search for plasma
gradientsthat yield the best fitsto x-ray line spectraand the Ar
Hegand Ly gmonochromatic emissivities. Thespatial distribu-
tion of monochromatic emissivities is extracted via an Abel
inversion of intensity lineouts from x-ray images. This multi-
objective data analysis problem is efficiently solved with a
niched Pareto genetic algorithm. The algorithm is general and
can be applied to other cases of multi-objective data analysis
as well. Second, an alternative technique to analyze the tem-
perature gradient was developed. It isbased on thefact that the
local ratio (i.e., point-by-point in the plasmasource) of Lygto
Heg emissivities is a strong function of the temperature with
aweak (residual) dependence on the density. Asaresult, tem-
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perature gradients can now be determined by two different
techniques and cross-checked for consistency.

The MMI-2 x-ray imager for indirect-drive implosions
was successfully fielded and tested. This new instrument uses
a target-mounted pinhole array and a flat multilayer-mirror
Bragg reflector to record numerous narrowband x-ray images
spanning the 3- to 5-keV photon energy range (seeFig. 92.35).
The pinhole diameters are 5 um, and the spatial resolution is
10 um.

Figure 92.36 showstypical datarecorded by MMI-2. Each
image spans=75 eV along the spectral axis. Groups of images
can be combined to produce line-based images. Continuum-
based images can also be extracted from the data. As aresult,
several line- and continuum-based images can now be re-
corded in the same shot. In particul ar, the problem of intensity
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Figure 92.35

Schematic illustrating the concept of the MMI-2 x-ray imager. A target-
mounted pinhole array provides numerous high-resolution, high-brightness
X-ray images, and in combination with amultilayer Bragg mirror, it produces
an array of quasi-monochromatic dispersed core images. This multispectral
imaging technique is based on an LLE-devel oped technique.l

OMEGA shot 26787

U307

Figure 92.36

An array of implosion-core images recorded with MMI-2 in OMEGA shot
26787. Three Ar line transitions are indicated along the spectral dispersion
axis: Lyq (3.734 A), Heg(3.369 A), and Lyg (3.151 A). The subgroup of six
images shows different portions of each image covered by the Ly emission.
This subgroup of imagesis used to produce the Ly g-based image of the core
shown at the bottom of the figure.
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and structure of continuum-photon contribution to line-based
images can now be addressed with greater accuracy. Aninter-
active datalanguage (IDL)—based code waswritten to process
MMI-2 data, combine subgroups of images, and produce
different types of x-ray core images.

Sudies of the Fundamental Properties of High-Energy
Density Plasmas.

Principal Investigator: R. D. Petrasso (MIT Plasma Science
and Fusion Center) and collaboratorsfrom MIT, LLE, LLNL,
and SUNY Geneseo.

Proper assembly of capsule mass in inertial confinement
fusion (ICF) implosions is of fundamental importance for
achieving ignition, 2% and experimental information about
implosion dynamics is crucia both for understanding how
assembly occurs and for validating numerical simulations.
Without carefully tailored assembly of the fuel, hot-spot igni-
tion planned for the National Ignition Facility (NIF)2® and the
Laser Megajoule Facility (LMJ)® will fail. Hot-spot ignition
relies on shock coalescenceto “ignite” the hot spot, followed
by burn of the compressed “shell” material (compressive
burn). The relationship between these events must be under-
stood to ensure the success of |CF ignition.

In the last year, the MIT/LLE collaboration, as part of the
MIT NLUF program, obtained gated measurements of areal
density (pR) at pivotal momentsin thetarget’s evolution: first
at shock coal escence and then 400 pslater during compressive
burn. These measurementswere accomplished through the use
of 14.7-MeV protons generated by the fusion of the fuel
constituents—deuterium (D) and helium (3He)—inimploding
capsules with 24-um-thick plastic (CH) shells.”-8 An accurate
determination of pR evolution and asymmetry is made by
measuring the proton energy downshift at different times and
in many different directions.

Earlier measurements of pR utilizing primary 14.7-MeV
protons’~2 and secondary protons'© concentrated on proper-
ties and dynamics during compressive burn for implosions of
capsules with 20-um-thick CH shells. These studies included
PR asymmetries, 11 fuel-shell mix,1215 and the effects of
beam smoothing uponfuel pR.912.16|n addition, x-ray absorp-
tion techniques!’ have been used to study aspects of pR
modulations at peak compression and during decompression.

Direct-driveimplosionswere conducted on OMEGA, with

60 beams of frequency-tripled (351-nm) UV light in a 1-ns
square pulse and atotal energy of ~21 kJ.18 Full smoothing of
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the laser beams was used, 12 and beam-to-beam energy imbal-
ance was typically <5% rms. Two types of hydrodynamically
similar capsules were used, all with a nominal diameter of
940 pum and a shell thickness of 24 um. CH-shell capsules
were filled with approximately 6 atm of D, and 12 atm of
3He. Capsules with shells of CD (or 1 um of CD inside of
23 um of CH) were filled with approximately 20 atm of
SHe. Theprincipal diagnosticsfor thiswork were high-resolu-
tion, charged-particle spectrometers simultaneously viewing
each implosion from different directions (the spectrometers
and their properties are described in Ref. 8). In addition, the
neutron temporal diagnostic (NTD) measured the D fusion
burn histories.1®

Thefollowing reactionsoccur inimploding capsulesfueled
with D and 3He:

D+D - p(3.0 MeV)+T(1.0 MeV), 1)
D+D - n(25MeV) +3He(0.8 MeV), )
D +3He - p(14.7 MeV) +a (3.6 MeV). 3)

This analysis uses the high-energy proton of Reaction (3)
because it can easily penetrate the larger pR during compres-
sive burn while, in contrast, the 3.0-MeV protons of Reac-
tion (1) are ranged out. Figure 92.37 shows proton spectra
obtained simultaneously at five different viewing angles for
shot 24811. In each spectrum, two distinct peaks are clearly
evident. The narrow, higher-energy peak is associated with
burn of ~40-ps duration at shock coalescence, while the
broader, lower-energy peak is associated with the ~150-ps
compressive burn that occurs about 400 ps after the shock.20
For each of thetwo peaksin each spectrum, the average energy
downshift of the 14.7-MeV protons was evaluated and is
shown in Fig. 92.38 along with data from several other shots.
Through the use of plasma stopping power calculations,?!
these energy downshifts are related to the capsule pR
(Fig. 92.38 and Table 92.V11). The capsule pR at shock coales-
cence, which occurs 1.7+0.1 ns after the beginning of the 1-ns
laser pulse, is ~13.0+2.5 mg/cm?. During compressive burn,
the average pRincreases to 70+8 mg/cm?. Since the tempera-
ture of the shell is at or below 1 keV at both shock and
compression times, and since nearly all energy loss occurs
through the shell,”10 these pR determinations are insensitive
to exact values of the evolving temperature and density.2!
Table 92.VII summarizes the data of Fig. 92.38, which also
show that asymmetries as large as 30 mg/cm? in areal density
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exist during compressive burnin theseimplosions. Thiseffect
has been reported for capsul eswith 20-um-thick shells10 and
for cryogenic capsules.10

Theiontemperatureat shock burn canbemeasured fromthe
spectra. As shown in Fig. 92.39, the shock peak iswell fit by
a Gaussian. After accounting for the effects of the instrument
response, -8 a Doppler-derived ion temperature of 61 keV is
obtained. Thistemperatureis higher than the neutron-derived
Doppler-width temperature characterizing the compressive
burn, which is about 3 keV. This method of temperature
determination from the width of the 14.7-MeV proton spec-
trum hasbeen previously used for thin-shell, high-temperature
implosions.” At shock burn (for thick-shell implosions), the
shell isrelatively “thin,” the shock-induced ion temperatureis
relatively high, and the duration (~40 ps) is sufficiently short
that little evolution in pR occurs. In contrast, the compression
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Figure 92.37

Spectraof high-energy protons generated from the fusion of D and 3Hein an
imploding ICF capsule (shot 24811). The spectrometers viewed the implo-
sionfromfivedifferent directions; each plotisidentified by the OMEGA port
used.8 The narrow high-energy peak is associated with shock-coal escence
burn; the broad low-energy peak is associated with compressive burn.
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Theaverage energy downshifts (from 14.7 MeV) for the shock and compres-

sion burn peaks of each spectrum from shot 24811 (as shown in Fig. 92.37) Figure 92.39

and from several others. From plasma stopping power cal culations,?! values A shock-induced ion temperature can be determined by fitting a Gaussian to
of (pR) can be associated with the plotted values of AEp, and the right- theshock peak, correcting for theinstrument response, and assuming Doppler
hand vertical axis scale is meant to show the approximate correspondence broadening. For this spectrum the result is 6.8 keV, and the mean for all
(Table 92.VII lists more-exact values for averages over groups of shots). spectra from this shot (24811) is 6 keV with a standard deviation of 1 keV.

Table 92.VII: Values of (oR) inferred from measured 3ble proton energy losses

(calculated with the slowing-down formalism of Ref. 21, using energies
averaged over all available spectra for each shot). For capsules3ith D
fuel and CH shells, it was assumed that the slowing was dominated by CH
at T, < 1 keV andp = 2 g/en? at shock coalescence or 20 gfcat
compression burn. For capsules witte fuel in CD shells, which produce

no shock yield, it was assumed that the slowing was dominated by CD at
T, < 1 keV andp = 20 g/lcni. The “+” refers not to measurement
uncertainties but to the standard deviation about the mean of individual

measurements for each shot.

Shot Fuel Shell (PRYshock (PR comp

(mglcn?) (mglcn?)
24086 18 atm BHe 24um CH 13.22.6 70.69.7
24811 18 atm BHe 24um CH 13.32.0 71.66.1
24812 18 atm BHe 24um CH 13.82.5 71.%9.2
25614 18 atm BHe 24um CH 13.%2.6 67.68.7
27473 18 atm BHe 24um CH 12.92.3 70.%5.8
27485 18 atm BHe 24um CH 15.21.6 67.812.1
27474 20 atnfHe 24um CD — 79.58.3
27479 20 atnfHe 24um CD — 81.316.4
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burn peak for the protons (as noted previously’) is far wider
than the Doppler width and, the effects of measured asymme-
try’~9 and geometry® notwithstanding, largely reflects pR
evolution over the compressive burn (~150 ps).

To validate the interpretation that the high-energy peak
(Fig. 92.37) isdue to shock coalescence, and to explore other
important aspects of implosion physics, a second series of
implosionswere performed using ahydrodynamically similar
capsulewith 20 atm of 3Hein a24-um-thick CD shell. Spectra
fromtheseimplosions[seetheexamplein Fig. 92.40(b)] show
asingle compression peak downshifted in energy by about the
sameamount asmeasured inthefirst seriesof experiments[see
Fig. 92.40(a)]. Notably absent, however, is the shock peak in
Fig. 92.40(a) that occurs between 14 and 15 MeV. This means
that no D from the shell has mixed into the central, high-
temperatureregion at shock time.22 Conversely, by thetime of
compressive burn, mixing of the CD shell with the 3He must
have occurred (Fig. 92.40) in order for D3He reactions to be
present (see Refs. 12—15 for more discussion of mix).
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Figure 92.40

The shock-induced burn that is present in plot (a) is absent when the fuel is
changed to pure 3He within a CD shell [plot (b)], although the compressive
burnisstill present because of fuel—shell mix. Besides validating the identi-
fication of the shock-induced peak, these data demonstrate the absence of
fuel—shell mix in the central regions of the capsule at shock coal escence.
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The spectrum of Fig. 92.40(b) can also be directly inter-
preted to meanthat, at | east for theseimpl osions, theshell isnot
riddled with holes during compressive burn even though low-
mode asymmetriesexist (Fig. 92.38). If therewereholes, there
would be a high-energy peak in Fig. 92.40(b). This issue is
important since concern exists asto whether shell breakup, as
a consequence of Rayleigh—Taylor instability, occurs prior to
burn propagation and ignition, thereby quenching ignition.

Toimprovetheunderstanding of the physical processesand
totest thevalidity of 1-D hydrodynamic simulationsinrealis-
tic circumstances, we show a comparison of simulated?® and
experimental charged-particle spectrain Fig. 92.41. Thebasic
structure of the experimental data is reproduced reasonably
well by thesimulation. Of particular relevanceisthe compari-
son at shock coalescence since, as experimentally demon-
strated, the effects of mix are minimal and 1-D simulations
should be at their most accurate because they do not include
mix effects. In this context, the ratio of experimental yield to
theoretical yield [so called yield-over-clean (YOC)] is about
60%; the predicted pR is 10 mg/cm? while the experimental
valueis 13 mg/cm?; the predicted shock temperatureis 8 keV,
while the measurement is 6+1 keV. It is also noteworthy that
the predicted interval between shock and compression burnis
500 ps, while the measured interval is ~400 ps. Since shock
timing and coalescence are critical to ignition at the NIF and
theLMJ, 2% experimentstotest thelimitsof validity of ignition
simulation codes should be helpful to this endeavor. In addi-
tion, it seems entirely plausible that similar measurements
could bemade at the NIF at various phasesin the devel opment
and testing of ignition capsules.
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Figure 92.41
A comparison of 1-D simulation to data from shot 24811.
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In summary, the first measurements of pR evolution occur-
ringin| CFimplosionswereconductedinthecourseof thispast
year’s work on this program. In the 400-ps interval between
shock coalescence and compression burn, the azimuthally
averaged pR changed from 13.0£2.5 to 70+8 mg/cm?. The
experimentsdemonstrated that fuel—shell mix hasnot occurred
in the central regions of the imploding capsule at shock
coal escence, and that the shock-induced temperature is about
6 keV. Asmixisinconsequential at thisstage of theimplosion,
these and other measured parameters offer a sensitive test of
1-D shock physics simulations. The experiments further dem-
onstrated that, at least for these types of implosions, gaps and
holes do not riddle the shell at compression burn.

Several intriguing avenues exist for advancing these mea-
surements and improving the understanding of implosion
dynamics. As pR is sufficiently small at shock coalescence,
3.0-MeV protons from Reaction (1) will readily penetrate the
shell and lead, in principle, to an even more accurate measure-
ment of the shell pR at that instant. Such experiments, as well
as higher-accuracy spectrometers for D3He fusion reactions,
are being planned. With more-accurate pR measurements at
shock coalescence, studies will be undertaken to establish
whether pR asymmetries exist at that time, and whether these
asymmetries persist and amplify through the compression
burn phase,10.11 thereby accounting for the notable asymme-
tries that have been measured at that critical stage.

High-Spatial-Resolution Neutron Imaging of Inertial Fusion
Target Plasmas Using Bubble Neutron Detectors.

Principal Investigator: R. K. Fisher (General Atomics) and
collaboratorsfrom LLE, CEA, and LLNL.

Bubble detectors that can detect neutrons with a spatial
resolution of 5 to 30 um are a promising approach to high-
resolutionimaging of NI Ftarget plasmas. Gel bubbledetectors
were used in successful proof-of-principle imaging experi-
ments on OMEGA.. The results were presented in an invited
talk at the October 2001 Meeting of the Division of Plasma
Physics of the American Physical Society and published in
Physics of Plasmas.?4

Until recently, bubble detectors appeared to be the only
approach capable of achieving neutron images of NIF targets
with the desired 5-um spatial resolution in the target plane. In
2001, however, NIF reduced the required standoff distance
from the target, so that diagnostic components can now be
placed as close as 10 cm to the target plasma. Thiswill alow
neutron imaging with higher magnification and may make it
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possible to obtain 5-pm-resolution images on the NIF using
deuterated scintillators.

Sincegel detectors(which consist of ~10-um-diam dropsof
bubbledetector liquid suspended inaninactive support gel that
occupies ~99% of the detector volume) are easy to use, they
werechosenfor theinitial testsson OMEGA. Thebubblescould
be photographed several hours after the neutron exposure.
Imaging NIF target plasmas at neutron yields of 101 will
reguire ahigher-detection-efficiency detector. A liquid bubble
chamber detector should result in an ~1000-times-higher neu-
tron detection efficiency, which iscomparableto that possible
using scintillation detectors.

A pressure-cycled liquid bubble detector will require a
light-scattering system to record the bubble locations a few
microseconds after neutron exposure, when the bubbles have
grown to be ~10 um in diameter. The next major task planned
under this grant will be to perform experimental tests to
determine how accurately the spatial distribution of thebubble
density can be measured under the conditions expected in the
NIF. The bubble density will be large enough to produce
significant overlap in the two-dimensional images, so wewill
need to be able to measure bubbles behind bubbles. One of the
goals of these testsis to determine if a simple light-transmis-
sion approach is feasible. One of the concerns at very high
bubble densities is that light scattered out of the path can be
rescattered back into the transmitted light path by bubblesin
neighboring paths.

Examination of the “ Cone-in-Shell” Target Compression
Concept for Asymmetric Fast Ignition.”

Principal Investigators: R. B. Stephens (General Atomics) and
collaborators from LLNL and the Institute of Laser Engineer-
ing (ILE), Osaka University, Osaka, Japan.

Investigation of the compression hydrodynamics of fast-
ignition targets continued in FY 02 with several shotstaken on
“cone-in-shell” indirect-drive targets. The results from these
experiments showed that while the hydrodynamic codes used
to design thesetargets captured the gross dynamicswell, there
were details of the experiment that were not predicted by the
code calculations.

*This work was performed under the auspices of the U.S. Department
of Energy under Contract No. DE-FG03-00SF2229, by the University of
California, Lawrence Livermore National Laboratory under Contract No.
W-7405-ENG-48, and with the additional corporate support of General
Atomics.
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The separation of compression and ignition in the fast-
ignition (FI) concept?> requires a new approach to target
design. Thestrict symmetry and smoothnessrequirementsof a
target compressed to generate and enclose anignition spark by
dense, cold fuel are replaced by a much more complex set of
considerations. The fusion burn is optimized by creation of a
uniformly dense fuel mass. The symmetry of that mass is
relatively unimportant, but its surface must be pure DT and
accessible to an ignition beam. The ignition energy must be
delivered by ashort-pul selaser, but the compression drive can
be accomplished by any means—Ilaser (direct and indirect
drive), heavy ion beam, or z-pinch.

S. Hatchett (LLNL) designed an indirect-drive target based
on the cone-in-shell FI target concept?® [Fig. 92.42(a)]: A
hollow cone is inserted in the side of the shell to provide a
protected line of sight to the assembled fuel mass. Modeling
suggeststhat the presence of the cone substantially changesthe
target’simplosion dynamics[Fig. 92.42(b)]; surprisingly, one
should achieve the most-compact target with a deliberately
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asymmetric drive [Fig. 92.42(c)]. The modeling might not
properly capture details of the flow as the shell slides down
along the cone surface; thereisaconcern that high-Z material
fromthe conemight mix into the assembl ed fuel mass, thereby
hinderingignition. Thismodel wastested onascal e-1 hohlraum
at OMEGA. Each collapse was radiographed with an x-ray
framing camera, which took a sequence of 16 x-radiographs
(Fig. 92.43). Withthisinformation it waspossibleto determine
theimplosion velocity and diameter, density, and symmetry at
stagnation. X-ray images were taken alternately through dif-
ferent filters to identify any gold contamination in the as-
sembled fuel. The experimental radiographswerevery similar
to the simulations; apparently the effect of the inserted cone
was well described by LASNEX modeling, and both the shell
and the drive were smooth enough that compression instabili-
ties had minimal effect. As predicted, it was found that an
asymmetricdrivedoesseemtoresultinamore-compact target,
but that that configuration also generatesagasflow that blows
out thetip of the conejust about at the stagnation point. There
were subtle differences between simulation and experiment.

(b) (©)

Figure 92.42

(@) Cross section of aFl cryo target designed to implode to pR ~ 2 g/lecm? when driven by a 190-eV hohlraum:; (b) density cross section of target at stagnation
when driven symmetrically; and (c) density cross section when drive is 10% hotter on the side away from the cone.
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Figure 92.43

Eight of a series of 16 x-radiographs taken during atest of the cone-in-shell target design on OMEGA.. The frames are 70 ps apart.

Supenova Hydrodynamics on the OMEGA Laser.

Principal Investigators: R. Paul Drake (University of Michi-
gan), B. Remington (Center for Laser Astrophysics-ILSA,
LLNL), and collaboratorsfrom LLNL, CEA Saclary (France),
LLE, LANL, University of Arizona, University of Colorado,
University of Chicago, SUNY Stony Brook, Naval Research
Laboratory, and Eastern Michigan University.

The fundamental motivation for thiswork isthat superno-
vae are not well understood. Recent observations have clari-
fied the depth of this ignorance by producing observed
phenomenathat current theory and computer simulations can-
not reproduce. Such theories and simulations involve, how-
ever, anumber of physical mechanisms that have never been
studied in isolation. During FY02 experiments were per-
formed under this NLUF Program in compressible hydrody-
namics and radiation hydrodynamics, relevant to supernovae
and supernovaremnants. These experimentsproduce phenom-
enainthelaboratory that arebelieved, based on simulations, to
be important to astrophysics but that have not been directly
observed in either the laboratory or an astrophysical system.
The experiments were focused on the scaling of an astro-
physically relevant, radiative-precursor shock, preparations
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for studies of collapsing radiative shocks, and the multimode
behavior and onset of turbulencein three-dimensional, deeply
nonlinear evolution of the Rayleigh—Taylor (RT) instability at
a decelerating, embedded interface. These experiments re-
quired strong compression and decompression, strong shocks
(Mach ~10 or greater), flexible geometries, and very smooth
laser beams, which means that the 60-beam OMEGA laser is
the only facility capable of carrying out this program.

The experiments benefited from a strong collaborative
effort that coupled a core experimental team to theoretical
groupsat several institutions. Thisenabled the devel opment of
experimental designs through advance simulations and the
comparison of theresults of the experimentsto simulations by
more than one code. A standardized approach to the experi-
ments was also devel oped, enabling the pursuit of more than
one experiment simultaneously, and thus the exploitation of
the extensive theoretical capabilities of this collaboration.
These experiments are sufficiently complex yet diagnosable,
so they are excellent for verification and validation (V& V) of
complex computer codes, including those produced by the
Advanced Scientific Computing Initiative (ASCI) Alliance
Center at the University of Chicago. This program is also a
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critical stepping stone toward the use of the National Ignition
Facility (NIF) both for fundamental astrophysics and as a
critical component of ASCI V&V.

The supernova hydrodynamics experiments conducted in
FY 02 included the following:

a. Radiative Precursor Shocks: The scaling of radiative
precursor shocks was investigated. These experiments in-
volved the initial acceleration of a block of material to high
velocity. The block of material then drove a shock wave
through low-density foam at approximately 100 km/s, which
was fast enough to produce a radiative precursor. The pre-
cursor is strongly sensitive to the shock velocity, so it was
possibleto control it by varying the laser energy. Figure 92.44
shows a photograph of a target used for experiments on
OMEGA. Uptoten laser beamsstruck thefront surface of this
target, delivering several kJof energy to an 800-pm-diam spot
inal-nspulse. Thelaser irradiation shocked and accelerated
a60-um-thick plasticlayer that crossed a 160-p/m vacuum gap
toimpact thelow-density foam, usually of density 0.01 g/cm3.

Figure 92.44

An image of the target for the radiative precursor experiments. The laser
beams approach from the left, driving a shock wave through the foam
contained in the rectangular structure.

The structure of the precursor was investigated using ab-
sorption spectroscopy. Additional laser beams irradiated a
thulium backlighter plate, permitting animaging crystal spec-
trometer to obtain absorption spectra like those shown in
Fig. 92.45. Absorption lines were detected from up to six

LLE Review, Volume 92

NATIONAL LASER UsERS' FACILITY AND EXTERNAL USERS' PROGRAMS

different ionization states. The lines from higher ionization
statesappear at higher temperatures. From theentire spectrum,
one could determinethelocation of the shock, thetemperature
of the shocked material, and the temperature profile in the
radiative precursor, with the help of the OPAL2? atomic code.
It was observed that the precursor became longer as the laser
drive energy increased, and that its behavior was consistent
with asimple model of the threshold velocity for the produc-
tion of a precursor. A paper based on these data was recently
published in Physical Review Letters.28 These experiments
are now entering an analysis and writing phase. In addition, it
is anticipated that such experiments will provide quality
benchmark cases for astrophysical modeling. Participants in
such comparisons will include the University of Maryland
and the ASCI Flash Center at the University of Chicago.
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Figure 92.45
Absorption spectra at three locations, showing the spatial development of
four of the absorption lines. The spectra are offset vertically for clarity.

b. Radiative Shocks: Astrophysical shocks, whenthey become
cool enough, enter aradiatively collapsing phaseinwhichtheir
density can increase several orders of magnitude. All super-
nova remnants eventually pass through this phase, and such
shocks arise in a number of other contexts. This team’s work
with radiative-precursor shocks in foams represented a first
step into radiative hydrodynamics. With the adoption of gas
targets, however, shocks can be produced on OMEGA that
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radiatively collapse. Several OMEGA shotswere devoted to a
preliminary attempt at such an experiment during FY 02. They
used only radiography asadiagnostic. Figure 92.46 showsthe
datathat were obtained onthefirst attmpt. Theoverlaid profile
shows the average of a 290-um-high horizontal strip through
the unobstructed portion of theimage. One can clearly seethe
absorption feature due to the shock. Its position confirms that
the shock velocity is well above 100 km/s. The laser and
diagnostic settings were optimized for other experiments on
thisday, causing significant motional blurring (and weakening
the absorption feature). Much better data can and will be
obtained in future experiments. Such experimentswill occupy
approximately half of thetarget shots planned for the next year
under this NLUF program.

U323

Figure 92.47
Structures developed at 26 ns from a two-mode perturbation.
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Figure 92.46
Imageand profilefrom afirst attempt to produceacollapsing radiative shock.
The notch in the profile toward the right is produced by the shocked gas.

c. Multimode Rayleigh-Taylor (RT) Instability at a Decel-
erating, Embedded Interface: It isfruitful to examine multi-
mode systems because (a) the actual stellar explosionsinvolve
many modes and (b) the growth of multimode structuresis a
more-severe test of simulations. During FY 02 data were ob-
tained that showed the time evolution of the structures pro-
duced frominitial conditionsincluding one mode, two modes,
and eight modes. The perturbations were designed to keep the
global peak-to-valley amplitude constant at 5 um as the num-
ber of modeschanged. Figure 92.47 showssomedatathat were
obtai ned using atwo-mode perturbation, and Fig. 92.48 shows
somedatafor an eight-mode perturbation. At earlier times, the
multimode data show articulated spikes. Later, as in these
figures, they show the emergence of large-scale features.
Additional data are needed and will be obtained soon. The
emergence of the large-scale features will be compared with
theories of bubble merger. The effect of the number of modes
on the width of the “mix region” will also be examined.
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Figure 92.48
Structures developed at 26 ns from an eight-mode perturbation.

d. Onset of Turbulence in RT Instability at a Decelerating,
Embedded Interface: Basedonascalinganalysis,itisbelieved
that it will be possible to observe the transition to a turbulent
state in the evolution of RT that develops from a 3-D initial
condition. Figure 92.49 shows a radiograph of the structures
producedfromaninitial 3-D perturbationthat included asingle
modewith 71-umwavel ength and noi se at much shorter wave-
lengths introduced when the (50-mg/cc) foam was machined.
By this time, the unstable fingers have devel oped significant
modal structure and have moved forward and overtaken the
shock. Earlier, thefingershaveasimpler spectral structureand
remain well behind the shock. L ater, the ability to distinguish
the fingers is lost perhaps due to rapid diffusion caused by
turbulence. Continuationsof these experimentswill determine
whether, in fact, the onset of turbulenceisbeing observed, and
further analysiswill evaluatetheimplicationsfor astrophysics.
Several publicationsbased on thiswork have appearedin print
during the last year.2%-31 One additional manuscript has been
submitted for publication.32
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Figure 92.49
An experiment with a 3-D initial single-mode perturbation produced these
structures 17 nsinto the experiment.

Sudies of the Dynamic Properties of Shock-Compressed
FCC Crystals by In-Situ Dynamic X-Ray Diffraction.
Principal Investigators: H. Baldis (University of Californiaat
Davis), D. Kalantar (LLNL), and collaborators from LLNL,
LLE, the University of Californiaat San Diego, University of
Oxford, and LANL.

This experiment usestime-resolved dynamic x-ray diffrac-
tion to investigate the response of alattice under shock com-
pression. Over thelast two yearsthiswork included studies of
shocked single-crystal Si with peak pressures ranging from
<100 kbar to 200 kbar, experiments on single-crystal Cu3? to
study the dislocation density in the post-shocked material
(these studiesincluded recovery of shocked samples) at pres-
sures ranging from 100 to 600 kbar, and investigations of
deformation substructure in Cu.

Major accomplishments during the reporting period in-
clude the following:

* Implementation of multi-target shots. In several series of
shots during this year, diffraction targets, VISAR wave
profile targets, and shock-recovery targets were simulta-
neously fielded on shots. This approach greatly increases
theeffectivenessof target shotsproviding triplethedataper
shot than would have been available if the three experi-
ments were individually shot.33
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» A pressure scan for Si was completed to record multiple
lattice planes.

e Thewave profile of shocked Si was recorded.

» Theshock breakout from 200 mm Cuwasused to determine
the timing for future diffraction measurements.

» Shocked crystals were recovered and examined.

Inrecent experimentsamultiplefilm plane (MFP) diagnos-
tic has been implemented that allows the observation of x-ray
diffractionfromawiderangeof | attice planes(Fig. 92.50). The
MFP has been used to record diffraction from Si shocked at a
rangeof pressuresasseeninFig. 92.51. Figure92.52illustrates
the analysis of such images showing a multi-wave structure
that depends on intensity. A maximum of 6% compression is
observed for the range of pressures attained on Nova and
OMEGA in x-ray and direct-drive modes.

A two-phase approach has been adopted to analyze these
data. First, the line pattern of known crystal configurationsis
predicted; then the diffracted lines are fit to the prediction to
determine the lattice spacing and unit normal vector. An IDL
code is used to calculate the expected diffraction pattern for a
given crystal lattice.

Optical Mixing of Controlled Stimulated Scattering
Instabilities (OMC S3) on OMEGA.

Principal Investigator: Bedros Afeyan (Polymath Research
Inc.) and collaborators from LLNL, LANL, and LLE

The goal of this experiment is to examine suppression of
backscattering instabilities by the externally controlled gen-
eration of ion-acoustic-wave or electron-plasma-wave turbu-
lence. The experiments in general consist of using optical
mixing techniques to generate resonant ion-acoustic waves
(TAW) in flowing plasmas created by the explosion of foils
irradiated by the OMEGA laser. During this year the interac-
tion scaling with probe intensity was examined.

The transmission of the probe beam and the Raman
reflectivity of the pump beam were measured systematically
for alarge number of probe beam energies. The scaling of the
Raman suppression with probe beam energy was examined,
and transmission enhancement at |ow energiesthat saturatesat
high energies was observed (see Fig. 92.53). The energy
transfer at high probe energies is significant, and the SRS
suppression in the wavelength or plasma density window that
corresponds to Mach-1 flow is suppressed significantly, up-
wards of factors of 8.
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Figure 92.50

(a) Hlustration of theconcept of dynamicx-ray diffrac-
tion in probing response of crystals to laser-driven
shocks; (b) schematic showing the MFP diagnostic;
and (c) illustration of typical experimental configura-
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Figure 92.51 Figure 92.52
Images of a diffracted signal from different lattice planes taken from a Lineout from x-ray diffraction data of Si for various energies showing a
shocked-Si experiment on OMEGA at different laser-drive energies. maximum | attice compression of ~6.4%.
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Measured transmission of the probe beam and the Raman reflectivity of the
pump beam asafunction of probebeam energy. Notethat with the pump beam
off, the transmission of the probe beam is|ess than 50%, even at moderately
low energies, and decreases with energy down to less than 40% at a probe
beam energy of ~490 J. The reflectivity of the pump beam falls with
increasing probe energy. The energy transfer at high probe energies is
significant, and the SRS suppression in the wavelength or plasma density
window that correspondsto Mach-1 flow is suppressed significantly, upward
of factors of 8.

FY02 LLNL OMEGA Experimental Program

TheLLNL programon OMEGA in FY 02 totaled 406 target
shotsfor target ignition physics, high-energy-density science,
and NWET (Nuclear Weapons Effects Testing). This repre-
sents a 30% increase over the target shots taken by LLNL on
OMEGA in FYO01. Highlights of these experiments include
the following:

Laser—Plasma Interactions: Beam-energy-transfer experi-
ments were continued during FY 02 to investigate beam-en-
ergy transfer34for avariety of NIF target/beam configurations
in order to select the optimum configuration to minimize the
potential deleterious effects of this process on NIF targets.

To expand the LPI (laser—plasma interaction) database on
OMEGA, oneof the OMEGA beamlineswasmodified to allow
it to generate second-harmonic radiation for LPI experiments.

Cocktail Hohlraums: Experiments continued to investigate
the potential of “cocktail” hohlraum materials to increase the
soft x-ray emission and energy coupling to capsule in NIF
targets. During FY 02, detailed atomic physics model predic-
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tions were verified on OMEGA experiments by observing
enhanced cocktail re-emission at 450 eV (see Fig. 92.54).
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Figure 92.54

During FY 02 cocktail hohlraum experiments were conducted on OMEGA
that in conjunction with LASNEX code simulations indicate that cocktail
materials may be advantageous compared to Au for the NIF hohlraums.
(a) Cocktail geometry; (b) experimental data from cocktail hohlraum
experiment comparing Au and “cocktall” re-emission; (c) cocktail-to-Au
intensity ratio at 450 eV (squares) and 750 eV (circles) plotted as afunction
of radiation temperature from the OMEGA experiments compared to the
LASNEX predictions.
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X-Ray Thomson Scattering: X-ray Thomson scattering can
accessthe density/temperature parameter spacethat ischarac-
teristic of the Fermi degenerate to warm dense matter regime
(seeFig. 92.55). OMEGA experiments have demonstrated for
the first time spectrally resolved x-ray Thomson scattering

data®® (Fig. 92.56). These experiments are important because
they indicate that x-ray Thomson scattering may work for ICF
implosions. Future experiments are planned to investigate
superdense matter using this technique.
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Albedo Experiments: A seriesof experimentswereinitiatedin
FY 02 on OM EGA to measure the absol ute al bedo of asecond-
ary hohlraum as shownin Fig. 92.57. Three detectors are used
in this measurement: DANTE, a PCD in H11, and aPCD in
P11. DANTE is the primary diagnostic, while the P11 PCD
monitors the effect of the secondary hohlraum and the H11
PCD serves as backup for the DANTE measurement. Initial
measurements confirmed that the secondary hohlraum has no
significant effect on the primary’s radiation temperature. In
measurements comparing the albedo of Au and U, the Au
albedo was observed to be smaller than that of U.

Secondary
hohlraum H11 PCD
Primary S -
hohlraum S S .
( Ph > ~ N o ~N
—> > N
PS Pd),\ N N N .
p L
P11 PCD 4 DANTE
|

U333

Figure 92.57

Schematic of the* Albedo” experiment. A half-hohlraumisirradiated by aset
of OMEGA beams and provides radiation that heats a secondary hohlraum
attached toitsback. DANTE isthe primary diagnostic viewing thewall of the
secondary hohlraum; the H11 PCD is a backup for DANTE. The P11 PCD
monitorsthe primary hohlraum to determinethe effect of the secondary onits
radiation temperature.

Hot Hohlraum: A series of experiments are underway on
OMEGA to produce high-radiation-temperature hohlraumsby
reducing the scale size of the hohlraums. Hot hohlraums are
needed for NIF opacity experiments, but their physics regime
is not well understood. Scaled experiments at OMEGA are
used to compare experimental results to theoretical models.
The laser coupling to the hohlraum was determined as a
function of scale size by measuring x-ray drive, backscatter,
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and intensity of hot electrons. Scale-1/2 and -1/4 hohlraums
were driven in a half-hohlraum configuration, and radiation
temperatures of ~350 eV were demonstrated.

Gas-Filled Radiation Sources: Experiments continued under
an NWET program to develop high-efficiency x-ray sources
for the NIF. During FY 02 the experiments were designed to
explore x-ray emission in the >10-keV region. Typical targets
included Kr-filled CH cans(1.2 mmlong, 1.5 mmindiameter).
Figure 92.58 shows time-framed x-ray images from two ex-
periments with 0.5-atm- and 1.5-atm-Kr-filled cans. X-ray
emission isobserved fromthefull extent of the can (1.2-mm x
1.5-mm diameter) and beyond the duration of the 1-ns laser
pulse in both cases.

Shot 25819
0.5 am Kr

r
L @

0.2ns

0.7ns

1.2ns

Shot 25818, 0.2ns
15amKr
0.7ns
12ns
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Figure 92.58

X-ray framing camera images from shot 25819 (0.5 atm Kr) and 25818
(1.5 atm Kr) show the pressure dependence in the evolution of >10-keV
x-ray emission. The times are referenced to the start of the ~1-ns-long laser
pulse.

Dynamic Hohlraums: A series of experiments dubbed “dy-
namic hohlraums’ werecarried out on OMEGA indirect-drive
mode. Theseexperimentsweredesignedtoimagearadiatively
collapsed shock. The configuration is shown schematically in
Fig. 92.59. A gas-filled CH shell isirradiated directly by 40
OMEGA beams. To achieveasuniformadriveaspossiblewith
only 40 polar beams, the polar-beam energies are lowered in
comparison to the rest of the beams. Typical data from these
implosions are shown in Fig. 92.60.
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Nonideal Implosions: The nonideal implosion (NIBI) experi-
ment is designed to study highly distorted implosions. This
experiment, carried out on OMEGA in FY 02, used the direct-
drive configuration shown in Fig. 92.61.

Experimentswere carried out with symmetrical capsulesas

well asmachined capsul eswith a50° radiographictracer “cap”
as shown in Fig. 92.62.
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Figure 92.59
Schematic illustration of the “dynamic hohlraum™ direct-drive implosion
experiment designed to image a radiatively collapsed shock.

27527 (all Xe) framing camera

Figure 92.60

Streaked (left) and gated (right) x-ray
images of x-ray-backlit implosions of
Xe- and Xe/Do-filled CH shells. The
separation between the plastic shell and
the collapsed shock is discernable in
shotswith Xefill but not on shots with
partial D> fills

Double-Shell Implosion Experiments: The effect of Au
M -band asymmetry on the implosion of double-shell capsules
is being investigated on OMEGA. The motivation for this
work isthat 80% of the radiation reaching the inner shell ina
double-shell configuration is 2 to 4 keV Au “M-band” radia-
tion. Simulationsindicate that the inner glass shell will suffer
an ~25% distortion from an ~10% P2 M-band asymmetry at a
convergence of ~60%. To ameliorate this problem, an elon-
gated hohlraum configuration is being explored.
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Figure 92.61
System configuration for the OMEGA NIBI experiment. Forty OMEGA beams are used to drive the implosion while twenty beams are used to produce two

separate backlighting views. The forty drive beams can be adjusted to produce various asymmetric drive configurations. The beamsindicated in yellow on the
left are used for the two backlighting views.
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Figure 92.62
Target schematics (left top and bottom) for some of the NIBI implosion targets. The time-gated x-ray-backlit images on the right show the evolution of the

core asymmetry when the targets are driven with a strong ¢ = 1 mode (higher energy on the top pole).
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Charged-Particle Spectrometry in Indirect-Drive Implosions:
To assess the effectiveness of charged-particle spectrometry
on the NIF, acollaborative experiment involving LLNL, MIT
PSFC, and LLE was implemented on OMEGA in FY02.
During the experiment D3He-filled shellswereimploded in a
conventional hohlraum configuration. Wedged-range-filter
(WRF) spectrometers were used to measure the yield, spec-
trum, and spatial distribution of primary D3He protons. Initial
resultsfrom these shotsindicate that capsule areal density can
be measured with this configuration. When viewed through a
diagnostic hole in the hohlraum, the proton slowing down
indicated acapsule pR~ 42+9 mg/cm? compared to apredicted
areal density of ~49 mg/cm?. No large asymmetriesin proton
emission were observed. It was concluded that charged-par-
ticlespectrometry can beanimportant diagnosti c techniquefor
indirect-drive targets. Improvements in the diagnostic were
suggested by the results of these experiments to optimize the
technique for indirect-drive experiments.

IDrive: Work continued on OMEGA in FY 02 to implement
the IDrive technique as a high-pressure drive technique for
materials studies. One of the goals of this program is to
measure the material strength of solid aluminum (6061) at
peak pressures of ~300 kbar. The experiments include soft
recovery of accelerated foilsin order to provide the opportu-
nity for microscopic analysis of the highly strained regions of
the materials.

FY02 LANL OMEGA Experimental Program

The LANL program on OMEGA in FY 02 continued exper-
iments in support of stockpile stewardship (ACE), cylindrical
mix (CYLMIX), and double-shell implosion campaigns and
began the asymmetric direct-drive sphere (ADDS) campaign.
LANL continued NIF phase-2 diagnostic development and
also collaborated with alarge national group on the hydrody-
namic jet experiment. LANL also provided shock-breakout
measurementsfor the SandiaNational L aboratory (SNL) ablator
characterization campaign. Each of these experimental cam-
paigns has been documented in pre- and post-shot reports.
Highlights of these experiments include the following:

ACE Experiments: The ACE experiments successfully ob-
tained data in support of the Stockpile Stewardship Program.
Thisyear anew backlighter configuration was devel oped that
provides views of the experiment at two different times, thus
increasing the efficiency of the experiments. In collaboration
with AWE, afluorescence-based spectro-meter wasfielded to
measure temperatures in radiation-driven experiments.

212

Asymmetric Direct-Drive Spheres: Thegoal of theasymmetric
direct-drive spheres (ADDS) campaign is to elucidate the
effect of mix on imploding capsules. The experiment uses
directly driven DT-filled capsules. The energies of each laser
beam are adj usted so that the capsul eseesapositiveor negative
drive asymmetry as measured by the second L egendre mode.
Theoretical calculations predict a difference in neutron yield
and core shape, depending on the sign and magnitude of the
asymmetry. The primary diagnostics of mix are neutronyield,
imaging of the emitted neutrons, and x-ray imaging (in col-
laboration with LLE).

Figure 92.63 presents the first simultaneous neutron and
x-ray images of asymmetric implosions. The predicted shapes
and neutron yields agree with the measurements in direction
and magnitude.

CYLMIX: The Richtmyer—Meshkov instability occurs when-
ever a strong shock passes through an interface between two
materials. The CYLMIX experiments study this instability
under unique convergent, compressible, miscible plasmacon-
ditionsin the presence of a strong (Mach number greater than
5) shock. To produce a strong shock, small plastic cylinders
(Fig. 92.64) are directly driven by the OMEGA laser.36 The
implosion trgjectory has been carefully mapped and simula-
tions tuned to match the measurements, asin Fig. 92.65.

As the cylinders implode, the marker band mixes into the
surrounding material andthemix widthismeasured. Thisyear,
extensive measurements spanning several nanoseconds were
made of the dependence of the mix width ontheinitial surface
roughness of the marker layer as afunction of time. Compari-
sons with simulations to validate hydrodynamic models have
been made.

Hydrodynamic Jet Experiment: LANL also participated in a
large collaboration that includes researchers from LLNL,
AWE, LLE, U. Michigan, and NRL to simulate jets in super-
nova explosions.3” Astrophysical codes will be validated by
comparison to OMEGA experimental data. The experiments
are presently optimizing the target and diagnostics while
designwork linking 2-D LASNEX cal cul ationstotheradiation-
hydrodynamic code RAGE is underway. Exploratory experi-
ments were conducted this year.

NIF Diagnostics: Development continued on Phase 2 fusion

product diagnostics for the NIF. A second Gas—Cerenkov
gamma-ray burn-history diagnostic, with increased time reso-

LLE Review, Volume 92



NATIONAL LASER UsERS' FACILITY AND EXTERNAL USERS' PROGRAMS

Spherica Prolate Oblate

L L

26668 26665 26666

200 um

A
Y

26664 26665 26666

Figure 92.63
X-ray (top) and neutron (bottom) images for three different degrees of asymmetric drive. The x-ray images are from the GM X| diagnostic, and the 14.1-MeV
neutron images were obtained in a LANL/CEA/LLE collaboration. All images are as seen by the diagnostic. The arrows indicate the perturbation axis.
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Figure 92.64

A view of atypical CYLMIX target from the side showing the backlighter
disk on the right, the Al marker band in the middle, the foam inside the
cylinder (white areas), and the viewing aperture on the left. The primary Figure 92.65

diagnostic is an x-ray framing camera with aline of sight down the axis of Measured radius versus time plot demonstrating good modeling of the
the cylinder. experiment.

LLE Review, Volume 92 213



NATIONAL LASER UsERS FACILITY AND EXTERNAL USERS PROGRAMS

[ution, wasbuilt and fieldedin conjunctionwith LLNL. Devel-
opment continued ontheneutronimaging system (NIS), which
was a primary diagnostic for the ADDS experiment, asillus-
trated in Fig. 92.63. The NIS is fielded in collaboration with
CEA and LLE.

FY02 SNL OMEGA Programs

SNL carried out atotal of 24 target shots on the OMEGA
laser in FY 02 and al so participatedin several of thecampaigns
led by other laboratories. The SNL-led campaignsincluded the
following:

Indirect-Drive Ablator Shock Coalescence: The achievement
of indirect-drive ignition of a NIF capsule requires capsule
shock timing precision of ~150 ps. Thefirst attempts at time-
resolved measurement of the coalescence of two shocks (at
pressures of ~10 and 50 M bar, respectively) inaBe+0.9% Cu
wedge ablator were made in a collaborative effort involving
SNL and LANL. The principal diagnostic was the LANL
Streaked Optical Pyrometer (SOP).38 The hohlraum drive for
this experiment consisted of a 2-ns square pulsein six beams
followed by a1-nssguare pulsein nine beamsdelayed by 1 ns.
As shown in Fig. 92.66, shock coalescence occurred within
about 300 ps of the pre-shot calculation.

Indirect-DriveAblator Shock Velocityat 50Mbar: Theachieve-
ment of indirect-drive ignition of a NIF capsule requires
capsule ablation pressures in the range of 1 to 100 Mbars. In
FY02 SNL/LANL experiments on OMEGA extended the
shock velocity data for Be + 0.9% Cu ablator samples to the
50-Mbar level3? (Fig. 92.67). Shock velocities in the ablator
were measured with Be + 0.9% Cu step samples. Al step
witness plates were also used to confirm the shock pressure
levels generated in the Be + 0.9% Cu ablator samples.

Indirect-DriveAblator X-Ray Bur nthrough Measurements. To
achieve indirect-drive ignition of a NIF capsule, ablator
burnthrough timing must be predicted to within afew percent.
In FY02 SNL/LLNL experiments on OMEGA extended the
x-ray burnthrough3® data for polyimide and Be + 0.9% Cu
ablators into the range of 190- to 200-eV hohlraum tempera-
tures. As shown in Fig. 92.68, the experimental technique
provides simultaneous measurements of ablator x-ray
burnthough and x-ray re-emission (in the interior of the
hohlraum). Asshowninthefigure, experimental arrangements
involving multiple sample regions were also tested in the
FY 02 experiments.
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Figure 92.66

Predicted (a) and actual (b) shock coalesence as measured with SOP.
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(a) Schematic illustrating the setup of a shock velocity measurement experiment. A step target is mounted on the back of a half-hohlraum that isirradiated by
asubset of OMEGA beams. (b) Experimental data from two shock velocity measurement experiments. (c) Plot of shock velocity versus shock pressure from

the OMEGA experiments compared to data from other sources in the | CF-ablator—relevant regime of interest.
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Schematic illustrating the ablator burnthrough measurement technique used on the SNL experiments on OMEGA.
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Time and Spatially Resolved Measurements of X-Ray
Burnthrough and Re-emission in Au and Au:Dy:Nd Foils: A
mixture containing two or more high-Z elements can result in
amaterial with ahigher Rosseland mean opacity than either of
the constituents. Computational simulations of the x-ray re-
emission properties of such “cocktail” materials indicate that
wall lossesin aNational Ignition Facility (NIF) ignition-scale
hohlraum could be reduced by a significant amount (when
compared to walls made of pure Au).*3 In a recent set of
experiments on OMEGA a collaborative team including
SNL, LLNL, and GA used x-ray framing and streak cameras
to simultaneously measure the x-ray burnthrough and re-
emission of pure Au and Au:Dy:Nd cocktail samples exposed
to a hohlraum radiation temperature of ~160 eV. Although
the burnthrough measurements indicate the cocktail has a
higher Rosseland mean opacity than pure Au, the measured
x-ray re-emission fluxesfrom the two materialswere approxi-
mately equivalent.

CEA

CEA had four half-day dedicated shot opportunities on
OMEGA during FY02. A total of 19 target shots were pro-
vided for experiments including tests of the LMJ three-ring
symmetry and other aspects of indirect-drive targets. In addi-
tion, CEA participated in collaborative experiments on imag-
ing the neutron core emission using the CEA-provided
neutron-imaging system (NIS).*4
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F. H. Séguin, C. K. Li, J. A. Frenje, S. Kurebayashi, R. D.
Petrasso, F. J. Marshall, D. D. Meyerhofer, J. M. Soures, T. C.
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D. Montgomery, H. Baldis, and R. Kirkwood, “ L aser—Plasma
Interaction Diagnostics for ICF Fusion Research,” in Ad-
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pp. 615-618.
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J. Quant. Spectrosc. Radiat. Transf. 7, 465 (2001).

A. B. Langdon and D. E. Hinkel, “Nonlinear Evolution of
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