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Upper Left:  Over 300 liquid crystal (LC) optics are used in
OMEGA for beam polarization control. Buffed polymer layers
are critical for establishing macroscopic alignment over the large
apertures required in the system. Here, Ph.D. student Tanya Kosc
validates the long-term quality of alignment for a prototype LC
distributed polarization rotator that was manufactured over 15
years ago.

Lower Left:  A two-dimensional smoothing by spectral disper-
sion (2-D SSD) system recently installed on OMEGA is capable
of producing phase-modulated spectra that can be frequency
tripled to 1-THz bandwidth in the ultraviolet. This 2-D SSD sys-
tem incorporates a high-frequency bulk-phase modulator
operating at 10.4 GHz to produce 11 Å of bandwidth in the in-
frared. Efficient frequency tripling of this broadband signal
requires dual-tripler frequency-conversion crystals that are cur-
rently installed on only 13 beams. The high-frequency bulk-
phase modulator can also be operated at 3 Å with a higher dis-
persion grating to produce three SSD color cycles, which
significantly improves beam smoothing at lower bandwidths on
all 60 OMEGA beams.

Center:  The moving cryostat maintains a target at a constant
temperature to layer the DT ice and transports the target to the
center of the target chamber. The cryostat base is shown. At the
bottom is the cryo cooler. Above the cooler are the 4-axis
positioner and two thermal shrouds that are maintained at 45 K
and 16 K. The target assembly is at the top. The target is mounted
on spiders silk in a C-shaped beryllium support.

The work described in this volume includes current research at the Labora-
tory for Laser Energetics, which is supported by New York State Energy Research
and Development Authority, the University of Rochester, the U.S. Department
of Energy Office of Inertial Confinement Fusion under Cooperative Agreement
No. DE-FC03-92SF19460, and other agencies.

For questions or comments, contact Laboratory for Laser Energetics,
250 East River Road, Rochester, NY  14623-1299, (716) 275-5286.
Worldwide-Web Home Page:  http://www.lle.rochester.edu/

Upper Right:  The cryogenic target positioner (cryostat base) is
used to place a 4-mm-diam pointing sphere at the center of the
OMEGA chamber.

Center Right:  Hope D’Alessandro, electronics technician, prepares a
NIF deformable mirror substrate for surface figure testing on LLE’s
18-in.-aperture interferometer. The mirror will allow wavefront correc-
tion of the NIF beam when the 39 posts on the back of the mirror are
bonded to actuators on a reaction block. LLE will be coating the sub-
strates with a low-stress, dielectric high reflector and assembling the
deformable mirrors for Lawrence Livermore National Laboratory.

Lower Right:  The experimental setup for off-line tuning of the dual-
tripler, OMEGA frequency-tripling crystals. The frequency-tripling
scheme for high-bandwidth conversion was proposed by D. Eimerl
et al. [Opt. Lett. 22, 1208 (1997)] and experimentally demonstrated
by LLE [Opt. Lett. 23, 927 (1998)]. In the off-line setup, a single laser
pulse of 1053-nm wavelength, 100-ps duration, and approximately
Gaussian spatial profile with 4-mm FWHM is generated using a Nd:YLF-
based amplifier configuration. Broad bandwidth is simulated by varying
the angle of incidence on the crystals. The off-line technique allows
crystal phase-matching angles to be accurately determined and trans-
ferred into OMEGA. Conversion of 1-µm radiation to its third harmonic
with an overall energy conversion efficiency approaching 70% and a
UV bandwidth of ~1 THz was recently demonstrated on OMEGA.
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Executive Summary

The fiscal year ending September 1999 (FY99) concluded the
second year of the cooperative agreement (DE-FC03-
92SF19460) five-year renewal with the U. S. Department of
Energy (DOE). This report summarizes research at the Labo-
ratory for Laser Energetics (LLE), the operation of the
National Laser Users’ Facility (NLUF), and programs involv-
ing education of high school, undergraduate, and graduate
students for FY99.

Progress in Laser Fusion
A principal mission of the University of Rochester’s Labo-

ratory for Laser Energetics is to study the direct-drive approach
to inertial confinement fusion (ICF). During the past year we
have made a number of advances in our understanding of
direct-drive ICF through the use of the OMEGA facility and
the use of our computational and theoretical capabilities. A
major part of the LLE program is directed toward developing
the potential for direct drive for an ignition demonstration on
the National Ignition Facility (NIF) under construction at the
Lawrence Livermore National Laboratory (LLNL).

Long-scale-length plasmas with parametric relevance to
the NIF have been produced and characterized on the OMEGA
system (pp. 1–11). On the basis of these experiments we have
concluded that stimulated Raman scattering (SRS) and stimu-
lated Brillouin scattering (SBS) are unlikely to cause unaccept-
able losses or produce unacceptable preheat through instabilities
on NIF-scale targets.

We have modeled the stability of self-focused filaments in
laser-produced plasmas. A wave-equation treatment of the
laser light combined with self-consistent filament equilibrium
simulations indicates that only very small filaments, where
one waveguide mode is propagating, may be considered to
be stable. When two or more waveguide modes can propagate,
the filament tends to break up within tens of microns
(pp. 191–196).

Direct drive requires high uniformity of irradiation. The
article beginning on p. 12 describes our efforts using a number

of beam-smoothing techniques to achieve increased unifor-
mity on the OMEGA system and our projections for the
uniformity that will be available on the NIF. We believe that on
OMEGA the rms uniformity will be in excess of 99% (aver-
aged over 300 ps) when beam-smoothing enhancements are
completed for the facility. For the NIF, we project an even
higher degree of uniformity using these same techniques.

Our study of hollow-shell implosions on the 60-beam
OMEGA system (pp. 82–91) yielded information about target
performance as a function of laser-irradiation uniformity and
temporal laser pulse shape. We have found that pulse-shaped
implosions place more stringent requirements on power balance
and initial target-illumination uniformity. As improvements in
laser drive are made, we expect higher neutron yields and
higher areal densities than those obtained in these experiments.

In another set of experiments we investigated target per-
formance enhancements when smoothing by spectral disper-
sion (SSD) was used to improve illumination uniformity.
Time-integrated UV equivalent-target-plane imaging was used
to compare two-dimensional SSD beam-smoothing rates to
theoretical predictions for the 0.2-THz system on OMEGA
(pp. 149–155). This work supports our confidence that larger-
bandwidth SSD systems will produce enhanced smoothing.

Embedded titanium layers in spherical targets were used to
determine the areal density of compressed shells. Target per-
formance enhancement with the SSD beam smoothing is
characterized using this method (pp. 139–148). A pinhole-
array x-ray spectrometer captures core images below and
above the K edge of titanium. The results are compared with
two-dimensional ORCHID simulations.

The implementation of broadband smoothing on OMEGA
with two-dimensional SSD is discussed beginning on p. 197.
The article describes issues relevant to the architecture choices
made during the design phase of the project, as well as
measurements conducted to verify the laser bandwidth and
ensure that FM to AM conversion is minimized.
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The effect of temporal pulse shape on laser imprint and
beam smoothing has been studied (pp. 203–208). Preimposed
modulations on planar-foil targets were used to calibrate the
mass equivalence of features imprinted by the laser, and the
resulting growth rates are compared to numerical simulations.

A number of hydrodynamic instabilities arise in laser-
driven implosions. While it is not possible to eliminate these
instabilities, every effort must be made to limit the amount of
implosion degradation they could cause. We have developed
an analytic theory of the ablative Richtmyer–Meshkov insta-
bility. The principal result of this research (pp. 30–35) is that
the instability exhibits a stabilizing mechanism due to the
dynamic overpressure of the blowoff plasma with respect to
target material.

While the effect of hydrodynamic instabilities on the per-
formance of ICF targets is well known, techniques are required
to characterize the sources of nonuniformities that can seed
these instabilities. One such source is the surface roughness of
the inside of the DT cryogenic fuel. Our numerical inves-
tigation of characterization of thick cryogenic-fuel layers
using convergent beam interferometry (pp. 131–138) indicates
that this optical technique can be used to isolate the surface
under investigation and resolve the perturbations at the rel-
evant level.

The nonlinear evolution of broad-bandwidth, laser-imprinted
nonuniformities in planar targets accelerated by 351-nm laser
light with beam-smoothing techniques was studied using
throughfoil radiography. The saturation of three-dimensional
perturbations produced by laser imprinting was observed and
compared to those predicted by the Haan model (pp. 156–173).
Modeling laser imprint in ICF targets is discussed in theoreti-
cal work (pp. 185–190) where the model describing the evolu-
tion of laser imprint shows that growth is determined by the
velocity and acceleration perturbations generated by the laser-
beam nonuniformities. Thermal smoothing inside a hot plasma
corona suppresses only the acceleration perturbation, while the
mass ablation suppresses both velocity and acceleration per-
turbations. The model predicts that directly driven NIF targets
will remain intact during the implosion when the laser is
smoothed with 1-THz SSD used on our current point designs.

In planning for direct-drive ignition on the NIF we have
conducted a theoretical analysis of direct-drive NIF targets
(pp. 121–130). We established that specifications required on
the NIF ensure a successful direct-drive ignition demonstra-
tion using a baseline direct-drive target design. Independent

calculations conducted by the Lawrence Livermore National
Laboratory have confirmed these calculations.

Diagnostics Development
The evolution of ever-increasing sophisticated diagnostics

to measure ICF events has been remarkable to observe over the
last 20 years. As experiments become more complex and
quantitative, diagnostic instruments must meet significant
challenges to measure many details required for a comprehen-
sive understanding of the underlying physics in ICF. As the
National program prepares for an ignition demonstration on
the NIF, all of the participating institutions are developing the
required diagnostics. Similarly, as our understanding of di-
rectly driven targets increases with our use of OMEGA, more
and better diagnostics are constantly in demand.

A novel charged-particle diagnostic has been developed
that performs simultaneous ρR measurements of the fuel, shell,
and ablator regions of a compressed ICF target, consisting
of an inner DT-fuel region, a plastic (CH) shell, and an
ablator (CD), by measuring the knock-on deuteron spectrum
(pp. 17–25).

LLE continues the productive collaboration with our col-
leagues at MIT and LLNL to develop charged-particle mag-
netic spectrometers. We have demonstrated on OMEGA the
diagnostic capability of two of these spectrometers. As an
initial application, the simultaneous measurements of the fuel
areal density, shell areal density, and fuel temperature have
been carried out using D3He-filled imploding capsules
(pp. 93–96). Our initial experiments demonstrated the ability
to carry out these measurements at fuel ion temperatures of 3
to 6 keV, fuel areal densities in the range of 10 to 20 mg/cm2,
and shell areal densities in the range of 40 to 60 mg/cm2.
Measurements like these can be applied to the parameter
region characteristic of cryogenic-fuel capsules on OMEGA.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and validate these tech-
niques on cryogenic-fuel targets.

Laser and Optical Materials and Technology
We have designed and tested an efficient, bulk-phase

modulator operating at approximately 10.5 GHz, which can
produce substantial phase-modulated bandwidth with modest
microwave drive power (pp. 53–61). This modulator is the
cornerstone of the 1-THz UV bandwidth operation for OMEGA.
The resonator design employs an adapted form of cutoff-
waveguide coupling and velocity matching to yield a simple,
high-Q microwave design with practical clear-aperture
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dimensions suitable for applications in a 2-D SSD system.
The design is scalable to other frequencies by simply changing
the electro-optic crystal dimensions. The measured micro-
wave performance of the modulator agrees well with perfor-
mance predicted from fully anisotropic, three-dimensional
numerical simulations.

Flexible modeling tools are required to simulate the genera-
tion and propagation of two-dimensional SSD pulsed laser
beams. The Waasese code was developed to simulate the ideal
and nonideal behavior of the many optical components that
comprise the SSD driver line, including their relative positions
(pp. 62–81). The code predicts measurable signatures that
function as diagnostic tools since they are associated with
particular optical components. Minimizing any amplitude
modulation in the driver line will ensure the safety and lifetime
of OMEGA optics by circumventing the effects of small-scale
self-focusing. The code has proved to be an indispensable
modeling tool for the OMEGA laser, and its inherent flexibility
will provide a means to enhance its capabilities to model other
laser propagation issues such as nonlinear propagation, on-
target uniformity, amplifier gain, scattering losses, and pin-
hole clipping.

Laser-fusion experiments require precise control of the
temporal profile of optical pulses applied to targets. While
OMEGA has had a pulse-shaping capability for some time, the
demands on the precision, flexibility, and repeatability of the
optical pulse-shaping system have increased. To meet the new
requirements, an aperture-coupled stripline electrical-wave-
form generator has been designed. The model we have devel-
oped (pp. 97–104) allows one to produce accurately shaped
optical pulses suitable for injection into the OMEGA system.
The model requires the solution of the telegraph equations
using the method of characteristics.

A measurement technique has been developed that enables
the complete characterization of electronic devices having any
dynamic temporal and spectral frequency response, such as the
photoconductive microwave switches on the OMEGA pulse-
shaping system (pp. 105–113). The technique is a superset of
a form of input–output relationships called the scattering or
S parameter; this technique can also be applied to any micro-
wave or millimeter-wave device whose properties vary rap-
idly, such as photoconductive attenuators, phase shifters, and
directional couplers.

High-peak-power lasers for fusion applications, such as
OMEGA, must constantly deal with optical damage in many

components. We have studied the damage to the fused-silica
spatial-filter lenses on the OMEGA laser system (pp. 114–
120). LLE has implemented a plan to maintain the quality of
OMEGA optics that includes frequent inspection and in-situ
cleaning of optics. With the establishment of safe operational
damage criteria, laser operation has not been impeded. The
implications, morphologies, possible causes, and ongoing long-
term experiments of spatial-filter lens damage are discussed in
the article.

Because of its excellent homogeneity and low-intrinsic
absorption properties, fused silica remains the preferred mate-
rial for high-power laser applications over a wide wavelength
range. Deciding when to replace spot-damage-afflicted fused-
silica optics or, in the case of inaccessible space-based lasers,
predicting the useful service life of fused-silica optics before
catastrophic, pulsed-laser-driven crack growth shatters a part
has recently become simpler. We report results from stress-
inhibited laser-crack propagation and stress-delayed damage-
initiation experiments in fused silica at 351 nm (pp. 26–29).
The damage-initiation threshold was observed to increase by
70% when a modest amount of mechanical stress was applied
to the fused-silica optic. Research is underway presently to
determine the ramifications of these findings for large-aper-
ture systems, such as OMEGA. In related work (pp. 174–179),
we have obtained experimental results on stress-inhibited,
laser-driven crack growth and stress-delayed laser-damage-
initiation thresholds in fused silica and borosilicate glass
(BK-7). The use of different loading geometries providing
uniaxial and biaxial stresses shows that the biaxial stress
configuration offers superior efficiency in raising the laser-
damage-initiation threshold by up to 78% and arresting crack
growth down to 30% relative to stress-free conditions.

We have measured the output signal-to-noise ratio (SNR)
of a Nd:YLF regenerative amplifier and have found that our
measurements are in excellent agreement with the predictions
of a simple theoretical model (pp. 209–212). The model
includes amplified spontaneous emission and noise injected
into the amplifier.

Magnetorheological finishing (MRF) is a novel and re-
cently commercialized process for figuring and polishing
plano, convex, and concave optics (both spherical and aspheri-
cal) from a wide variety of optical materials. We discuss the
development of new magnetorheological fluids to extend
the finishing technique to two soft, single-crystal, optical
materials: CaF2 and KDP (pp. 213–219). Material-removal
functions are characterized through analysis of polishing
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spots generated on a new research platform at the Center for
Optics Manufacturing.

Advanced Technology
Rose bengal is a dye used in photodynamic therapy. Photo-

dynamic therapy is a treatment in which the combination of a
dye, light, and oxygen causes photochemically induced cell
death. We present what we believe to be the first study of a
triplet state of rose bengal that is produced by 1064-nm
excitation of T1 (pp. 36–47). The triplet-triplet absorption
cross section was measured between 825 nm and 1100 nm. The
state was further characterized using two-step laser-induced
fluorescence to determine its thermalization rate, lifetime, and
quantum yield of reverse intersystem crossing. Similar two-
step laser-induced fluorescence measurements were made of
the triplet excited by 632-nm light.

We have measured the picosecond response of optically
driven YBaCuO (YBCO) microbridge and Josephson-junc-
tion integrated structures (pp. 48–52). Single-picosecond
switching of a high-temperature-superconductor Josephson
junction was observed, and the junction turn-on delay time was
measured. These findings provide confirmation of the poten-
tial of YBCO for ultrafast optical and electrical transient
detection and processing.

Charged particles interacting with an oscillating electro-
magnetic field will seek regions of low intensity. We have
observed electron trapping in an intense single-beam pondero-
motive optical trap (pp. 180–184). Thomson-scattered light
from the electron trap was enhanced through the use of a novel
trapping focus of the laser. The scatter distribution is compared
with simulations for ordinary and trapping-focus beams.

Laser Facility Report
FY99 was a very productive year for the OMEGA system.

We recorded 1207 shots on target for experiments for LLE,
LLNL, LANL, and NLUF users. This is the second fiscal year
where we have used an extended shot schedule (12 h/day,
3 days/week). Many of the shots took advantage of the 1-h
cycle time for OMEGA. During FY99, a number of major
system modifications were made; these modifications are
discussed beginning on p. 222. Most notably, improved indi-
vidual-beam uniformity resulting from an upgrade of the 2-D
SSD system was achieved (see the article beginning on p. 197).
We have also added second tripler frequency-conversion crys-
tal assemblies to 13 of the 60 beams. These additional triplers

allow efficient frequency conversion for laser bandwidths up
to 1 THz. This is the first stage of a project to modify all 60
beams to be able to use 1-THz SSD in future experiments.

In preparation for cryogenic-target experiments, the upper
and lower pylons of the cryogenic target handling system
were installed on OMEGA. The system will be fully activated
in FY00.

National Laser Users’ Facility (NLUF)
Beginning on p. 223, we report on FY99 NLUF experi-

ments. During the year, significant progress was made on
several NLUF projects. A total of 144 OMEGA target shots
were dedicated to the NLUF program during FY99.

In addition to NLUF-supported programs, several direct-
and indirect-drive experiments, also coordinated through the
NLUF manager, were carried out on OMEGA by groups from
LLNL and LANL. These experiments are conducted for both
ICF research and research in support of the Stockpile Steward-
ship Program. This program was formally initiated by the
FY94 Defense Authorization (PL 103-160) to “establish a
stewardship program to ensure the preservation of the core
intellectual and technical competencies of the United States in
nuclear weapons.” Since the Nova laser at LLNL was decom-
missioned in May 1999, the National laboratories are making
increased use of the OMEGA facility.

Thirteen proposals were submitted to NLUF for FY00. A
DOE technical evaluation panel reviewed the proposals and
recommended approval of seven proposals for funding. The
accepted proposals are summarized in Table 80.VIII on p. 225.

Education at LLE
As the only university major participant in the National ICF

Program, education continues to be a most important mission
for the Laboratory. Graduate students play a significant role in
LLE’s research activities and are participating in research
using the world’s most powerful ultraviolet laser for fusion
research on OMEGA. Fourteen faculty from five departments
collaborate with LLE’s scientists and engineers. Presently 42
graduate students are pursuing Ph.D. degrees at the Labora-
tory. The research interests vary widely and include theoretical
and experimental plasma physics, laser–matter interaction
physics, high-energy-density physics, x-ray and atomic phys-
ics, nuclear fusion, ultrafast optoelectronics, high-power-laser
development and applications, nonlinear optics, optical mate-
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rials and optical fabrication technology, and target fabrication.
Technological developments from ongoing Ph.D. research
will continue to play an important role on OMEGA.

One hundred thirty-three University of Rochester students
have earned Ph.D. degrees at LLE since its founding. An
additional 63 graduate students and 20 postdoctoral positions
from other universities were funded by NLUF grants. The most
recent University of Rochester Ph.D. graduates and their
thesis titles are

D. Jacobs-Perkins Design, Analysis, and Implementation
of an Ultrafast Electro-Optic Elec-
tric-Field Imaging System

V. Smalyuk Experimental Investigation of the
Nonlinear Rayleigh–Taylor Instabil-
ity in CH Foils Irradiated by UV Light

R. Ejnisman Studies with Ultracold Atoms

A. Chirokikh Stimulated Brillouin Scattering
Experiments on OMEGA

M. Currie Ultrafast Electro-Optic Testing of
Superconducting Electronics

R. Giacone Spatiotemporal Evolution and
Nonlinear Kinetic Simulations of
Stimulated Brillouin Scattering

J. Bromage Creating Rydberg Electron Wave
Packets Using Terahertz Pulses

P. Rudy Manipulation of Laser Cooled Atoms
Via Dynamical Optical Potentials

E. Alfonso Chemistry and Processing of Polymer
Shells

B. Conger Polarized Photoluminescence from
Nematic and Chiral-Nematic Films

P. Rodney The Photophysics of Ionic Semicon-
ductors at Low Temperatures: Silver
Bromide, Silver Iodide, and Cuprous
Oxide

Approximately 50 University of Rochester undergraduate
students participated in work or research projects at LLE this
past year. Student projects include operational maintenance
of the OMEGA laser system, work in the materials and
optical-thin-film coating laboratories, programming, image
processing, and diagnostic development. This is a unique
opportunity for these students, many of whom will go on to
pursue a higher degree in the area in which they have partici-
pated at the Laboratory.

LLE continues to run a Summer High School Student
Research Program (pp. 220–221) where this year 12 high
school juniors spent eight weeks performing individual re-
search projects. Each student is individually supervised by a
staff scientist or an engineer. At the conclusion of the program,
the students make final oral and written presentations on their
work. The written reports are published as an LLE report. One
of this year’s participants, Aman Narang of the Harley School,
has been named a semifinalist in the 1999 Intel Science Talent
Search for his summer project. His research topic was “Analy-
sis of the 3ω SSD spectrum of an OMEGA laser beamline”;
he was supervised by Dr. W. Donaldson.

In 1999, LLE presented its third William D. Ryan Inspira-
tional Teacher Award to Mr. John Harvey of Honeoye Falls–
Lima Senior High School. Alumni of our Summer High School
Student Research Program were asked to nominate teachers
who had a major role in exciting their interest in science,
mathematics, and/or technology. The award, which includes a
$1000 cash prize, was presented at the High School Student
Summer Research Symposium. Mr. Harvey, a mathematics
teacher, was nominated by Jeremy Yelle and David Rae,
participants in the 1997 program. “I have never met another
teacher that was so passionate for what he teaches, and commu-
nicates himself well enough to get even the most complicated
of ideas into the simplest of minds,” wrote Yelle in his nomi-
nation letter. Mr. Rae added, “Mr. Harvey must also be recog-
nized for his dedication to students after the books have closed
and the homework has been passed in.”

Robert L. McCrory
Director





LASER–PLASMA INTERACTIONS IN LONG-SCALE-LENGTH PLASMAS

LLE Review, Volume 77 1

The National Ignition Facility (NIF) (currently under con-
struction), with a nominal laser energy of 1.8 MJ, is expected
to achieve ignition in both direct-1,2 and indirect-drive3 con-
figurations. The mission of the University of Rochester’s
Laboratory for Laser Energetics is to study the direct-drive
approach to inertial confinement fusion (ICF), where the
capsule is directly irradiated by a large number of symmetri-
cally arranged laser beams. To validate the performance of
high-gain, direct-drive target designs planned for the NIF,2 an
understanding of the laser–plasma interactions in the coronal
plasmas of these targets is essential. These interactions include
stimulated Raman scattering (SRS), stimulated Brillouin scat-
tering (SBS), the two-plasmon decay instability (TPD), and
filamentation.4 Their significance for direct-drive capsule
performance arises either from detrimental suprathermal-elec-
tron generation due to plasma wave–breaking or other nonlin-
ear processes (SRS, TPD), or through a reduction in drive
power or drive uniformity (SBS, filamentation).

When the incident laser beam intensity exceeds the thres-
hold levels for the various parametric instabilities, power is
transferred from the incident laser light to lower-frequency
electromagnetic, electron-plasma, or ion-acoustic waves if the
energy (ω0 = ω1 + ω2) and momentum conservation (k0 = k1
+ k2) relationships are satisfied (phase matching). Here, ω0
and k0 represent the pump-wave (laser) frequency and wave
vector. The SRS decay products are an electron-plasma wave
and a scattered electromagnetic wave, which are denoted by
the subscripts 1 and 2. The TPD results when the incident laser
light decays into two electron-plasma waves. Phase matching
occurs for SRS and the TPD at electron densities ne less than
or equal to the quarter-critical density nc/4. When the
phase-matching conditions are satisfied for SBS, the incident
laser light decays into an ion-acoustic wave and a scattered
electromagnetic wave.

A 1.5-MJ, α = 3 (α is defined as the ratio of the cold fuel
pressure to the Fermi-degenerate pressure) laser pulse is planned
for an all-DT direct-drive target design on the NIF.2 This pulse

Laser–Plasma Interactions in Long-Scale-Length Plasmas Under
Direct-Drive National Ignition Facility Conditions

has a peak on-target intensity Itotal of 2 × 1015 W/cm2 (summed
over all beams) and a foot intensity of 4 × 1013 W/cm2. The
cluster intensities Icluster (summed over four individual beams)
are approximately a factor of 10 lower than Itotal. The coronal
plasma predicted for this design has an electron temperature Te
of ~4 keV, a density scale length L n nn e e= ∇( ) of ~0.75 mm,
and a velocity-gradient scale length L csν ν= ∇( )[ , where cs is
the ion-acoustic velocity and v is the velocity] of ~0.5 mm at
the peak of the laser pulse and at densities of 0.1 nc to 0.2 nc.
While parametric instabilities have been studied extensively
under conditions relevant to indirect-drive ICF,5,6 the results
presented here represent their first study in NIF-scale direct-
drive plasmas.

This article reports on experiments under plasma conditions
representative of the peak of the NIF direct-drive laser pulse,
since they are the most challenging to create. The experiments
were performed on the 30-kJ, 351-nm, 60-beam OMEGA laser
system,7 with distributed phase plates (DPP’s)8 and f/6 focus-
ing lenses on all beams. The targets, all made of CH, included
exploding foils and solids. The exploding foils produced large,
millimeter-scale plasmas with Te ~4 keV and a peak on-axis
ne between 0.1 nc and 0.2 nc. These temperatures and densities
were diagnosed using time-resolved x-ray and visible (SRS
backscattering) spectroscopy, respectively, and the observa-
tions were found to be consistent with the predictions of the
two-dimensional Eulerian hydrodynamics code SAGE.9 The
solid-target plasmas were predicted to reach similar tempera-
tures and to have similar density profiles below ~0.1 nc;
however, while they lacked the large plateau region character-
istic of exploding foils, they included a critical-density surface
and were in this sense more representative of NIF conditions.

When both foil and solid-target plasmas were irradiated
with an interaction beam at 1.5 × 1015 W/cm2, the direct-
backscattered SBS signal was found to be completely absent.
Some direct-backscattered SRS was observed in the solid-
target plasmas at a very low level, with a conservative upper
limit of ~5%.
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In the following sections simulations of the NIF direct-drive
plasmas carried out with the one-dimensional hydrodynamics
code LILAC10 are presented; the production of long-scale-
length plasmas on OMEGA is discussed together with SAGE
simulations; the characterization of the plasma electron tem-
perature and density and comparisons with SAGE predictions
are analyzed; and the SRS and SBS measurements are pre-
sented. The main conclusion of this research is that SRS and
SBS are not likely to have a significant impact on target
performance at the peak of the NIF direct-drive laser pulse.

NIF Direct-Drive Plasmas
LILAC calculations of the 1.5-MJ, α = 3 direct-drive target

are shown in Fig. 77.1. This figure gives the predicted trajec-
tories of the imploding target, the critical-density surface, and
the nc/4 and nc/10 surfaces. It is seen that the density scale
length and electron temperature increase with time as the laser
pulse makes the transition from the foot to the peak intensity.
The dashed line shows the laser power history.
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Figure 77.1
Radius versus time calculated by LILAC for a high-gain, direct-drive target
planned for the NIF with 1.5 MJ and α = 3. The dotted area represents the solid
density region, and the solid lines give the trajectories of the critical, quarter-
critical, and tenth-critical surfaces. The dashed line indicates the laser power
as a function of time. The gray areas represent the “foot” and “peak” portions
of the pulse, for which the calculated values of electron temperature Te,
density scale length L n nn e e= ∇( ) , and on-target intensity I (summed over
all beams) are indicated.

A summary of parameters for the foot and peak of this pulse,
including the predicted intensity thresholds I threshold for the
SBS, SRS, and TPD instabilities, is given in Table 77.I.
Approximations for these thresholds were taken from Kruer.4

These thresholds may be compared with the cluster intensity
Icluster, i.e., the intensity summed over the four beams in a NIF

cluster, and the total overlapped intensity Itotal. In the case of
SRS it is anticipated that the phase-matching conditions will be
satisfied only for the light within the f/8 NIF cluster, so that the
appropriate comparison is with Icluster. In the case of SBS, more
than one cluster may drive the instability, but the relevant
threshold intensity is likely to be significantly less than Itotal.
As shown in Table 77.I, Icluster is less than Ithreshold for all the
instabilities during the foot of the laser pulse. During the peak
of the pulse Icluster is about an order of magnitude lower than
Ithreshold for SRS and SBS. These comparisons support the
expectation that significant SRS and SBS will not occur in
direct-drive NIF plasmas. However, the intensities quoted here
represent averages over many speckles produced by the phase
plates; inside the speckles the peak intensities may be several
times higher. It should also be noted that Icluster is 2.5 times
greater than Ithreshold for the TPD instability during the peak of
the pulse; thus, the TPD instability (not included in the present
work because the geometrical configuration is not optimum for
its study) should be investigated.

Production of Long-Scale-Length Plasmas on OMEGA
The long-scale-length plasmas created on OMEGA made

use of a design similar to that used on the former 24-beam
OMEGA laser system.11 The 60 OMEGA beams were divided
into various groups that irradiated the target from different
angles and at different times (see Figs. 77.2 and 77.3). Both
exploding foils and solid targets were irradiated first by pri-
mary beams (P), whose purpose is to form the plasma, and then
by secondary beams (S), which heat the plasma and can be used
to control its temperature. The CH foil targets were 1.2 mm in
diameter, a little larger than the laser spot diameter, and 18 to
20 µm thick. The solid targets included 1.5-mm-diam planar
slabs and partial spheres with thicknesses greater than 80 µm,
predicted to result in similar plasma conditions. In both cases
the plasmas were irradiated by an interaction beam of variable
timing, incident along the initial target normal.

The timing sequence of the various groups of beams was
similar for foils and solid targets. It is shown in Fig. 77.3, which
gives the time history of the incident, absorbed, and transmit-
ted laser powers. All beams were 1-ns square pulses with
various delays. The primary beams were split into two groups:
P1, from 0 to 1 ns, with angle of incidence ~20°, and P2, from
1 to 2 ns and incident at ~40°. For the foil targets, these beams
served to explode the foils. By the end of the second group (P2)
the foils became underdense on axis because the phase-plate
focal spot distribution is Gaussian-like with its maximum in
the center. This resulted in some transmitted laser power
starting at 1.5 ns, as seen in Fig. 77.3(a). The secondary beams
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Figure 77.2
Geometry for the formation of long-scale-length plasmas on the OMEGA
laser system. (a) A CH foil is irradiated and exploded with primary (P) and
(delayed) secondary (S) laser beams. (b) A solid CH target is irradiated with
primary and secondary laser beams from one side. In both cases the plasma
(shown schematically by the dashed curves) is irradiated by an interaction
beam (I) with variable timing.

arrived from 2 to 3 ns. Their absorption fraction is typically
high, and they are effective at heating a plasma whose volume
is ~1 mm3. For the exploding foils, the transmitted power
increases later in time as the plasma expands. The interaction
beam typically provides little heating to the plasma and little
perturbation to the hydrodynamics, the exception being the
solid target after the end of the secondary beams when the
interaction beam, if still present, is strongly absorbed and
provides some localized heating.

The on-target laser energy was typically 500 J per beam.
The exploding-foil plasmas were irradiated with a total of
19 kJ of laser energy from 38 beams. Depending on the number
of secondary beams used, the solid targets were irradiated with
either 19 or 29 beams from one side to deliver 8 to 12 kJ,
producing plasmas with predicted electron temperatures of 3
and 4 keV, respectively.

The DPP’s used on all beams except the interaction beam
produced a focal-spot intensity distribution whose envelope
was approximately Gaussian in shape with a full-width-at-
half-maximum diameter of 480 µm and a diameter of 950 µm
enclosing 95% of the energy. The interaction beam used a
different DPP, designed to produce a similar focal-spot shape
but scaled down a factor of 2.8 in diameter. The peak intensity
in space and time for a nominal 500-J beam was 1.6 × 1015

W/cm2 for the interaction beam and 2.1 × 1014 W/cm2 for the
other beams. On most shots 2-D SSD12 was used (on all
beams), with a bandwidth of 0.25 THz in the UV.

Contour plots of the predicted Te and ne at 2.6 ns are shown
in Fig. 77.4 for the two types of plasma. Below eighth-critical
density, the two plasmas have very similar density, tempera-
ture, and velocity profiles. These are similar to those antici-
pated for the NIF direct-drive target. For the exploding-foil
plasma the density profile on axis has a full width at half-
maximum of 1 mm. For the solid target, the scale length
Ln ~0.5 mm.

Table  77.I: Parameters for the foot and peak portions of the 1.5-MJ, α  = 3, direct-drive target planned for NIF, including
coronal plasma conditions and intensity threshold approximations for parametric instabilities.

Foot Peak

Te 0.6 keV 4 keV

Ln 0.25 mm 0.75 mm

Lv 0.5 mm 0.5–1.0 mm

Itotal 4 × 1013 W/cm2 2 × 1015 W/cm2

Icluster 4 × 1012 W/cm2 2 × 1014 W/cm2

Ithreshold  (SBS) 4.6 × 1014 W/cm2 at nc/10 2 × 1015 W/cm2 at nc /10

Ithreshold  (SRS) 5.0 × 1015 W/cm2 1.7 × 1015 W/cm2

Ithreshold  (TPD) 3.4 × 1013 W/cm2 8 × 1013 W/cm2
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Figure 77.3
Timing sequence and total power delivered to the target for 1-ns flat-top laser
pulses used to irradiate (a) exploding foils and (b) solid targets. The interac-
tion beam is fired to probe the NIF-relevant plasma conditions, which usually
occur between 2 and 3 ns, and can be timed to start anywhere from 2 to 3 ns.
The figure also shows the calculated absorbed and transmitted powers as
functions of time, summed over all beams, and the time-integrated absorption
fractions of the primary (P1, P2), secondary (S), and interaction (I) beams.

One interesting feature seen in the density contour plot of
Fig. 77.4(a) for the exploding foil is a high-density off-axis
region, topologically a ring structure. This effect was also
found in earlier experiments on the former 24-beam OMEGA

Figure 77.4
Contour plots of Te and ne at 2.6 ns simulated with SAGE for (a) an 18-µm-
thick exploding foil and (b) a solid target (a 2-mm-diam CH sphere).

system.11 It occurs because the centrally peaked primary
beams cause a more rapid explosion of the on-axis portion of
the foil. The edge of the foil is only weakly heated by the
primary beams. The off-axis ring expands because of heating
by the obliquely incident secondary beams, resulting in a flow
of mass toward the axis. This compensates for what would
otherwise be a rapid fall of density with respect to time in the
center of the plasma.

The predicted temporal evolution of the temperature and
density in the center of an exploding-foil plasma is plotted in
Fig. 77.5. The temperature rises rapidly around 1 ns when the
thermal front penetrates to the center, and it rises again at 2 ns
when the secondary beams turn on. It falls rapidly at 3 ns when
the secondary beams switch off. The density, which has fallen
to ~nc/5 at the start of the secondary beams, stays between
nc/5 and nc/10 for the next 2 ns as a result of the flow of mass
from the off-axis ring seen in Fig. 77.4(a). NIF-relevant condi-
tions are thus maintained throughout the time period of the
secondary beams (2 to 3 ns).

Plasma Characterization
The electron temperature of the exploding-foil plasmas was

diagnosed using time-resolved x-ray spectroscopy. High-Z
microdots, composed of Ti and CaF (1000 Å thick and 200 µm
in diameter), were embedded in the center of the foil targets.
They served as tracer elements to diagnose the electron tem-
perature predicted in Fig. 77.5(a), using the sensitivity of the
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Figure 77.5
SAGE predictions for the time dependence of (a) Te and (b) ne at the center
of an exploding-foil plasma. This temperature was diagnosed using a tracer
layer containing Ti and Ca placed in the center of the target. The electron
density inferred from the streaked Raman spectrum for a number of shots with
different interaction beam timings is also plotted.

K-shell emission lines of Ti and Ca to variations in the electron
temperature for temperatures up to the predicted maximum of
~4 keV. Exploding-foil plasmas were used for the temperature
measurement because the tracer elements diagnosed the center
of the plasma. In a solid target, a tracer element embedded at
some depth in the target moves a significant distance through
the corona during the interaction, encountering a wide range of
electron temperatures and densities, and interpretation is more
complex. Targets without microdots were investigated to verify
that the microdot did not affect the parametric instabilities or
plasma hydrodynamics in a significant manner.

Streaked and high-resolution, time-integrated x-ray spectra
of Ti and Ca tracer elements in exploding-foil plasmas were
recorded with flat crystal spectrographs. The time-resolved
measurement shown in Fig. 77.6(a) was photometrically cali-
brated for spectral sensitivity with the time-integrated mea-
surement shown in Fig. 77.6(b). The spectral range was selected
to cover the K-shell emission of Ti and Ca. Both instruments
had similar views of the plasma. The time-integrated instru-
ment, which was calibrated using measured crystal reflectivities
and published film sensitivities, utilized an ADP (ammonium
dihydrogen phosphate) or a PET (pentaerythritol) crystal to

Figure 77.6
(a) Streaked x-ray spectra and (b) high-resolution, time-integrated x-ray
spectra of Ti and Ca in a typical exploding-foil plasma.
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disperse the spectrum onto Kodak DEF (direct exposure) film.
The x-ray streak camera13 utilized a RbAP (rubidium acid
phthalate) crystal to disperse the spectrum onto a fluffy KBr
photocathode with a 30-ps temporal resolution. The spectra
were recorded on Kodak T-max 3200 film. The sweep speed of
the streak camera was measured using a temporally modulated
fiducial pulse. The film from both instruments was digitized
using a PDS (Perkin-Elmer Photometric Data Systems) mi-
crodensitometer and corrected for film sensitivity.

The electron temperature was diagnosed using the mea-
sured line ratios of hydrogen- and helium-like charge states of
Ca and Ti. In the exploding-foil plasmas the ionization time of
the relevant Ca and Ti ions is longer than the interaction time
(~1 ns); therefore, a non-steady-state calculation of the evolu-
tion of the line intensities was required. Using the time-
dependent temperature and density predicted by SAGE for the
target center (see Fig. 77.5), the evolution of the diagnostic
lines (Hα and Heβ of Ti and Ca) was calculated with the time-
dependent FLY atomic physics code14 (based on Ref. 15),
which solves the ionic rate equations including ionization,
excitation, and recombination (radiative, collisional, and
dielectronic). The SAGE/FLY predictions of the Ti and Ca
Hα:Heβ emission line ratios (shaded region) are plotted in
Fig. 77.7 with the measured line ratios (circle symbols). The
shaded region is bounded by the FLY predictions for the SAGE-
predicted Te and 1.2 times the SAGE-predicted Te. The Ti
measurement extends from just below the lower curve at 2 ns
to just below the upper curve at 3 ns, and the Ca measurement
is closer to the upper curve at all times. Based on this agreement
with SAGE/FLY predictions for both line ratios, a peak Te of
~4 keV is inferred. The opacity of these lines due to self-
absorption was established experimentally to be insignificant:
when the thickness of the microdot was doubled, the measured
intensity doubled. The isoelectronic method16 for measuring
the electron temperature was not available due to uncertainty
in the relative amounts of Ti and Ca.

The peak plasma electron density in the exploding-foil
plasmas was diagnosed using the near-backscattered SRS
spectrum.4 In the center of an exploding foil, SRS is an
absolute instability at the peak of the parabolic profile and
consequently has an intensity threshold of 7 × 1013 W/cm2. A
narrow spectral emission was observed with a time-resolved
spectrograph [see Fig. 77.8(a)]. The observed SRS wavelength
determined from the 50% intensity point on the long-wave-
length side of the narrow peak is compared with the wavelength
predicted from a SAGE simulation in Fig. 77.8(b), using the

Figure 77.7
SAGE/FLY predictions of the Ti and Ca Hα:Heβ emission line ratios (shaded
region) together with the measured line ratios (circle symbols). The shaded
region is bounded on the lower side by the FLY prediction using the SAGE-
predicted Te and on the upper side by the FLY prediction for 1.2 times the
SAGE Te. Agreement with SAGE/FLY predictions is found for the measured
Ti and Ca line ratios, indicating a peak Te of ~4 keV.
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where vT is the electron thermal velocity, c is the speed of light,
λ0 is the wavelength of the incident laser light, and λs is the
scattered wavelength. This equation was obtained from the
dispersion relations and phase-matching conditions for all the
waves involved in the SRS.

The experimental wavelength data in Fig. 77.8(b) represent
a series of shots with different interaction beam timings. The
error bars on the experimental data represent the statistical
variation in the measured wavelength over the compilation of
shots. The experimental data of Fig. 77.8(b), translated into
the inferred electron densities, are shown as an overlay in
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Figure 77.8
(a) Measured SRS spectrum of an exploding-foil plasma with the interaction
beam timed to start at 2 ns, and (b) measured peak SRS wavelengths compiled
from a series of shots with different interaction beam timings compared with
SAGE predictions. The vertical lines associated with the experimental curve
in (b) represent variations between different shots.

Fig. 77.5(b). From both figures the agreement between experi-
ment and simulation is seen to be close, and the predicted
onset of the drop in density around 3.7 ns is observed. The
oscillations predicted by SAGE are associated with the off-axis
mass converging onto the axis in a geometry with cylindrical
symmetry. In the experiment the azimuthal asymmetries asso-
ciated with the finite number of beams in each ring are expected
to result in this behavior being averaged out. Both simulation
and experiment are consistent with the production of a plasma
with the peak ne staying between 0.1 nc and 0.2 nc for approxi-
mately 2 ns.

Laser–Plasma Interaction Experiments
Signal levels of the direct backscatter of SRS and SBS from

the interaction beam were recorded with the experimental
setup shown in Fig. 77.9. The backscattered SRS and SBS
signals were measured through the focusing lens with a full-
aperture pickoff whose front surface was uncoated and whose
back surface was AR (sol gel) coated for 351 nm. The back-
surface reflectivity in the 400- to 800-nm range lies between
2% and 3% and is close to the reflectivity of the front surface.
This unfortunately degrades the temporal resolution of the
SRS measurements to ~250 ps and lengthens the SRS signals
by the same amount.

A small fraction of the backscattered light was directed via
optical fibers to two visible spectrographs, one near 351 nm to
look for SBS and one covering the 400- to 700-nm range to
look for SRS. Both spectrographs were outfitted with streak
cameras. The remainder of the backscattered light was mea-
sured with an unfiltered calorimeter (which does not distin-
guish between SBS and SRS). This calorimeter resolved a
small fraction of a joule of light backscattered from the target.

The SRS measurement used a 1/3-m Czerny-Turner spec-
trograph with 8-nm spectral resolution coupled to a streak
camera. A 20-m, 50-µm gradient index fiber transmitted the
SRS light from a pickoff at the backscatter station to the
entrance slit of the spectrograph. The broad bandwidth of the
SRS light necessitated a wavelength-dependent group-veloc-
ity dispersion correction, which amounted to ~5 ns between
351 nm and 700 nm. This correction was verified by measuring
the time delay between the second-order 351-nm signal and a
700-nm SRS/TPD signal. Any error associated with this cor-
rection is estimated to be <50 ps over this spectral range and
consequently negligible. It was found that there was no mea-
surable contribution to the streaked SRS spectra from the
secondary beams.
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Figure 77.9
Experimental setup used to measure the SRS and
SBS transmitted back through the focusing lens.
The calorimeter measured the sum of the SRS
and SBS energies reflected off the pickoff. Sig-
nificant SRS reflections were made off each of
the pickoff surfaces.

The SBS measurement used a 1-m Czerny-Turner spec-
trograph with ~0.05-nm spectral resolution, coupled to a streak
camera with ~50-ps temporal resolution. The background light
level entering this spectrograph was measured with shots
without the interaction beam. For exploding-foil plasmas the
time-resolved backscatter spectra were dominated by scattered
light from the primary and secondary beams, and no SBS
feature could be identified. Shots with and without the interac-
tion beam at 1.5 × 1015 W/cm2 were barely distinguishable.
(This was in contrast to earlier experiments carried out without
a DPP in the interaction beam, where the SBS reflectivity
exceeded 10%.17) The energy response of the SBS spec-
trograph was estimated using shots taken without the interac-
tion beam. In this case there was no scattered light in the SRS
range, so the energy recorded in the calorimeter corresponded
to the signal in the SBS spectrograph.

Measured backscatter SBS spectra are presented in
Fig. 77.10 for the exploding-foil plasmas after the peak
density has dropped to ~nc/5. The time during which NIF
temperatures and scale lengths are achieved extends from 2 to
3 ns. Figure 77.10(a) shows the temporal evolution of the
spectrum near 351 nm when the interaction beam was not fired
and was used to establish the level of background light. The
interaction beam was fired at 2 ns in Fig. 77.10(b) and at 3 ns
in Fig. 77.10(c). Since there are no significant differences
between the three images, it is clear that no measurable
contribution from the interaction beam to the signal near
351 nm was observed for either timing. The energy response of
the spectrograph places an upper limit on the SBS reflectivity
of 0.1% for these experiments.

A similar set of streaked spectra is shown in Fig. 77.11 for
solid-target plasmas. The signal near t = 0 in all three cases is
interpreted as light reflected from the critical surface with a
Doppler blue shift from the expanding plasma. This is consis-
tent with the SAGE prediction for the time-dependent absorbed
power [Fig. 77.3(b)]. Less signal is seen during the second set
of primary beams, as they were incident at greater angles from
the collection lens. The feature around 351 nm in Fig. 77.11(b)
between 2 and 3 ns corresponds to a 0.1% reflection of the
interaction beam from near the critical-density surface. The
total energy recorded by the spectrograph was 3.1 J, corre-
sponding to 0.7% of the interaction beam energy, so most of
the energy was in the scattered P1 beams. The feature after 3 ns
in Fig. 77.11(c) is from what would, in the absence of the
interaction beam, be a rapidly cooling plasma. This plasma,
which still has a critical-density surface, is strongly absorbing
(close to 100% absorption is predicted) and is locally heated
by the interaction beam. The observed backscatter is consis-
tent with a backscattered SBS energy fraction of 0.2%. Thus,
no significant SBS was observed in either the exploding-foil
or solid-target interaction experiments under NIF direct-
drive conditions.

Small amounts of SRS were observed in both types of
plasma. For the exploding-foil plasmas SRS from the electron-
density maximum was used as a density diagnostic (see pre-
ceding section). For solid-target plasmas, time-resolved SRS
was measured through the focusing lens (direct backscatter)
and at 20° from the backscatter direction (Fig. 77.12). Fig-
ures 77.12(a) and 77.12(b) show the temporal evolution of the
SRS backscatter spectra through the lens, with the interaction
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Figure 77.10
Streaked spectra around 351 nm of light backscattered from exploding-foil
plasmas through the interaction-beam focus lens for (a) no interaction beam,
(b) interaction beam at 2 ns, and (c) interaction beam at 3 ns. A multipulse
timing fiducial [shown at the top of (a) and (c) with the solid line indicating
its temporal shape] enabled an absolute time origin to be assigned to the
backscattered light. The measured streak records of the four groups of laser
beams are also shown. The horizontal dashed line indicates the unshifted
laser wavelength.
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Figure 77.11
Same as Fig. 77.10 but for the solid targets (partial spheres of 2-mm
diameter).

beam fired at 2 ns and 2.5 ns, respectively, with peak intensity
1.5 × 1015 W/cm2. Both images exhibit broad spectral features
coincident in time with the interaction beam and extending
from 420 nm to 540 nm. The weak feature at 700 nm appears
to be ω0/2 light from the two-plasmon decay instability driven
by the primary and secondary beams.

An upper limit on the backscattered SRS energy can be
estimated from the calorimetry and the SBS signal. As men-
tioned above, the spectral energy response of the SBS spec-
trograph was determined on shots where the interaction beam
was not fired. By subtracting the SBS energy in the spec-
trograph from the total energy recorded in the calorimeter, the

energy in the SRS signal can in principle be estimated. Due to
the shot-to-shot fluctuations in the signal levels, however, there
is a large uncertainty associated with this subtraction. In
addition, the final turning mirror has ~100% reflectivity at
351 nm but a flat ~12% reflectivity between 400 and 700 nm,
further reducing the SRS contribution in the calorimeter.
Taking all these factors into account, the residual SRS energy
in the calorimeter is 0 J with an uncertainty of 25 J. The upper
limit of 25 J corresponds to a maximum SRS backscattered
energy fraction of 5%, but clearly a lower value is more likely.
An accurate measurement of the SRS fraction will require
further experiments.

Landau damping is very strong in this density–temperature
regime (kλD ≈ 0.5 at 570 nm during the high-temperature
portion of the interaction), which suggests that the observed
SRS originates in filaments where Landau damping is
strongly reduced.18
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Figure 77.12
Streaked SRS spectra from solid-target plasmas: (a) and (b) directly back
through the lens, with SSD on (0.25-THz UV bandwidth), and (c) at 20° to the
lens with SSD off. The interaction beam was timed at 2 ns in (a) and at 2.5 ns
in (b) and (c). The temporal shape of the interaction beam is shown as an
overlay in (a) and (b). The targets were flat in (a) and (b) and a partial sphere
of 2-mm diameter in (c).

A time-resolved sidescattered SRS spectrum from a solid
target, at 20° from the interaction beam direction (the normal
to the original target surface), is shown in Fig. 77.12(c) with the
interaction beam fired at 2.5 ns. No SRS is observed in
sidescattering during the hot NIF-like plasma phase between
t = 2 and 3 ns, but sidescattering sets in abruptly when the
secondary beams turn off at t = 3 ns. At this time the back-
ground plasma cools down, although this alone may not ex-
plain the abrupt onset of sidescattering. The sidescatter SRS
appears at longer wavelengths (i.e., higher densities) than the
filamentary SRS seen in backscattering between 2 and 3 ns.
This is consistent with the onset of SRS at longer wavelengths
in direct backscattering at 3 ns [Fig. 77.12(b)].

It is possible that some SRS was present just outside the
f/6 cone of the interaction-beam focusing lens; however, this
is unlikely to be significant, based on the lack of SRS at 20°
from 2 to 3 ns.

Combining the backscatter and sidescatter SRS observa-
tions it is reasonable to conclude that the directionality of the
filamentary (low-density) SRS signal is due to the “horn
antenna” effect, which directs the incident 351-nm light into
the filaments and then funnels the backscattered SRS signal
through the same horn to the focusing lens. Within the filament
the SRS signal is guided by the filament as well as by the SRS
gain, while in the region of the horn geometrical optics is
applicable and the backscattered SRS light is guided by the
density structure making up the horn. It is impossible to
determine the exact background density within which the
filaments are created since the SRS wavelength merely reflects
the density within the filaments. It is clear that the 2-D SSD
bandwidth used in this experiment (0.25 THz in the UV) is
insufficient to suppress the filamentation.

The density-gradient threshold for Raman scattering (e.g.,
that given by Kruer4) yields I ~ 1.8 × 1015 W/cm2, and SRS
would be expected to originate within the speckles produced
by the phase plates. During the hot NIF-like plasma phase,
however, Landau damping is strong enough to suppress this
SRS completely, while in the cooling phase (past t = 3 ns) SRS
can occur and is seen between 0.1 and 0.2 nc. This type of
Raman scattering (without filamentation) is still preferentially
directed in the backward direction, but it is much less colli-
mated, which thus allows its observation through the lens as
well as at 20° away from the backscatter direction.

Conclusion
Long-scale-length plasmas, with parameters relevant to the

peak of direct-drive NIF laser pulses, have been produced and
characterized on the OMEGA laser system. Temperatures of
~4 keV and densities of ~0.2 nc have been measured in
agreement with hydrocode predictions and are consistent with
density scale lengths of ~0.5 to 1.0 mm. Experiments have
shown that these plasmas have an SBS reflectivity of less than
0.1% and an SRS reflectivity of less than ~5%, even when the
interaction beam intensity is 1.5 × 1015 W/cm2, eight times
higher than the NIF cluster intensity. The measured
backscattered SRS signals are believed to originate in fila-
ments at ne < 0.1 nc, as otherwise they would be suppressed by
the strong Landau damping that occurs at the measured tem-
peratures. The threshold intensity for SRS was not deter-
mined since experiments were not performed with a lower-
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intensity interaction beam. The calculated SRS and SBS inten-
sity thresholds were comparable to the intensity of the interac-
tion beam at 1.5 × 1015 W/cm2; however, only SRS was
observed in the experiment.

On the basis of these experiments it is concluded that SRS
and SBS are not likely to present a problem for the coronal
plasmas at the peak of the NIF direct-drive laser pulse. Future
experiments on OMEGA will vary the intensity of the interac-
tion beam and will address the parametric instabilities of the
coronal plasmas in the foot and transition regions of the NIF
direct-drive laser pulse.
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Various techniques are being used to achieve the high irradia-
tion uniformity required for direct-drive, laser-fusion experi-
ments on the OMEGA laser system. These techniques are
directly applicable to the National Ignition Facility (NIF)
being built at the Lawrence Livermore National Laboratory.
The combination of two-dimensional smoothing by spectral
dispersion (SSD),1–3 distributed phase plates (DPP’s),4,5 po-
larization smoothing (DPR’s),6,7 and beam overlap should
be sufficient to reach the rms level of 1% or less when the
laser intensity has been averaged over a few hundred picosec-
onds. Of these, SSD is the dominant mechanism for reducing
the nonuniformity.

The SSD beam-smoothing technique produces uniform
laser beams in a time-averaged sense. The level of uniformity
that can be achieved is determined by two factors: bandwidth
and spectral dispersion. The amount of bandwidth determines
the rate of smoothing, and the amount of spectral dispersion
determines the level of uniformity that can be achieved (as well
as the longest spatial wavelength of nonuniformity that can be
smoothed). Frequency-tripled glass lasers (such as OMEGA
and the NIF) place constraints on both bandwidth and spectral
dispersion. Until recently, high-efficiency frequency tripling
of laser light was limited to a bandwidth of 3 Å to 4 Å in the IR.
Recent calculations and experiments8,9 have shown that this
bandwidth can be increased by a factor of 3 to 4 by using a
second tripling crystal, resulting in ~1 THz in the UV, with a
~70% tripling efficiency. Second triplers will be installed on
OMEGA during 1999.

The spectral dispersion of the bandwidth on OMEGA has
been limited by the laser spatial-filter pinholes to an angular
spread of ~50 µrad (relative to the output of the system). This
will be increased on OMEGA during 1999 to accommodate
asymmetric SSD dispersion, with 100 µrad in one direction
and 50 µrad in the other. Polarization smoothing will provide
an additional 50 µrad, resulting in a total angular spread of
100 µrad in each direction.10 With these laser modifications,

Irradiation Uniformity for High-Compression
Laser-Fusion Experiments

it is expected that the levels of uniformity required for high-
compression experiments on OMEGA will be achieved. The
rms nonuniformity will drop below 1% after a smoothing time
of ~250 ps. These same uniformity techniques are directly
applicable to the NIF and will result in even higher levels
of uniformity because of the larger number of beams (192
versus 60).

With the angular divergence of the beam that will be
achieved on OMEGA during 1999, all spatial wavelengths of
nonuniformity of concern for ICF will be smoothed. The
longest wavelength of nonuniformity that can be smoothed
by SSD and polarization smoothing can be estimated in the
following way: Both SSD and DPR’s smooth nonuniformities
by shifting the speckle pattern produced by a phase plate. Two
overlapped speckle patterns that have been shifted by a dis-
tance S will exactly smooth a nonuniformity of spatial wave-
length 2S. The maximum speckle shift is given by S Fmax = ∆θ ,
where F is the focal length and ∆θ is the beam angular
divergence; thus, SSD can smooth spherical harmonic modes
of nonuniformity down to   lcut = ( )2 2πR Smax , where R is
the target radius. Using OMEGA parameters F = 180 cm, R =
500 µm, and ∆θ = 90 µrad, we have lcut ~ 10, which is well
below the modes of concern for seeding hydrodynamic insta-
bilities. For the NIF, the same angular divergence will produce
essentially the same value of lcut since both the focal length and
the target radius will be 3.5 to 4 times larger than for OMEGA.

The mathematical formalism describing 2-D SSD is pre-
sented in Ref. 2. We can use the approximate asymptotic
expression for the SSD reduction factor [Eq. (20) in Ref. 2]
to confirm the above estimates for the longest wavelength
of nonuniformity that can be smoothed by SSD. First, this
equation is modified to include the contribution of polariza-
tion smoothing as follows: Let the polarization dispersion
be in the y direction, with ∆p the spatial separation between e
and o rays in the target plane. Then the superposition of the e
and o intensities is 12 2 2I x y I x yp p, ,+( ) + −( )[ ]∆ ∆ . For the



IRRADIATION UNIFORMITY FOR  HIGH-COMPRESSION LASER-FUSION EXPERIMENTS

LLE Review, Volume 77 13

asymptotically smoothed intensity, the SSD reduction factor
R p
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R J k J k

k

p
i j

j p

ij = ( ) × ( )
× ( )

0 1
1
2 1 0 2

1
2 2

1
2

6 6δ δsin sin

cos

∆ ∆

∆ (1)

for spatial modes k ki j,( ) in the (x, y) directions. The factor
6δ1,2 is the number of spectral modes for each direction of SSD
(after frequency tripling), and ∆1,2 is the separation of the
modes. The first zero of the first Bessel function will determine
the longest wavelength for which there is substantial smooth-
ing in the x direction. Expanding the “sin” function for small
k and using S1 1 16= δ ∆  as the maximum spectral shift, the
argument of the Bessel function becomes 

  
1
2 1l S R , where l

is the effective spherical harmonic mode number (l = k × R).
This gives lcut = 15, where 

  
J S R0

1
2 1 0lcut( ) = ,  which is a

little higher than the rough estimate above.

In the perpendicular direction, there is smoothing from both
the spectral dispersion and the polarization spread. For the
strategy being implemented on OMEGA, the spectral angular
spread in this direction is half the spread in the other direction

S S2
1
2 1=( ) in order to keep the laser pinholes as small as

possible. The total speckle shift in this direction is then doubled
by means of the polarization shift for ∆p = S2. With these
parameters, the “cos” term in Eq. (1) gives the lowest value

of l for which R is zero in the y direction, namely l ≈ 20. Of
course there is still some smoothing below l = 20.

The smoothing of long-wavelength nonuniformities can
be seen in the full time-dependent calculation shown in
Fig. 77.13. Shown is the calculated rms nonuniformity for 60
overlapping beams on a spherical target (using the OMEGA
irradiation geometry). The nonuniformity for each individual
beam was calculated from the time-dependent SSD equations
in Ref. 2, and the result was projected onto the sphere. The first
image shows how the nonuniformity spectrum has decreased
after 500 ps of smoothing for 500 modes, with 1 THz of
bandwidth. [Plotted is the rms nonuniformity σl of the spheri-
cal harmonic mode l, defined such that the total rms
nonuniformity is Σσ l

2 1 2( ) ]. The second image shows the
spectrum for the first 50 modes, which is a region of particular
concern for direct-drive laser fusion.

We first note that even without SSD, the nonuniformity in
the very low-order modes (l = 11 to 30) is very small, 1%.
After 500 ps of smoothing, this has been reduced to 0.15%.
Smoothing is occurring for modes that are about a factor of 2
lower than indicated in the results of Rothenberg.3

 The reason
is that this calculation has used twice the angular divergence
of Rothenberg; he limited the angular spread of the beam to be
50 µrad. We have increased the spread to 100 µrad in one
direction and doubled the 50-µrad spread in the second direc-
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The reduction in nonuniformity produced by SSD on OMEGA when the intensity is averaged over 500 ps, for a bandwidth of 1 THz and a total angular spread
of 100 µrad. The IR bandwidths for the two modulators are 2.1 Å and 10.2 Å with modulation frequencies of 8.8 GHz and 10.4 GHz.
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above l = 300. It is believed that this shift in the nonuniformity
spectrum is beneficial, as modes below l = 200 are considered
to be the most dangerous. After about 1 ns of smoothing time,
however, both examples show about the same asymptotic level
of nonuniformity for the long wavelengths.

Finally, in Fig. 77.15 we compare the effects of the different
improvements in uniformity that are planned for OMEGA
during 1999. The current SSD configuration consists of IR
bandwidths of 1.25 × 1.75 Å with electro-optic (EO) mod-
ulators of 3 and 3.3 GHz. The spectral divergence is less than
50 µrad. A small number of polarization wedges are available
for planar experiments. A full set of 60 wedges will be installed
during 1999 for spherical experiments. At the same time, the
bandwidth will be increased to 1.5 × 3.0 Å with the resulting
spectral/polarization dispersion being ~100 µrad in each direc-
tion. During the latter half of the year, one of the EO modula-
tors will be replaced by a 10-GHz modulator and the IR
bandwidth increased to ~12 Å, resulting in a UV bandwidth of
~1 THz.

The improvements in irradiation nonuniformity planned
for the OMEGA laser during 1999 will reduce the rms non-
uniformity to less than 1% when the intensity is averaged over
300 ps. The total nonuniformity in the long-wavelength non-
uniformities (spherical harmonic modes 11 to 30) can be
smoothed to levels below 0.15%. This is being accomplished
by the addition of three new features to the laser: (1) Second

tion by means of the polarization wedge. This is consistent
with the above analysis showing that when the total speckle
shift is about 15% of the target diameter, modes below l = 15
are smoothed. These calculations have included the effect that
the envelope, as well as the speckle, is shifted. The smoothing
effect is more dramatic for higher-order modes; for l = 31 to
500 the nonuniformity is reduced from 13% to 0.6% rms.

The second image in Fig. 77.13 shows details of the long-
wavelength nonuniformity structure after 500 ps of smoothing
(note that the vertical scale has changed). It is now more clearly
seen that modes down to l = 11 have been smoothed. The spike
at l = 10 as well as the additional nonuniformity at lower l is
the result of how the 60 beams overlap on the spherical target;
it is not the result of structure on an individual beam. This form
of nonuniformity can be reduced by a careful choice of the
radial beam profile that is generated by the phase plate. These
calculations have used the sinc2 profile that is generated by
square phase-plate elements (and modified by SSD), with the
target boundary near the 5% intensity contour.

The discussion after Eq. (1) shows that the asymptotic level
of smoothing reached by SSD in the low-order modes depends
only on the size of the speckle deflections: S1, S2, and ∆p. (This
is valid over the range of wavelengths for which the “sin”
functions in that equation can be expanded to first order.) The
amount of time required to reach this level can be decreased,
however, by increasing the number of color cycles.1–3 This
occurs because the longer wavelengths of nonuniformity are
produced by interference between phase-plate elements that
are relatively close together. By increasing the number of color
cycles, the relative phase between close phase-plate elements
varies more rapidly, and faster smoothing occurs. This is at
the expense, however, of reduced smoothing for very short
wavelengths of nonuniformity (high l) produced by interfer-
ence between more-distant phase-plate elements.

One example of the effect of three color cycles compared
to one cycle is shown in Fig. 77.14. This corresponds to an in-
termediate case that might be examined on OMEGA before
the implementation of 1 THz of bandwidth. Both cases in
Fig. 77.14 correspond to a bandwidth of 0.3 THz with one
color cycle and a polarization wedge in one of the directions.
In the second direction, one case has one color cycle and the
other has three, produced by a threefold increase in modulation
frequency. The results are given after 250 ps of smoothing.
(The total nonuniformity is about 1.7% rms.) For three color
cycles, the nonuniformity in modes 50 to 200 has been reduced
by about 50%, at the expense of some increased nonuniformity

Figure 77.14
By increasing the number of color cycles, long wavelengths of nonuniformity
can be reduced at a faster rate. The nonuniformity spectrum with 0.3 THz of
bandwidth and 250 ps of smoothing time is compared for one and three color
cycles. The bandwidths in both cases were 1.5 × 3 Å. For one color cycle the
modulation frequencies were 3 and 3.3 GHz. For three color cycles (in one
direction) the 3.3-GHz modulator was replaced by a 10-GHz modulator.
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OMEGA uniformity is shown in Fig. 77.16. It is expected that
this smoothing rate and the level of uniformity should be
adequate for direct-drive ignition experiments.
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Figure 77.15
The rms nonuniformity as a function of time for the current SSD configuration
on OMEGA and the upgrades planned for 1999, including the effect of
multiple-beam overlap on a spherical target in the 60-beam geometry.
Spherical harmonic modes up to l = 500 have been considered with no
additional smoothing assumed in the plasma atmosphere around the target.
The top curve shows the current level of irradiation uniformity. The middle
curve corresponds to a higher bandwidth in one direction and the inclusion of
polarization smoothing. The bottom curve is the result for 1 THz of UV
bandwidth and polarization smoothing.

triplers will allow the high-efficiency tripling of 3 to 4 times the
current bandwidth. This will decrease the smoothing time by
the same factor. (2) Polarization wedges added to all 60 beams
will instantaneously reduce nonuniformity by 2  and double
the maximum shift of speckle patterns on the target. (3) An
increase in laser-pinhole size will double the allowed spectral
spread in one direction from 50 µrad to 100 µrad. (The angular
spread in the perpendicular direction will remain 50 µrad.) The
combined effect of the polarization spread and the increased
spectral spread will be a factor-of-2 reduction in the largest
spherical harmonic mode of nonuniformity that can be
smoothed, and a reduction in the asymptotic value of non-
uniformity by almost the same factor.

These uniformity improvements are directly applicable to
the NIF. As with OMEGA, the current pinhole specification
for the NIF limits the angular spread of the beam to 50 µrad.
The NIF optical design should be examined to determine if the
pinhole can be opened further for direct-drive experiments as
is being done on OMEGA. Using essentially the same SSD
configuration as OMEGA, including polarization smoothing
and dual-tripler frequency conversion, even higher uniformity
will be achievable on the NIF due to the larger number of
beams (192 versus 60). A comparison between NIF and

TC4870

5

4

3

1

100 200 300
0

0.2 THz

0.3 THz
+ DPR

1 THz + DPR

2

rm
s 

no
nu

ni
fo

rm
ity

 (
%

)

Averaging time (ps)
0

Figure 77.16
The rms nonuniformity as a function of time for the NIF and for OMEGA,
assuming 1-THz bandwidth and polarization smoothing. All spherical har-
monic modes between 5 and 500 are included.

∆ = 1 THz
DPR
∆ = 100 µrad

TC4896

OMEGA

NIF

1.0

0.1
10 100 1000

rm
s 

no
nu

ni
fo

rm
ity

 (
%

)

Smoothing time (ps)

ν

θ



IRRADIATION UNIFORMITY FOR  HIGH-COMPRESSION LASER-FUSION EXPERIMENTS

16 LLE Review, Volume 77

7. Laboratory for Laser Energetics LLE Review 45, 1, NTIS document
No. DOE/DP40200-149 (1990). Copies may be obtained from the
National Technical Information Service, Springfield, VA  22161; T. E.
Gunderman, J.-C. Lee, T. J. Kessler, S. D. Jacobs, D. J. Smith, and
S. Skupsky, in Conference on Lasers and Electro-Optics, Vol. 7, 1990
OSA Technical Digest Series (Optical Society of America, Washing-
ton, DC, 1990), p. 354.

8. D. Eimerl et al., Opt. Lett. 22, 1208 (1997).

9. A. Babushkin, R. S. Craxton, S. Oskoui, M. J. Guardalben, R. L. Keck,
and W. Seka, Opt. Lett. 23, 927 (1998).

10. R. S. Craxton and S. Skupsky, Bull. Am. Phys. Soc. 40, 1826 (1995).

11. The description of the SSD formalism here is similar to the presenta-
tion in the internal report of Ref. 2.

12. Y. Kato et al., Phys. Rev. Lett. 53, 1057 (1984).



A NOVEL CHARGED-PARTICLE DIAGNOSTIC FOR ρR IN COMPRESSED ICF TARGETS

LLE Review, Volume 77 17

Areal density—the product of density and thickness of specific
ions (ρR) in ICF targets—is an important measure of compres-
sion that enables a comparison of ICF implosions with simu-
lation. In particular, this quantity influences several crucial
aspects of an igniting target: the degree of self-heating in the
target, its fractional burn, and gain.1

Several methods involving nuclear reaction products have
been employed to deduce this quantity in ICF implosions.2–5

In this article, we will discuss the use of knock-on particles
(deuterons and protons) that have been elastically scattered
from the 14-MeV primary DT fusion neutrons. Both knock-on
deuterons2 and protons5 have been discussed previously in the
literature. The knock-on deuteron diagnostic has been used
extensively to provide a measure of ρR.2 The number of these
knock-on particles can provide information on the areal densi-
ties of the layer in which they are produced, and the energy loss
of these particles as they propagate out of the target will
provide additional information about ρR along the propagation
path. The deuteron diagnostic can provide information about
the compressed target in a relatively model-independent way
for values of target ρR up to ~100 mg/cm2. For higher values
of ρR, the knock-on spectrum is significantly distorted and
becomes very dependent on temperature within the target.

Maximum information from the knock-on diagnostics is
obtained using detailed information about the shape and mag-
nitude of the knock-on spectrum. Until recently, the technique
used to detect the knock-on deuterons has involved the count-
ing of tracks satisfying selective criteria in stacked track
detectors, consequently providing only gross information about
the particle spectrum. This lack of spectral information has
limited the use of knock-on ions as a diagnostic. With the
deployment of the new charged-particle spectrometer6 (CPS),
detailed spectral information of charged reaction products
from the imploding target can now be obtained, enabling a
more detailed analysis of conditions in the target using the
knock-on particles. Using a 7.5-kG magnet, the CPS can
momentum-select incident charged particles, which are then
impinged onto a detector plane consisting of track detectors.

A Novel Charged-Particle Diagnostic for ρR in Compressed
ICF Targets

The identity of each particle is then established by comparing
the track diameters with known stopping powers of various
particles at that momentum. In this manner, areal densities can
now be measured not only through the knock-on deuteron
diagnostic but also through diagnostics involving other charged
particles such as the knock-on protons.

The knock-on proton diagnostic is somewhat similar to the
knock-on deuteron diagnostic. The number of these particles is
once again proportional to the areal density of the layer in
which they are produced (such as the plastic shell). The
spectrum of these particles, however, is significantly different
from the deuterons, and a different analysis must be used to
interpret the measurement. In earlier work, a somewhat model-
dependent technique to interpret the proton signal was pre-
sented.4 A more model-independent analysis of the proton
spectrum can be devised that relies on the number of knock-on
protons in a suitably defined energy range and is equally
applicable to current experiments. Details of this analysis will
be presented elsewhere.7

Here we present a novel knock-on deuteron–based diagnos-
tic that will simultaneously diagnose three regions of a com-
pressed target consisting of DT gas enclosed in a CH shell over-
coated by CD. This diagnostic is primarily based on measuring
the knock-on deuteron spectrum and relies on knock-on pro-
tons for an independent measurement of the areal density of the
plastic layers. Self-consistency would then dictate a favorable
comparison between the values of the areal density of the CH
layer inferred using the deuterons and protons.

In a direct-drive ICF target implosion, degradation in target
performance is believed to occur primarily through Rayleigh–
Taylor instability,8 which is seeded by either target imperfec-
tions or laser nonuniformity. This instability, occurring at the
ablation surface, can then feed through to the rear surface of
the shell (or the fuel–pusher interface) during the acceleration
phase of the instability. During the deceleration phase, these
distortions at the fuel–pusher interface can grow, resulting in a
mixing of the fuel and the pusher. The knock-on particle spec-
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trum carries information about conditions in the target during
this latter phase of the implosion. This is when core tempera-
tures and densities are high enough to initiate the fusion
process and to produce the knock-on ions. The mixing of the
fuel and the shell at these times in the implosion can signifi-
cantly modify the neutron production rate relative to one-
dimensional (1-D) simulations and consequently the production
of the knock-on ions and their spectra. Current diagnostics on
the mixing of various layers in the target use x-ray spectro-
scopic signatures from various dopants in the target.9 Tech-
niques based on nuclear particles would provide an independent
assessment of hydrodynamic mix in the target and could probe
conditions in the target that are not easily accessible by x-ray
spectroscopy. In addition, the knock-on deuteron diagnostic
when used in conjunction with other diagnostic tools such as
the neutron temporal diagnostic (NTD)10 (which can measure
the thermonuclear burn history of a target in an experiment)
may serve to probe conditions in the compressed target at the
onset of significant mix due to hydrodynamic instabilities.

In the sections that follow, we discuss (1) the knock-on
particles from a typical target consisting of only two regions:
DT fuel and a plastic (CH) shell. Knock-on deuterons (and
tritons) are produced in the fuel, and knock-on protons are
produced in the CH shell. (2) We then discuss specifically the
knock-on diagnostic in the context of the elastically scattered
deuterons and protons. (3) A generalization of this technique
infers ρR in three regions of the compressed target, using the
detailed shape of the deuteron spectrum. The target involved
has three layers: DT, CH and, CD. Knock-on deuterons are
produced in both the DT and CD layers with two well-defined
high-energy peaks in the spectrum, separated by an energy
determined by the areal density of the intermediate plastic
layer. Using the result from simulation as an example, we
demonstrate the procedure for deducing the ρR of the three
layers from this spectrum. (4) We discuss how hydrodynamic
instabilities could modify the measured knock-on deuteron
spectrum and examine the validity of our analysis for these
modified spectra. Finally, we mention briefly how we might
compare our inferred results from experimental measurements
to simulation.

Knock-on Ions as a Diagnostic for ρR
The knock-on diagnostic relies on the elastic scattering of

various ions (deuterons and protons) in the target from the
14.1-MeV primary DT neutrons (Fig. 77.17). The number of
such elastically scattered particles, NK, is then proportional to
the number of primary neutrons, Y, the number density for the

particle of interest, nK, the average distance that the neutron
traverses in the target, kRl, and is given by

N n R YK K K= σ , (1)

where the subscript K indicates the type of knock-on particle
and σK is the corresponding cross section for elastic scattering
(0.64b for deuterons and 0.69b for protons). Using the relation
between the ion number density and the mass density, this can
be rewritten for the number of knock-on deuterons produced in
equimolar DT as

N Y RD = × −7 7 10 2 2. ,ρ cm gm (2)

where kρRl, the areal density, is given by

ρ ρR dr
R

≡ ∫
0

. (3)

The ratio of the number of knock-on deuterons to the number
of 14.1-MeV DT primary neutrons provides a measure of the
fuel’s areal density. We note that knock-on tritons can also be
produced in a similar elastic-scattering process with the ener-
getic DT neutrons.

Figure 77.17
Knock-on process.
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Knock-on protons may be produced by the addition of
hydrogen to the fuel or from the protons in the plastic, if the
target is prepared with a plastic shell. For knock-on protons
produced from the plastic (CH) layer, Eq. (1) for the number of
elastically scattered protons can be rewritten as

N Y RP = × −3 2 10 2 2. .ρ cm gm (4)

Again, the ratio of the number of elastically scattered protons
to the number of DT neutrons is proportional to the areal
density of the plastic layer.

In an experiment, however, it is not possible to detect all
the knock-on particles produced. The CPS has a finite solid
angle and therefore samples only a fraction of the knock-ons
produced. Therefore, an assumption about isotropy in knock-
on production is required to infer the total number of knock-
on particles produced. (Deviations from isotropy can be
checked because there are two CPS’s that view the target from
different directions).

The more challenging aspect of inferring the number of
knock-ons produced relates to the spectrum of these particles.
The knock-on spectrum is produced over a continuum of
energies extending over several MeV (knock-on deuterons
occur up to 12.5 MeV, while the proton spectrum extends up to
14.1 MeV) due to different neutron-impact parameters. The
entire spectrum cannot be measured because the very low-
energy knock-ons can be stopped in the target or in the filter in
front of the CPS. Also, the very high density of background
tracks at lower energies makes the measurement of the entire
spectrum challenging. As a result, these diagnostics rely on the
identification of specific features of the knock-on spectra to
deduce the total number of ions produced and hence the areal
density of the layer of interest.

1. Knock-on Deuterons
Even though the entire knock-on deuteron spectrum cannot

be measured, the number of knock-ons produced can be
reliably deduced using the high-energy region of the spectrum.
The anisotropic differential cross section for elastic scattering
results in a clearly identifiable peak in the spectrum (shown
schematically in Fig. 77.18). The number of deuterons under
this peak is about 16% of the total number of deuterons
produced in the scattering process and is relatively indepen-
dent of any distortion of the spectrum that may occur due to the
slowing down of the deuterons in the target for a large range of
areal densities. This useful feature allows a model-indepen-

dent inference of the total number of knock-on deuterons
produced [and hence the ρR of the fuel, (ρR)f, through Eq. (2)].

In addition to the fuel areal density, the knock-on deuteron
spectrum can also provide a measure of the shell’s ρR. Knock-
ons produced in the target slow down (primarily through
energy loss in the shell), and as a result the spectrum is
downshifted from its usual maximum of 12.5 MeV. Fig-
ure 77.19(a) shows the spectra due to different areal densities
of the shell, (ρR)CH, calculated using a straight-line transport
of the knock-on deuterons. The continuous energy loss of these
charged ions is modeled using Ref. 11. The slowing down of
the deuterons can be characterized by the end point of the
spectrum (defined as the higher of the two energies of the half-
maximum of the peak). As Fig. 77.19(b) indicates, this end
point is proportional to the areal density of the shell, and this
feature can be used to deduce this quantity in experiment.

An important feature of the knock-on deuteron diagnostic
that enables a relatively model-independent measure of the
shell’s ρR is the temperature insensitivity of the high-energy
peak of the deuteron spectrum. Figure 77.20 shows the deu-
teron spectra for two different shell ρR values at two different
typical electron temperatures (the temperatures are typical of
the shell in 1-D simulations of the implosions). Energy loss at
these typical densities and temperatures in imploding ICF
targets is dominated by losses to electrons (the electron density
is related to the ion density and consequently the areal density
of the material through its degree of ionization). Knock-on
deuterons with energies greater than about 7 MeV typically
have much higher velocities than electrons at the typical

Figure 77.18
Schematic spectra of the knock-on particles.
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temperatures in the cold plastic (~0.5 keV). In this limit, the
energy loss is independent of the electron’s temperature and is
thus dependent only on the shell’s ρR. As Fig. 77.19(a) indi-
cates, for ρR * 60 mg/cm2, the deuterons are slowed to less
than 7 MeV. This value of ρR suggests a limit on the maximum
value of the shell’s areal density that can be deduced indepen-
dent of temperature considerations in the shell. On the other
hand, the knock-on tritons, being more massive, show a greater
sensitivity to both the temperature and the ρR of the shell,
limiting the range of temperatures and areal densities over
which conditions in the target can be inferred reliably from
their spectrum. However, the triton spectrum can be used as a
self-consistency check on target conditions that have been
measured by other diagnostics.

Detailed knock-on spectra have been recently measured
experimentally using the CPS. These preliminary spectra show
good agreement with those obtained from simulations of
implosions. In the next section, we consider a generalization of
the knock-on deuteron diagnostic that will enable more de-
tailed information about the compressed target.

“Three-Layer” Targets
This extension of the deuteron diagnostic uses a target

comprising three layers (shown in Fig. 77.21): an inner DT (or
a DT+3He) fuel region, a plastic (CH) shell, and an ablator
(CD). This target is different from those considered previously,
where only two layers (DT and CH) were present. Its charac-
teristics and dimensions are commensurate with targets surro-
gate to future cryogenic targets designed for the OMEGA
laser,12 and the diagnostic design permits some flexibility in
each layer’s thickness while retaining its equivalence to cur-
rently used surrogate targets.

Several energetic nuclear particles, shown schematically in
Fig. 77.21, can be used to diagnose areal densities. Knock-on
protons are produced in the plastic, and the areal density of the
plastic layer can be deduced from the ratio of the number of
protons produced to the number of primary neutrons. The
addition of 3He to the DT fuel is optional. The presence of
3He in the target, however, provides another independent
measure of areal density; the energy loss of the energetic
14.7-MeV proton from the D-3He reaction is proportional to
the total areal density of the target.4

Figure 77.20
The deuteron spectrum is relatively insensitive to temperatures in the cold
portions of the target.

Figure 77.19
(a) The slowing down of the knock-on deuteron spectrum for different areal
densities of the shell, (ρR)CH. (b) End-point energy of the spectrum as a
function of the shell areal density.
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Knock-on deuterons are produced in both the fuel and the
CD layer. The deuterons produced in the fuel lose energy as
they traverse the target, causing the high-energy peak to shift
downward. The spectrum of deuterons from the CD layer, on
the other hand, has its maximum energy at the nascent value of
12.5 MeV. The complete simulated spectrum for a target with
a combined ablator and shell thickness of 20 µm (5 µm CH and
15 µm CD) is shown in Fig. 77.22. The target is driven with a
1-ns square pulse, which has been chosen arbitrarily. The
spectrum is produced from a 1-D simulation of the implosion
using the hydrodynamic code LILAC13 and a post-processor
that transports the knock-ons in straight lines for every time

step using the simulated density and temperature profiles while
accounting for their energy loss. The relevant features are the
two high-energy peaks in the spectrum arising from the indi-
vidual contributions of the fuel and CD layers (shown as
dashed lines in Fig. 77.22). The area under the higher-energy
peak is primarily a measure of the areal density of the CD layer,
(ρR)CD, whereas the peak at the lower energy has contributions
from both the fuel and the CD shell. The separation of the two
peaks provides a measure of the areal density of the plastic
layer, (ρR)CH. We note that for the typical electron tempera-
tures in the cold shell and ablator, the energy range spanned by
the peaks of such a deuteron spectrum is fairly temperature
insensitive. This temperature independence will be exploited
later to deduce the areal densities of the three regions of the
target from the data.

The areal densities of the three layers can be deduced nearly
model independently using the scheme outlined previously, if
the peaks are well separated. We first consider the areal density
of the plastic layer. For the spectrum shown in Fig. 77.23(a)
(a solid line) the separation of the two high-energy peaks is
about 3 MeV. The areal density of the plastic resulting in this
separation should correspond to that value that results in a
downshift of the end-point energy by the same amount. From
Fig. 77.19(b), this separation corresponds to an areal density of
about 40 mg/cm2 to be compared with the value of 35 mg/cm2

in the simulation. Next, to deduce the areal density of the CD
layer, we calculate the total number of deuterons in the high-
energy peak. This value is a known fraction of the total number
of deuterons produced since this portion of the spectrum is
unaffected by the presence of deuterons from the fuel. For the

Figure 77.21
Sources of particles for the diagnosis of areal
densities in three-layer targets.

Figure 77.22
Simulated knock-on deuteron spectrum from a three-layer target with
contributions from the individual layers.
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spectrum (solid line) in Fig. 77.23(a), this is the number of
deuterons above 10.25 MeV, and again, from the spectra in
Fig. 77.19(a) this corresponds to about 12% of the total knock-
on deuterons produced. Using this fraction for the number of
deuterons in the peak and a formula for CD [similar to Eq. (2)],
we obtain a value of 26.5 mg/cm2 for the CD layer that
compares favorably with the value of 25.6 mg/cm2 in the
simulation. While the areal densities of the CH and CD layers
can be determined model independently, some uncertainty is
introduced in the value of the areal density of the fuel, (ρR)f,
since not all the deuterons under the low-energy peak are
produced in the fuel. The contribution to this peak from the CD

Figure 77.23
(a) Comparison of test (simulated) spectrum (solid line) showing spectrum
from best-fit model (dashed line). (b) Areal densities for the three layers that
result in spectra whose difference squared is within 20% of the least-squares
value. Each shaded region represents the set of areal densities of the fuel and
CD layer satisfying the 20% criterion, for a fixed value of the areal density of
the CH layer.

layer depends on the slowing down of the deuterons and the
geometry of the paths through the target. An upper limit for
(ρR)f can be obtained by assuming that all the deuterons
under this peak are produced in the fuel. In this case, the
inferred areal density of the fuel using Eq. (2) is 23.6 mg/cm2

to be compared with the simulation value of 17.0 mg/cm2.

This uncertainty in the value of the inferred fuel areal
density can be mitigated through a different analysis of the
knock-on deuteron spectrum. We consider deuteron spectra
from a model where each layer is approximated by a constant
density and temperature (an ice-block model). The density and
the thickness of each layer are chosen by requiring a fixed mass
for each layer (known from the specifications of the target
being modeled) and a chosen ρR. We note once again that since
the deuteron spectrum is insensitive for the ranges of areal
densities expected in such implosions, temperatures in the
colder plastic and CD can be ignored in this analysis. The
choice of fuel temperature, however, cannot be made arbi-
trarily since the deuterons may lose some energy in the hot fuel.
In this example, we choose the fuel temperature at peak
neutron rate in the simulation as the relevant fuel temperature.
In deducing areal densities from the experimentally measured
spectrum, the temperature obtained experimentally from the
width of the DT neutron spectrum14 (measured through time-
of-flight techniques) should be used in the model.

In this manner we construct a static representation of the
target and fit the spectra from such a model by varying the areal
densities of each layer. While the ice-block model is not
expected to accurately describe the primary complexities of an
imploding target such as the spatial and time-dependent varia-
tion of densities and temperatures, the spatial localization of
neutron sources in the target, and the geometry of the knock-
on trajectories through the target, it should provide a reason-
able time and spatially averaged representation of the target
relevant to the knock-on spectrum.

To test our scheme for deducing the areal densities, we
consider again the simulated spectrum shown as a solid line in
Fig. 77.23(a). Using the model described above, we vary the ρR
of the three layers to minimize the least-squares difference
between the spectrum from the model and the data. The energy
range chosen for this minimization is the area determining the
two peaks in the spectrum (*5 MeV). The technique for
minimization we choose is based on the Downhill Simplex
Method of Nelder and Mead.15 If we assume that the neutrons
are created uniformly in the fuel, the resulting spectrum of
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such a minimization scheme is shown as the dashed line in
Fig. 77.23(a). Our values for the areal densities for the DT, CH,
and CD layers (16.5, 40, and 27.4 mg/cm2, respectively)
compare favorably with the results from the simulation (17, 35,
and 25.6 mg/cm2). These values agree very well with the
model-independent extraction of the areal densities of the CH
and CD layers, implying correctly well-separated peaks and, in
addition, provide a tighter bound on (ρR)f.

To gauge the sensitivity of the spectrum to the least-squares
values of ρR obtained in this manner, we consider Fig. 77.23(b),
which shows sets of (ρR)CD and (ρR)f for different values of
(ρR)CH. [Each shaded region represents a set of areal densities
of CD and fuel, corresponding to a certain value of (ρR)CH.]
For each value of (ρR)CH, this set corresponds to those values
whose spectra are within 20% of the least-squares value. This
range of areal densities of CD and the fuel has been obtained
by fixing the areal density of the plastic in the model to the
required value and varying the areal densities of the CD and
fuel layers. In this manner, we find the range of acceptable
values of the areal densities of each layer in the target. Also
shown in the figure is the least-squares value (square) and the
result from the 1-D simulation (circle). We see that by using
this procedure we obtain values of ρR of the fuel and CD layer
to within 10% of the true value. The larger range of acceptable
values of (ρR)CH (35.5 to 43 mg/cm2 for the plastic layer
compared to 15 to 17.2 mg/cm2 for the fuel and 25.5 to
29.1 mg/cm2 for the CD layer) indicates that the deuteron
spectrum is less sensitive to the areal density of the plastic
layer. This is probably due to the fact that (ρR)CH does not
determine an absolute number or energy; the relative separa-
tion of the two high-energy peaks is determined by this value.
A comparison with the value deduced from the knock-on
proton spectrum would, in addition, provide an independent
check on the value of (ρR)CH. Finally, we note that the true
set of areal density values obtained from the simulation is
not excluded from our result at this 20% level, thus providing
a measure of the sensitivity of the spectrum to the three
areal densities.

If we assume that the neutrons are produced in the center of
the fuel and repeat the above analysis, we obtain the following
results: an areal density of 16.3, 40.4, and 30.5 mg/cm2 for DT,
CH, and CD, respectively. The least-squares difference be-
tween the model spectra and the test data for this case is higher
than for the uniform source (4.3 × 104 and 2.1 × 104, respec-
tively), implying correctly a uniform distribution of the DT
neutrons in the simulation.

Modification of the Knock-on Deuteron Spectrum
due to Mix

Our discussion has so far been based on a 1-D simulation of
the implosion that does not include the effects of hydrody-
namic instabilities and mix on the imploding target. In addi-
tion, any effects on the target due to long-wavelength
asymmetries (possibly due to laser-beam imbalances in power
and pointing errors) have also been ignored. The effects of such
departures on nuclear and particle diagnostics are difficult to
determine quantitatively from 1-D simulation.

During the deceleration phase, the Rayleigh–Taylor un-
stable fuel–pusher interface, seeded by its nonuniformity, can
result in a mixing of the hot fuel and cold pusher. This mixing
of materials at very different temperatures can result in a
significant quenching of the neutron yield relative to 1-D
simulations (that do not include this effect). Since the diagnos-
tic should probe conditions in the compressed target corre-
sponding to times of peak neutron and consequently knock-on
production, this quenching can result in different conditions
probed experimentally by the diagnostic relative to 1-D simu-
lations. For the purposes of studying the feasibility of the
diagnostic in the presence of such mixing, we assume that the
effect of the deviations from 1-D is to exclusively change the
neutron-production rate and hence the knock-on spectrum. In
other words, the effect of such departures from 1-D behavior on
the implosion dynamics is ignored.

To assess the effect of this mixing, we compare the spectra
from purely 1-D simulations with two models of neutron rate
truncation. These models should span the extremes of possible
neutron rate truncations in the experiment. In the first model,
we assume that a portion of the fuel implodes with a constant
velocity acquired just before deceleration begins and is unaf-
fected by the growing instabilities at the fuel–pusher interface.
We then assume that the only neutron yield is from this portion
of the fuel. The neutron rate from this model is shown in
Fig. 77.24(a) as the free-fall rate and is significantly lower in
magnitude relative to the 1-D simulation. Figure 77.24(b)
shows the corresponding areal densities in the target from the
simulation. As Figs. 77.24(a) and 77.24(b) indicate, the neu-
tron rate in this model peaks earlier and thus probes earlier
times in the implosion. This results in a deuteron spectrum
(dotted line in Fig. 77.25) that is characteristic of smaller areal
densities for all three layers. Our analysis provides values that
agree reasonably with the results from simulation; the least-
squares values are 9.8, 22.5, and 17.1 mg/cm2, whereas the
results of the simulation are 8.9, 26.7, and 15.8 mg/cm2. We
once again note that the independent measurement of (ρR)CH
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using the knock-on proton spectrum can constrain the areal
density of plastic inferred from the deuteron spectrum. The
favorable comparison between the values of the areal densities
inferred from the diagnostic and the true values suggests that
the areal densities can still be deduced reasonably were such a
modified spectrum the result of a measurement.

In a different model, we assume that the neutron rate pro-
ceeds as given by the 1-D simulation up to a certain time, and,
thereafter, it proceeds at a constant rate given by the rate at the
chosen time. This is shown in Fig. 77.24(a) as the constant burn
rate model. A comparison with Fig. 77.24(b) indicates that the
diagnostic then probes the times corresponding to the steep

Figure 77.24
(a) Neutron rate curves for different models used for assessing the modifica-
tion of the deuteron spectrum due to hydrodynamic mix: solid line—result of
a 1-D simulation; dotted line—neutron rate obtained from a free-fall model
(see text); and dashed line—neutron rate fixed to a constant value at a certain
time. (b) ρR history of the target from 1-D simulations. In the simulations, the
diagnostic is sensitive to areal densities near peak neutron rates and conse-
quently peak compression.

Figure 77.25
Knock-on deuteron spectra using the three models of neutron rate truncation
shown in Fig. 77.24(a).

changes in the areal density. The significant neutron rate for a
large fraction of time over which these changes in areal density
occur in the target results in a considerably broadened emer-
gent spectrum with less well defined peaks (dashed line in
Fig. 77.25), which are to be compared with the results of the
simulation (10.7, 32.3, and 16.0 mg/cm2). Nevertheless, the
least-squared values (8.9, 22.9, and 18.7 mg/cm2) compare
favorably with the results of the simulation (17.9, 36.0, and
23.0 mg/cm2), suggesting that our analysis can be used to
reliably infer the areal density of each of the layers, even when
the peaks in the spectrum are less well defined.

Experimentally, the neutron rate history can be obtained
through the neutron temporal diagnostic (NTD).10 One method
to compare the implosion with 1-D simulations could be as
follows: The experimentally obtained neutron rate curve could
be used to identify the times in the implosion probed by the
diagnostic—the diagnostic probes times around the peak neu-
tron burn rate. An identification of these times would allow us
to calculate the areal densities of the three layers from the
simulation. A comparison of these values with those obtained
from the knock-on diagnostic would shed light on whether
conditions in the experiment compare favorably with the 1-D
simulation up to the time probed by the diagnostic. If the areal
densities inferred from the diagnostic differ considerably from
those in the simulation, this procedure will allow one to
identify a time when mixing effects have already significantly
influenced the fusion processes. Independent of any compari-
son with detailed hydrodynamics simulations, the areal densi-
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ties deduced from the knock-on deuteron diagnostic should be
nearly model independent and would provide information
about the conditions in the target corresponding to times in the
implosion identified using the NTD. Further, a comparison
with detailed mixing models may enable the identification of
conditions in the target that would result in the observed
neutron rate curves and the inferred values of (ρR).

Summary and Conclusions
In this article, we have presented a new diagnostic based on

knock-on deuterons, which will simultaneously diagnose the
areal densities in three different regions of the compressed ICF
target. These targets have three layers (DT, CH, and CD), and
the areal density of each of these layers can be inferred from the
deuteron diagnostic. In addition, knock-on protons from the
CH layer can be used to independently deduce the areal density
of the plastic.

When used in conjunction with a detector that measures
the neutron rate history of an implosion (NTD), the time in the
implosion probed by this diagnostic can be identified. This
will permit a more detailed comparison between the simulation
and experiment.

We have also examined the modification of the knock-on
deuteron spectrum due to departures from 1-D behavior such
as mixing. We conclude that while the spectrum may be
influenced significantly by such departures from 1-D behavior,
our method for analyzing the experimental spectrum should
still reliably infer the areal densities in the three layers. De-
tailed mixing models would be required, however, to make any
inferences about the mixing process in implosions. Experi-
ments to measure these spectra from an imploding target are
currently underway, and the results will be presented elsewhere.
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Deciding when to replace spot-damage-afflicted fused-silica
optics or, in the case of inaccessible, space-based lasers,
predicting the useful service life of fused-silica optics before
catastrophic, pulsed-laser-driven crack growth shatters a part
has recently become simpler. By empirically deriving a rule for
laser-driven crack growth in fused silica as a function of the
number of constant-fluence laser pulses, Dahmani et al.1

provided laser systems designers and operators with guidance
on the crack-growth kinetics as well as on the stress-related
ramifications such a laser-driven crack entails. Specifically, a
hoop stress in the immediate vicinity of a crack growing along
the beam propagation direction was identified as strongly
coupling to both the laser fluence and the crack.2 It prompted
the question of whether or not breaking the hoop-stress symme-
try by some external perturbation will accelerate or stymie
crack growth or, alternatively, will have no effect at all.

In this article, we report not only on the finding that,
depending on the magnitude of a perturbing external stress,
crack propagation in fused silica may slow relative to stress-
free conditions, but also the more unexpected finding that the
applied external stress raises the damage-initiation fluence. In
gathering this evidence, a conventional experimental arrange-
ment was used.

Pulses from a Nd:glass oscillator/single-pass amplifier sys-
tem were frequency tripled in a dual-crystal KDP cell to yield
temporally stable, 500-ps pulses at a repetition rate of one
pulse every 10 s. Prior to frequency conversion, the IR pulse
was sent through a nonmagnifying, vacuum spatial filter. UV
pulses were focused by a 2-m-focal-length lens to an ~600-µm
spot size at the sample entrance surface. For each pulse, a
record of the fluence distribution in this spot was acquired by
a charge-injection-device camera located in a sample-equiva-
lent plane and digitized to 8-bit accuracy. Spatially integrated
UV energy per pulse was also monitored on each exposure.
The UV beam-incidence direction was chosen to be a few
degrees (<10) off-normal to the sample entrance face to pre-
vent (1) any back-reflection of residual, unconverted IR from
seeding the amplifier in the backward direction, and (2) setting

Arresting UV-Laser Damage in Fused Silica

up a 351-nm interference pattern between sample entrance and
exit surfaces that would invalidate the calculated fluence
distribution. Damage initiation anywhere between the two
sample surfaces, i.e., along the pulse-propagation direction,
was recorded by 110×-magnification dark-field microscopy.
After damage initiation, the crack length was measured micro-
scopically by viewing the sample orthogonally to the laser-
pulse propagation direction.

Fused-silica samples (Corning 7940, UV Grade A), with
length L = 64 mm, width w = 13.6 mm, and thickness t =
4.6 mm, were conventionally pitch polished to laser quality on
the entrance and exit surfaces and to cosmetic quality around
the edges.

Samples were mechanically stressed by first centering each
between apertured aluminum plates separately attached to a
load cell (Eaton, Model 3397-25, maximum load capacity:
25 lbs). A predetermined, constant, uniaxial, compressive load
was applied in such a manner that the compressive-force
direction nearly coincided with the laser-pulse propagation
direction (Fig. 77.26). The laser pulse entered and exited the
samples through the apertures in the aluminum plates. The
need for having beam-passage apertures ipso facto brings
about stress conditions that vary from point to point within
the aperture, both in magnitude and in principal directions
(compressive or tensile). At first, this may appear as complicat-
ing data interpretation; for the following reason, however, it
does not.

Laser-damage thresholds (for pulse lengths greater than
picoseconds) are always reported as average values derived
from a statistical number of sample sites per tested specimen.
In all nondeterministic, i.e., extrinsic-impurity-driven, laser-
damage processes the occurrence of damage hinges on the
statistical presence or absence of one or more absorbing
impurities within a given irradiated area. This statistical distri-
bution in defect volume density is now convoluted by a site-to-
site–varying stress distribution. In an ideal experiment, a large
enough number of tests on samples and sites with precisely
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Figure 77.26
Experimental arrangement for applying compressive loads to fused-silica
surfaces by clamping the conventionally polished sample between aluminum
plates. The static pressure applied is measured by the load cell. Sample
dimensions are length L = 64 mm, width w = 13.6 mm, and thickness t =
4.6 mm oriented relative to the Cartesian coordinate system as indicated.

known local stress will deconvolve the two distributions; in
practice, however, this is unrealistic. Rather, simulation of
local stress conditions by finite-element methods,3 or when
possible by analytic approaches, permits one to find with
acceptable accuracy, for various aperture boundary conditions,
the compressive and tensile stresses within the aperture, based
on which one may choose many irradiation sites on a single
sample. To guarantee good statistics, however, the current
measurements still rely on more than one sample. All stress
values quoted here are numerically derived from experimen-
tally measured sample-loading conditions. The total applied
force on the sample is 10 kgf (1 kgf = 9.8 N) in this case.

The onset of damage is defined as follows: for the given
microscopic magnification and lighting conditions, any observ-
able, permanent, irradiation-induced, surface or bulk modifi-
cation. Throughout this article, initiation thresholds are reported
for 1-on-1 mode, i.e., each sample site is irradiated only once.
For well-known reasons,4 conventionally polished material of
good bulk purity damages first at the exit surface. In these
experiments, this is not only confirmed but damage propaga-
tion effects under multiple irradiation conditions are, for now,
deliberately restricted to those events in which throughout

damage-crack initiation and growth no entrance-surface dam-
age is encountered, i.e., the laser fluence at the damage site
remains unobscured by upstream obstacles.

We first report the effect of stress on damage initiation. In
Fig. 77.27, the 351-nm, damage-onset fluence threshold is
plotted for exit-surface damage (× symbols) against applied
stress magnitude (sign convention: + tensile, − compressive).
Here the load is applied nearly collinear with the pulse-
propagation direction. As is immediately evident, regardless
of whether the stress character is tensile or compressive,
threshold enhancements of up to 70% are attainable from
modest stresses, and the largest, relative threshold-improve-
ment increments can be garnered from the smallest stresses.
Note how the symmetry around zero stress tends to imply that
the underlying damage-initiation process is independent of
whether the stress is compressive or tensile. Over how large a
tensile-stress range this holds true is yet to be ascertained.
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For the laser systems designer it is important to know if the
beneficial stress effect is an exit-surface phenomenon only or
if an equivalent advantage can be gained for the entrance
surface as well. Collecting the data for which front-surface
damage was incurred, i.e., data excluded so far, Fig. 77.27 also
plots a similar trend for the entrance-surface damage-initiation
threshold (open circles) as for the exit surface.

We next concentrate on laser-driven crack growth. Once
the exit-surface damage-initiation threshold Fexit/thr is deter-
mined as described above, a flaw is deliberately created at a
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new site, which upon further irradiation becomes the source
for both crack formation and crack propagation. Cracks ob-
served in these experiments are not empty voids but are filled
with granular glass debris that scatters light efficiently. The
growth dynamics of such cracks as a function of incident
fluence and number of exposures has already been reported
elsewhere.2 To underscore the influence of stress on the crack-
growth kinetics, we compare here results obtained under
extreme conditions, i.e., for irradiation of a flaw by 270
consecutive laser pulses of constant fluence FL = 2.1 × Fexit/thr,
a far-from-normal condition for most lasers. By choosing
extreme irradiation conditions, crack-growth arrest is most
convincingly demonstrated. Figure 77.28 displays side-by-
side micrographs of cracks formed in (a) the unstressed sample
(σzz = 0) and (b) the stressed sample (σzz = −6 psi). Note that
in Fig. 77.28(a) the crack growth has pushed the crack tip
beyond the field of view. A less-striking, though quantitative,
account of crack arrest as a function of applied stress is
displayed in Fig. 77.29, where the length of cracks from
multiple sites, all irradiated at the above-fluence condition, is
plotted against the stress prevailing at any particular site.
The functional dependence on applied stress displayed in
Fig. 77.29 offers promise: much can be achieved in altering, by
modest stress, the crack-propagation outcome, while the em-
pirical crack-length-reduction limit for larger stresses renders
these unnecessary in practice. The concomitant penalty in
stress-induced birefringence that such crack-growth preven-

tion entails is also kept within bounds: the maximum stress of
6 psi plotted in Figs. 77.27 and 77.29 causes 0.5-nm retardance.
A second, intriguing ramification of the slope in Fig. 77.29
pertains to damage testing in general: there exists evidence5

that the polishing process leaves a thin, densified layer of silica
at/near the air interface, the stress within which may locally
vary or may vary from sample to sample. Depending on the
extent of such variation, the statistical error on measured
surface-damage initiation thresholds should correspondingly
be large since the slope in Fig. 77.27 is steepest near zero stress.
An unfortunate paucity of reported 351-nm, fused-silica, sur-
face-damage thresholds makes it, at this time, difficult to
corroborate this correlation from literature data. In the same
vein, there should be a damage-initiation stress effect for
interfacial damage on coated or cladded silica surfaces when-
ever the thermal-expansion mismatch between the substrate
and the film stack or cladding material introduces interfacial
stress. This would be most readily observable in antireflective
coatings as these permit significant laser intensity to reach the
substrate interface. Finally, there remains an urgent question to
be resolved as to whether this phenomenon is unique to fused
silica or may be present also in other glasses.

We presented here results from stress-inhibited laser-driven
crack propagation and stress-delayed damage-initiation ex-
periments in fused silica at 351 nm. Within the stress interval
of −6 ≤ σzz ≤ 4 psi, the damage initiation threshold is raised by

Figure 77.28
Cross-sectional micrographs of laser-induced cracks after 270 exposures to constant fluences FL = 2.1 × Fexit/thr in (a) a sample free of external stress and
(b) a sample with σzz = −6 psi. The crack tip in micrograph (a) is, for the given magnification, located already outside the field of view.
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Figure 77.29
Crack length as a function of applied external stress for identical irradiation
conditions as in Fig. 77.28.
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70%. For such modest stresses, both compressive or tensile
stresses appear to raise this threshold while keeping the in-
duced-birefringence penalty ≤0.5-nm retardation. The ramifi-
cations of these findings for large-aperture systems, such as
OMEGA, are yet to fully emerge: aperture scaling must com-
mence and the stress-magnitude regime must be extended to
higher stresses in order to evaluate whether or not the apparent
saturation (near-zero slope) at 6 psi remains. These tasks are in
progress at this time.
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In inertial confinement fusion (ICF) implosions, a laser irra-
diation induces a shock wave propagating through the target.
During the shock transit time, the ablation front travels at a
constant velocity, and any surface perturbations could grow
due to the Richtmyer-Meshkov (RM)–like instability.1–5

Later, when a rarefaction wave reaches the ablation surface,
the acceleration of the interface becomes finite, and ablation-
front perturbations (multiplied by the RM growth) grow due to
the Rayleigh–Taylor (RT) instability. It is important to study
the perturbation evolution during the shock transit time mainly
for two reasons: (1) to determine the initial conditions for the
RT phase of instability and (2) to analyze the level of laser
imprint on directly driven ICF targets.

The RM instability occurs when a plane shock interacts
with a corrugated interface between two fluids (see Fig. 77.30).
As a result of such an interaction, interface perturbation starts
to grow because the transmitted shock is converging at the
peak (point A) and diverging at the valley (point B). Converg-
ing shock increases pressure and accelerates perturbation peak
into fluid 2. Similar instability occurs at the distorted interface
of an ablatively driven target, where ablation pressure gener-
ates a rippled shock that induces pressure perturbation at the
ablation front and causes distortion growth. The classical
treatment of the RM problem leads to a linear-in-time asymp-
totic perturbation growth1   η ηkc t kc ts s>>( )1 0. , where η is
the interface perturbation, k is the mode wave number, cs is
the sound speed of the compressed material, and η0 is a
constant depending on the initial conditions. Recent studies
showed that the ablation of material from the target surface
turns such a growth into damped oscillations.4,5 During the last
two years, several researchers have made attempts to develop
an analytic theory of the ablative Richtmyer–Meshkov insta-
bility. In Refs. 4 and 5, the authors, on the basis of a gas
dynamic model, found saturation of perturbations. At the
ablation front, however, they used an heuristic boundary con-
dition that, as will be shown later, contradicts the result of the
self-consistent theory.6–8 In Ref. 3 the boundary conditions at
the ablation front were derived by using the Chapman–Jouget
deflagration model. As criticized in Ref. 5, however, this

Theory of the Ablative Richtmyer–Meshkov Instability

model does not give an adequate description of the ablative
process. In this article, we develop a sharp-boundary model to
study the imposed mass-perturbation growth during the shock-
transit time. The boundary conditions at the shock front are
derived using the Hugoniot relations. At the ablation front the
result of the self-consistent analysis6–8 is applied, and it is
shown that the asymptotic behavior of the ablation-front per-
turbations is quite different from the earlier theoretical predic-
tions.3–5 In particular, the dynamic overpressure causes

Figure 77.30
Richtmyer–Meshkov instability occurs when a plane shock interacts with a
corrugated interface between two fluids.
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perturbation oscillations in time (in agreement with the nu-
merical results)2,5 with the frequency ω = k V Va bl  and the
amplitude η0c V Vs a bl , where Va and Vbl are the ablation and
blow-off velocity, respectively. In addition, the mass ablation
damps the oscillation amplitude on a time scale 1 1kVa( ) >> ω .

To study the linear perturbation growth during the shock-
transit time, we consider a sharp-boundary model and identify
the following three constant-density regions (see Fig. 77.31):
(1) uncompressed material (undriven portion of the target) y <
ys (ρ = ρ1), (2) material compressed by the shock ys < y < ya
(ρ = ρ2), and (3) ablated plasma y > ya with the density ρ = ρ3.
In the ablation-front frame of reference, the compressed mate-
rial and blowoff plasma are moving in a positive y direction
with velocities Va and V Vabl = ρ ρ2 3 , respectively. In the
shock-front frame of reference, the undriven- and compressed-
fluid velocities areU P P1 2 1 2 1 2 1= −( ) −( )ρ ρ ρ ρ and U2 =
ρ1U1/ρ2 , where P1(2) is the pressure in the region 1(2).

3ρ2ρ1

ys ya
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Figure 77.31
The equilibrium configuration is represented by the three regions (1) undriven
target, (2) compressed material, and (3) ablated plasma.

The stability analysis of the described equilibrium is per-
formed in the standard fashion. First, all perturbated quantities
are decomposed in the Fourier space Q Q y t eikx

1 = ( )˜ , . Then, in
the frame of reference moving with the compressed-region
velocity, the linearized conservation equations are combined
into a single partial differential equation for the pressure
perturbation ̃p :1,3,9

∂ − + =t s y sp c p k c p2 2 2 2 2 0˜ ˜ ˜ ,∂ (1)

where cs is the sound speed of the compressed material. The
boundary conditions at the ablation front can be derived by
integrating the perturbed conservation equations across the
interface y = ya. The result is

˜ ˜
,  ˜ ˜ ,

˜ ˜ ,

v v
v vx x

l

s
a a

l a

s
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c
i d

w w
V
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− = −( ) −( ) = −
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ζ δ δ ζ δ

δ ζ

τΩ

Ω

1 1

2 1

y y
l

(2)

where superscript l denotes the blowoff region variable, Ω =
Vbl/cs, δ = ρ3/ρ2, τ = kcst, ˜ ˜w p cs= ( )ρ2

2 , and ζa = kηa is the
normalized ablation-surface perturbation. It is well known10,11

that the sharp-boundary model cannot be solved in closed form
in the presence of ablation without a supplementary boundary
condition at the surface of discontinuity. The closure equation
can be derived only by using the self-consistent stability
analysis of ablation fronts. In Refs. 6–8 such an analysis was
carried out by keeping finite thermal conductivity in the
energy-conservation equation. Taking the limit of zero abla-
tion-front thickness in the analytical solution, one can derive
the jump conditions for the hydrodynamic quantities at the
ablation front.8,10 In addition to the conditions (2), the follow-
ing jump in the perturbed transverse velocity is found:

  
˜ ˜ .v vy y

l− = − −( )ζ δaVbl 1 (3)

Observe that by combining Eqs. (2) and (3) one can derive
an equation for the perturbation evolution 

  
d kVt a a aη η+ = ṽy

that contradicts the boundary condition chosen heuristically
in Eq. (10) of Ref. 5. At the shock front the boundary condi-
tions are obtained by using the perturbed Hugoniot rela-
tions. The details of calculation can be found in Ref. 9. Next,
to simplify the matching procedure we introduce new variables
r k y= −τ 2 2 2 and θ τ= ( )−tanh 1 ky ; then Eq. (1) and the
boundary conditions at the shock and ablation fronts take the
following form:

∂ + ∂ + − ∂ =r rw
r

w w
r

w2
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s
r s3

2
2 2 (6)
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where tanhθa = −Va/cs, tanhθs = −U2/cs, ˜ ˜ ,w w rs s= ( )θ ,
˜ ˜ ,w w ra a= ( )θ , and
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Here M U c1 1 1=  is the shock Mach number, and c1 is the
sound speed of the undriven material. A general solution of
Eq. (4) can be written as an infinite sum of Bessel functions
Jµ(r):3,9

˜ cosh sinh  ,w M N J r= +( ) ( )∑ µ µ
µ

µµθ µθ (9)

where constants Mµ and Nµ are determined from the boundary
conditions (5)–(8). The temporal evolution of the front-surface
perturbations is described by Eqs. (7) and (8) that can be solved
by using the multiple-scale analysis. Next, we introduce a
long-scale variable T r= δ  and make the following ordering:
Ω ~ ,  ~1 1V ca s( ) <<δ . Also we assume that

˜ ~ ,  ˜ ~ ,  ˜ ~ .w w wa r a aδ δ θ∂ ∂ 1 (10)

The last assumptions will be verified a posteriori. The system
(7)–(8) then reduces to
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where f (T) satisfies the first-order differential equation

d f T w F TT a( ) = + ( )Ω Ω˜ .δ δ 2

In Eqs. (11) and (12) the ablation-front perturbation ζa and
constants Nµ and Mµ are expanded in powers of δ : Q = Q0 +
δQ1 + … . To the first order in δ , the solution of Eq. (11) is
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The constant B and function A(T) are determined from the
matching conditions. The functions Mµ(T) can be found by
solving Eqs. (11)–(13) and keeping only terms up to the order
of δ . The result is M M Ni
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where ∆ Ω Ω Ω2
2= ′ + + − ( )δ A T A T B f T( ) ( ) . Observe that

Eqs. (14) and (15) confirm our initial assumption (10). Next,
we derive an equation for the δ correction to the front pertur-
bation. Keeping δ- and δ3/2-order terms in Eq. (11) yields
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Following the standard procedure of the multiple-scale analy-
sis, we eliminate the secular terms in the last equation. This
condition gives the following differential equation for A(T):

′′ + ′ + +( ) +
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
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and C Nt i i= −∑ =
∞

+0 2 1
0 . The functions Nµ(T) can be found by

solving Eqs. (5) and (6). After some straightforward algebra, in
the limit of µ >> 1, we obtain   N Mµ µ

1 1. , and Eq. (18) becomes
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where C i Ni i1 0 2 1
02 1= −∑ +( )=

∞
+ . Eliminating the secular

terms in Eq. (16) with the help of Eq. (19) gives B = −Ct , and

′′ + ′ + = ( ) +A A A f T C2 22 2
1δ Ω Ω Ω . (20)

Substituting Eq. (20) into Eq. (13) and using the fact that the
coefficients Ni>3

0  are numerically small for an arbitrary Mach
number M1 yields
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Equation (21) shows that the ablation-front perturbations os-
cillate in time with the frequency ω proportional to the abla-
tion velocity Va. In addition, the amplitude of oscillations
is damped by the mass ablation [term e kV ta−2  in Eq. (21)].
The period of oscillations is much smaller, however, than
the damping rate kV V Va aω δ= = <<bl 1. In the limit of
zero ablation velocity,   sinω t k V V ta. bl , and Eq. (21)
leads to a classical asymptotic linear growth η kc ts >>( )1 .
η0 1 21 − +( )Σ Σkc ts .

The oscillatory behavior of the perturbations can be ex-
plained on the basis of the following simple model. Let us
consider a slab of a uniform-density fluid with the perturbed
right interface. If the applied pressure at the left and right
sides of the slab is PL and PR, then the effective acceleration
experienced by the slab is g P P MR Leff = − −( ) , where M =
ρL is the mass of the slab and L is its length. In the case where
the effective acceleration is pointing in the direction from a
perturbed interface toward the slab, such a configuration is
hydrodynamically stable, and any surface perturbations oscil-
late in time (gravity wave). For a target driven by a laser
irradiation, the dynamic pressure in the blowoff region
P V V VR a= =ρ ρ3

2
2bl bl  is greater than the dynamic pressure in

the shock-compressed region P V P PL a R R= = <ρ δ2
2 , and

the effective acceleration is pointing in the direction of the
density gradient (from the perturbed ablation surface toward
the shock compressed region). From the equation describing
the temporal evolution of a gravity wave ˙̇η η= kgeff , it follows
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that the frequency of oscillations is ω = −kg kV V Laeff . bl ,
and we recover the result of Eq. (21) with L = 1/k. The simple
model described above shows that the dynamic overpressure is
the main stabilizing mechanism of the ablation-surface pertur-
bations during the shock-transit time. The estimate of the
oscillation frequency can be also obtained by using the result
of the self-consistent theory of the ablative RT instability.6–8

For the large Froude number case (small acceleration), the
perturbation growth rate is γ . kg k V V kVa a− −2 2bl . Taking
the limit of g → 0 in the last expression gives the oscillation
frequency ω γ= =i k V Va bl , in agreement with Eq. (21).

For a quantitative comparison of the model [Eq. (21)] with
the result of numerical simulations, one needs to estimate
the value of blowoff velocity Vbl. Simulations and the self-
consistent analysis of ablation fronts6–8 show that the velocity
of ablated plasma is not uniform, and it increases in the
direction toward the blowoff plasma. As shown in Refs. 7,
8, and 10, however, the appropriate value of the blowoff
velocity to be substituted into the sharp-boundary model is
V V V kLa abl ≡ = ( )( )[ ]δ µ ν ν

0
1/ , where ν  is the power index

for the thermal conduction, L0 is the characteristic thickness
of ablation front (proportional to the minimum density-gradi-
ent scale length),7 µ = ( ) +( ) +2 1 1 0 121 2ν ν νν/ .Γ , and Γ(x)
is the gamma function. The effective power index ν and
the thickness of the ablation front L0 can be determined by
fitting the hydrodynamic profiles obtained using the 1-D
hydrodynamic code with the solution of the isobaric model.12

For plastic (CH) targets directly driven by a flat-top laser pulse
with an intensity of 50 to 200 TW/cm2, L0 . 0.1 µm, ν . 1, and
the oscillation period is

T V kaCH .2 8 1. µ µm ns m ns.( ) ( )[ ]−

Cryogenic DT targets have a much smaller density-gradient
scale length L0 . 0.01 µm, ν . 2, and

TDT m ns m ns.2 3 4 1V ka µ µ( ) ( )[ ]−/ .

For the cryogenic NIF target designs, Va . 2 µm/ns during the
shock-transit time, and TDT = 2.5 ns for 20-µm perturbation
wavelength. In this case the ablation-front perturbations will
experience several oscillations (the breakout time for such
targets is around 5 ns). Figure 77.32 shows the front-perturba-
tion evolution of the 200-µm-thick DT foil driven by a square

pulse with an intensity of 100 TW/cm2. The initial amplitude
of perturbation is 0.1 µm, and its wavelength is 20 µm. The
dots represent the  result of 2-D hydrocode ORCHID,13 and
the solid line shows the prediction of the sharp-boundary
model. Observe that the analytic formula (21) reproduces not
only the period of oscillation but also its amplitude.

In summary, the analytic theory of the ablative Richtmyer–
Meshkov instability was developed. It was shown that the main
stabilizing mechanism of the ablation-front perturbations is
the dynamic overpressure of the blowoff plasma with respect
to a target material.
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Photodynamic therapy is a treatment in which the combination
of a dye, light, and oxygen causes photochemically induced
cell death. Observations of this effect occurred at least as early
as the end of the last century. In 1900, Raab reported that the
dye acridine rapidly killed paramecia when exposed to light,
but had no effect in the dark.1 This observation quickly inspired
attempts to use this effect to treat disease. Light and the dye
eosin were combined to treat skin cancer in 1903;2 however,
significant progress in applying photodynamic therapy to the
treatment of cancer did not occur until the 1940s and 1950s,
when it was discovered that porphyrin-based photosensitive
dyes preferentially accumulated in malignant tissues.3,4 A
sustained series of studies into the mechanisms and applica-
tions of photodynamic therapy for the treatment of a broad
range of cancers was initiated by Dougherty in the 1970s.5

This work led the U.S. Food and Drug Administration in
December 1995 to approve the treatment of advanced esoph-
ageal cancer using photodynamic therapy with Photofrin®, a
porphyrin-based photosensitizer. In 1998 this approval was
extended to cover the treatment of early-stage lung cancer.
Other countries have also approved photodynamic therapy for
the treatment of bladder, gastric, and cervical cancers. Several
review articles have been published that provide an overview
of the clinical results as well as the open questions about this
therapy that require further research.6,7

The photodynamic effect is a result of three primary pro-
cesses. First, the ground state of the dye (S0) is optically excited
to produce the excited singlet state (S1). Population from this
excited state is transferred by intersystem crossing (a radia-
tionless transition) to the dye’s lowest triplet state (T1). Finally,
collisional energy transfer from the triplet dye to ground-state
molecular oxygen (3O2) produces highly reactive singlet oxy-
gen (1O2) and returns the dye to its ground state:

S S

S T

T O S O3
2

1
2

0 1

1 1

1 0

+ →
→

+ → +

hν

.

Reverse Intersystem Crossing from a Triplet State of Rose Bengal
Populated by Sequential 532-nm plus 1064-nm Laser Excitation

The singlet oxygen produced as a result of this three-step
process reacts readily with many biological targets and, in
sufficient quantity, can destroy a wide variety of cells.

Since the cell damage produced by conventional photody-
namic therapy is due to singlet oxygen, an abundant supply of
oxygen is critical for an effective treatment. One factor leading
to oxygen depletion is the consumption of oxygen by the
photodynamic process at a rate faster than it can be resupplied
by the circulatory system. In addition, some tumors are inher-
ently poorly oxygenated. A possible solution to this limitation
has been suggested by observations that several dyes produce
oxygen-independent damage following population of their
higher-lying states. It is believed that these states contain
sufficient energy to allow for the cleavage of one of the
molecular bonds, producing radicals that are even more reac-
tive than singlet oxygen. The production of these radicals does
not require the presence of oxygen. Understanding this process
requires greater knowledge of the properties of these higher-
lying states. In this article we report on our studies of rose
bengal, a dye that has been found to produce oxygen-indepen-
dent damage following excitation of one of its higher-lying
triplet states.8 In particular, we have studied a decay mecha-
nism based on reverse intersystem crossing from high-lying
triplet states that may compete with the bond-cleavage process.

Although intersystem crossing has been identified prima-
rily with transitions from the lowest excited singlet state of a
molecule to an even lower-lying triplet state, triplet to singlet
intersystem crossing also may occur. Well-known examples of
reverse (triplet to singlet) intersystem crossing include E- and
P-type delayed fluorescence.9 E-type delayed fluorescence,
also known as delayed thermal fluorescence, is observed when
thermal activation causes population transfer from T1 back to
the more-energetic S1 state. The strength of E-type delayed
fluorescence is temperature dependent, and its lifetime reflects
that of T1. P-type delayed fluorescence results when the
activation energy is provided by triplet-triplet annihilation (T1
+ T1 → S1 + S0). The strength of the P-type delayed fluores-
cence increases quadratically with the triplet concentration.
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Reverse intersystem crossing may also occur from higher-
lying triplet states where intersystem crossing to the singlet
manifold competes with direct internal conversion to the
lowest triplet state. This process of reverse intersystem cross-
ing from higher-lying triplets is responsible for two-step laser-
induced fluorescence (TSLIF) observed in several dyes.10–13

The quantum yield of reverse intersystem crossing, Φrisc, can
be quite small (<10−5),10 but there are reports of exception-
ally high yields (Φrisc > 0.1) in 9,10-dibromoanthracence,11

several merocyanine derivatives,12 tetraphenylporphyrin,13

erythrosin B,13 and rose bengal.13

Several reports of reverse intersystem crossing in rose
bengal (RB) have been published.13–15 Durán and Cilento14

describe observations of fluorescence following generation of
RB triplets by energy transfer from excited triplet acetone. It
was believed that higher-lying triplets were populated through
triplet-triplet excitation transfer and subsequently relaxed to
S1 through reverse intersystem crossing. The magnitude of
the emission was compared for a series of xanthene dyes
(fluorescein, eosin, and rose bengal), which revealed that
heavy-atom substitution enhanced the effect. This process was
not associated with a particular triplet state, and no attempt was
made to quantify its yield. Ketsle et al.15 investigated transient
absorption changes following two-pulse excitation (532 nm +
694 nm) of various fluorescein derivatives, including rose
bengal, incorporated in polymer hosts. Photobleaching of the
T1 absorption due to the second pulse was observed to have a
component that was irreversible on the microsecond time
scale. It was observed that the decrease in concentration of T1
equaled the increase in concentration of S0, providing evidence
for a photophysical rather than photochemical process. Fluo-
rescence emission was also observed coincident with the
second pulse. A reverse intersystem crossing quantum yield of
0.72 was reported for T3, the triplet state excited by red light.
Most recently, the work of Reindl and Penzkofer13 reported an
80% quantum yield of reverse intersystem crossing for T4, the
state excited through absorption of green light by T1. Using a
model of the population dynamics, the yield was extracted
from measurements of the pulse-to-pulse variation in fluores-
cence for a train of picosecond pulses.

The present work is the first study to identify and inves-
tigate the properties of T2, a triplet state in rose bengal popu-
lated by near-infrared light (λ = 1064 nm). We have used laser
flash photolysis and two-step laser-induced fluorescence mea-
surements to determine the triplet-triplet absorption cross-
section spectrum in the near infrared and the quantum yield of
reverse intersystem crossing and lifetime of T2. In addition,

upper limits on the reverse intersystem crossing yield for T3
are established.

Experimental
The foundation of the laser system is a mode-locked Nd:YAG

laser that generates a train of pulses at 76 MHz. Every 400 ms
a single pulse is selected using an electro-optic switch and
amplified using a regenerative amplifier followed by a
flashlamp-pumped two-pass amplifier (both Nd:YAG). The
amplified pulses have a wavelength of 1064 nm, a pulse length
of ~190 ps, and energies exceeding 2 mJ. The second harmonic
is generated from this pulse using a KDP crystal, resulting in
a pulse with a wavelength of 532 nm, a pulse length of ~134 ps,
and an energy greater than 250 µJ.

The experimental setup for the laser flash photolysis mea-
surements is shown in Fig. 77.33 using the symbols defined in
Table 77.II. In this configuration the second-harmonic pulse (λ
= 532 nm) is separated from the fundamental by a dichroic
mirror (DM) with any residual light at the fundamental wave-
length (λ = 1064 nm) further attenuated by a filter (F). The
majority of this frequency-doubled pump pulse is focused by
a cylindrical lens (CL) onto the masked sample cuvette, excit-
ing a 2-mm by 1-cm cross-sectional area. A small fraction of
the pump pulse is reflected by a glass plate (BS) prior to the
cylindrical lens, attenuated by neutral density filters, and then
detected by silicon photodiode PD1. This signal is captured by
gated integrator GI1 and transferred to a computer. By remov-
ing the sample cuvette and placing an energy meter behind the
beam mask, the pump pulse monitor signal measured by PD1
can be calibrated with respect to the energy reaching the

E9547

PD1

DM

BS

CL

F

SPL SP1 A

TD

GI1

SHG

PD2

Figure 77.33
Experimental setup for laser flash photolysis measurements. See Table 77.II
for symbol definitions.
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Table 77.II: Equipment used in the laser flash photolysis and two-step laser-induced fluorescence experiments.

Description Manufacturer, Model

A Fast ampifier EG&G, 574

BS Glass plate (microscope slide)

CL Cylindrical lens

DM Dichroic mirror, R@532 nm, T@1064 nm

F Short-pass filter Schott, KG3

GI1–4 Gated integrator Stanford Research Systems, 250

L1–3 Lenses

P Prism

PD1–2 Silicon photodiodes EG&G, FND-100

PL Mercury lamp
Fast shutter
Long-pass filter

Vincent Associates, Uniblitz VS25
Schott, RG695

PMT Photomultiplier tube Burle, 6199

PS Polarizing beam splitter

S Sample cuvette and beam mask

SHG Second-harmonic generator (KDP crystal)

SP1 Monochromator, bandwidth ~13 nm Instruments SA, H20

SP2 Monochromator, bandwidth ~4 nm Photon Technology Intl., 102

TD Digitizing oscilloscope Hewlett-Packard, HP54201A

WP Half-wave plate (λ = 1064 nm)

sample. Transient absorption changes are probed by a broad-
band light beam traveling along the length of the irradiated
zone (perpendicular to the pump pulse). The probe pulse has a
20-ms duration and is produced by a mercury lamp followed by
a long-pass filter and a fast mechanical shutter. This collection
of elements is represented by PL in Fig. 77.33. The probe pulse
passes through monochromator SP1 before being detected by
silicon photodiode PD2. The photodiode signal is increased by
multistage amplifier A and then recorded by digital oscillo-
scope TD. The average signal from 64 shots at 9-bit resolution
is then transferred to a computer for analysis.

The two-step laser-induced fluorescence measurements
probing T2 are made with the optical layout shown in
Fig. 77.34. To achieve a high degree of spectral separation
between the fundamental and second-harmonic pulses, prism
P is used to spatially disperse the two beams. The first pump
pulse (P1) has a wavelength of 532 nm, and the second pump
pulse (P2) has a wavelength of 1064 nm. P2 is delayed by
34 ns relative to P1 by traversal of a greater optical path length.

The delay path includes a half-wave plate followed by a
polarizing beam splitter, allowing for continuous variation of
the second pump pulse energy. The pump pulses, P1 and P2, are
recombined spatially at dichroic mirror DM. The pulses pass
through two pinholes, ensuring collimation, before irradiating
a 2-mm-diam spot at the sample cuvette. As in the laser flash
photolysis layout, a small fraction of the excitation light is
reflected by a glass plate to a silicon photodiode. This signal is
split before sampling by two gated integrators, GI1 and GI2,
which distinguish between the P1 and P2 signals. The pump-
pulse signals are calibrated individually using an energy meter.
Emission from the excited sample is collected, spectrally
resolved using monochromator SP2, and detected by a photo-
multiplier tube. The signal from the PMT is split and sampled
by the gated integrators GI3 and GI4. The temporal gate of GI3
is centered on the fluorescence excited by P1. The center of the
GI4 temporal gate is set to be 34 ns later than the center of the
GI3 gate, corresponding to the time delay between the pump
pulses. Both gates are 20 ns wide. The values of all four gated
integrators are recorded by a computer for each shot.
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Two-step laser-induced fluorescence measurements prob-
ing T3 are made using a similar setup. In this case P2, the
1064-nm pump pulse, is replaced by a 632-nm-wavelength
pump pulse, while the first pump pulse remains at 532 nm. The
632-nm pulse is generated by stimulated Raman scattering of
the Nd:YAG second harmonic in an 18-cm ethanol cell, result-
ing in 60 µJ/pulse with a pulse length of approximately 80 ps.
The 632-nm light is separated from the 532-nm light by a pair
of prisms before P2 enters the delay line. The pulses are
spatially recombined at the dichroic mirror DM, and from this
point the system is identical to the previously described two-
step, laser-induced fluorescence apparatus.

Rose bengal was purchased from Sigma (St. Louis) and
used without further purification. All experiments were carried
out in phosphate-buffered saline with a pH of 7. Effects of
photobleaching were minimized by continuously stirring all
samples with a micro-stirbar during irradiation. Photobleaching
was monitored by measuring the decrease in fluorescence as a
function of the number of excitation pulses. There was a less-
than-5% decrease in fluorescence after more than 3700 two-
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Figure 77.34
Experimental setup for two-step laser-induced fluorescence measurements.
See Table 77.II for symbol definitions.

step excitations. Samples had a concentration of approxi-
mately 20 µM and were stored in the dark prior to use.

Analysis
Several photophysical parameters associated with an upper

triplet state can be determined from two-step laser-induced
fluorescence (TSLIF) measurements collected over a range of
second pump-pulse (P2) fluences. These measurements are
sensitive to the lifetime of the upper triplet state excited by P2,
the quantum yield of intersystem crossing from this state back
to the singlet manifold, and its thermalization rate. The upper
triplet photophysical parameters are determined by fitting a
model of the two-step laser-induced fluorescence process to
the fluence-dependent TSLIF data.

The kinetic model used to analyze the TSLIF experiments
is shown in Fig. 77.35(a). The rate equations describing this
model are
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where the pi’s are the populations of S0, T1, S1, ′S1, Tn, ′Tn , and
T4 (arranged in order of increasing energy), where n = 2 or 3.
Table 77.III lists the definitions and values of the photophys-
ical parameters. The unknown parameters are Φrisc,Tn

,  τ Tn
,

and kr n, .T  The pump pulses P1 and P2 have a Gaussian
temporal profile such that

I t
F

t1
1

1
2

2
1
2

2
2 2( ) = − +( ) ( )[ ]

πδ
δexp ∆ (2)

and

I t
F

t2
2

2
2

2
2
2

2
2 2( ) = − −( ) ( )[ ]

πδ
δexp ,∆ (3)

where F1 and F2 are the fluences, δ1 and δ2 are related to
the full-width-at-half-maximum pulse lengths by FWHM

Figure 77.35
Energy-level scheme for description of two-color excitation dynamics. (a) Complete two-step model, (b) P1 subset of model, (c) P2 subset of model. See
Table 77.III for parameter descriptions and values.

=  8 2ln ,δ  and ∆ is the time delay between the peaks of
P1 and P2.

Excited-state absorption from states other than T1 has been
neglected. Previous experiments have found no evidence for
absorption of 532-nm light by S1.

16 The state T4 may absorb
532-nm light and thus populate an even higher-lying state, but
we assume with Reindl and Penzkofer13 that any such ex-
tremely high-lying state will relax back to T4 immediately.
This process would affect transmission measurements, but
since the present studies are concerned only with emission, it
appears reasonable to omit it in this case. Finally, absorption by
Tn is also not included in this model. The validity of this
assumption will be discussed in the Results section.

As a result of the large time delay between the pump pulses
(∆ = 34 ns), it is possible to separate the system of rate
equations [(Eq. (1)] into two subsets. The set of equations
describing the effects of the first pump pulse is
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Table 77.III: Parameters used in the two-step laser-induced fluorescence model for rose bengal.

Parameter Description Value Reference

Ground-state absorption cross section at 532 nm 1.8 × 10−16 cm2 16

Triplet absorption cross section (1.1±0.1) × 10−16 cm2 This work

Triplet absorption cross section at 532 nm 7.4 × 10−17 cm2 16

S1 lifetime 89 ps 16–18

Lifetime of T1 (includes both phosphorescence and
oxygen quenching)

3 µs 19

Lifetime of T4 50 fs 16

Lifetime of Tn fitting parameter

Intersystem crossing yield (S1 → T1) 0.98 18,19

Reverse intersystem crossing yield 0.8 13

Reverse intersystem crossing yield fitting parameter

F1 First pump-pulse fluence (λ = 532 nm) (8.8±0.5) × 1015 photons/cm2

F2 Second pump-pulse fluence (λ = 1064 nm) varied

Internal conversion rate (T4 → T1)

Internal conversion rate (Tn → T1)

kisc Intersystem crossing rate

Thermalization rate fitting parameter

kr Thermalization rate 1012 s−1 16

Reverse intersystem crossing rate

Reverse intersystem crossing rate

T1 relaxation rate

σS S0 1

  S S0 1+ → ′( )hω

σ T T1 2
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which are used for t = −∞ to t = 0. The time t = 0 is midway
between the peaks of P1 and P2, which are separated by a delay
much greater than their pulse lengths and the lifetimes of all
excited states except T1. The processes included in this first
segment, where only the effects of P1 are relevant, are shown
in Fig. 77.35(b). This set of equations describing the effects of
P1 neglects all terms containing I2. Since Tn and ′Tn  are only
populated by P2, corresponding terms can be eliminated from
Eq. (1) since p p

n nT T= =′ 0 . The process of reverse intersys-
tem crossing is included in this model of the interaction of P1
with the sample. The first pump pulse may be absorbed by both
S0 and by any T1 population created by preceding parts of the
same pulse. Absorption of P1 light by the T1 state populates the
T4 state, which has been shown to have a high yield of reverse
intersystem crossing.13 It is necessary to include this process
for pulses longer than the S1→T1 intersystem crossing time
since it can lead to an apparent enhancement of the fluores-
cence yield, particularly at fluences resulting in depletion of
the ground state. At the P1 fluence used experimentally, the
solution of Eq. (4), which includes the reverse intersystem
crossing process, led to a 29%-greater integrated fluorescence
compared to an otherwise identical set of equations that ne-
glected this process. It is important to emphasize that the
reverse intersystem crossing described above occurs from the
triplet state populated by secondary absorption of the first
pump pulse and is easily distinguished temporally from the
process this experiment is designed to measure: reverse inter-

system crossing from the triplet state populated by the second
pump pulse.

The effects of P1 and P2 can be separated cleanly since the
system has relaxed such that only S0 and T1 are populated at
t = 0. The effects of only the second pump pulse are considered
from this time to t = +∞. The model of this second excitation
step is shown in Fig. 77.35(c). The equations describing this
segment are
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In this segment all terms containing I1 and pT4
,  the population

of T4, are dropped from Eq. (1).

The fluorescence due to the two pulses is proportional to the
population of S1 such that

f p t dtf
1

0

1
1

= ( )
−∞
∫

Φ
τS

S (6)

and

f p t dtf
2

01
1

= ( )
+∞
∫

Φ
τS

S , (7)



REVERSE INTERSYSTEM CROSSING FROM A TRIPLET STATE OF ROSE BENGAL

LLE Review, Volume 77 43

where Φf is the fluorescence yield. The two-step, laser-induced
fluorescence ratio fR is defined by

f
f

fR ≡ 2

1
. (8)

This is a convenient quantity to compare with experimental
results since fluorescence yield, collection, and detection effi-
ciency factors are eliminated.

The Tn photophysical parameters are determined by fitting
this model of the two-step, laser-induced fluorescence process
to the fluence-dependent fR obtained experimentally. As will
be discussed later, extraction of the parameters requires fR
measurements over a range of P2 fluences, which, at the upper
limit, are sufficient to partially deplete the lowest triplet state.
In addition, the length of the second pump pulse must exceed
the lifetime of Tn. A numerical approach is required since
under these conditions analytical solutions cannot be obtained
easily. The numerical analysis consists of three major compo-
nents: (a) a calculation of the fluence-dependent fR for a given
set of Tn photophysical parameters, (b) an algorithm that
optimizes these parameters to provide the best fit to the
experimental data, and (c) an estimate of the precision to which
the extracted parameters are known based on a randomization
and re-optimization technique.

Calculation of the fluence-dependent, two-step laser-
induced fluorescence ratio was based on the sequential solu-
tion of the rate equations given in Eqs. (4) and (5). These rate
equations were solved using Runge–Kutta numerical integra-
tion. The agreement between the fR obtained from this model
and the experimental data can be quantified by the χ2 statistic,
which is summed over the set F1,F2 for which experimental
measurements of the TSLIF ratio, fR,expt, were made. The
standard deviations of those measurements are given by σR,expt.
The next step is to search parameter space in order to find
the values of kr n, ,T  τ Tn

, and Φrisc T, n
 that minimize χ2. The

optimization algorithm used is the downhill simplex method.20

The downhill simplex method will find the set of parameters
that minimizes χ2, but it does not report the precision with
which these parameters are known given the uncertainties in
the experimental measurements. This precision was estimated
by running the optimization routine on sets of TSLIF ratio
measurements, fR,mix, calculated from

f F F f F F r F FR, , , , ,mix ,expt ,expt1 2 1 2 1 2( ) = ( ) + ( )R Rσ (9)

where r is a uniformly distributed random number between
−1 and 1. The standard deviations of the parameters found in
minimizing ten such data sets provide the estimated precision
to which the parameters are known.

An analytical model of two-step laser-induced fluorescence
that is limited to low-intensity and low-fluence conditions can
be developed. In this regime the fluorescence signals are given
by

f a F1 10 1
= σS S (10)

and

f a F F
n n2 1 20 1 1

= Φ Φisc risc T S S T T, ,σ σ (11)

where a includes fluorescence yield, collection, and detection
factors. Calculating the two-step laser-induced fluorescence
ratio from Eqs. (10) and (11) gives

f F
n nR = Φ Φisc risc T T T, .σ

1 2 (12)

Although this expression cannot be used to determineτ Tn
 and

kr n, ,T  it is useful for estimating upper limits on Φrisc T, n
 when

there is an undetectable two-step laser-induced fluores-
cence signal.

Results
The triplet-triplet absorption spectrum of rose bengal in the

near infrared (Fig. 77.36) is derived from a series of transient
absorption measurements acquired by laser flash photolysis.
There is no measurable ground-state absorption in this region.
Detector insensitivity prevented the extension of this spectrum
beyond 1100 nm. Using the intensity variation method21 it
was found that the absorption has a peak between 1050 and
1075 nm with a cross section σ T T1 2

= (1.1±0.1) × 10−16 cm2.

Figure 77.37 shows two-step laser-induced fluorescence
results for T2. The ratio of two-step to one-step fluorescence
fR,expt versus the fluence of the second pump pulse (λ2 =
1064 nm) is plotted. The first pump-pulse fluence (λ1 =
532 nm) was held approximately constant at 3.3±0.2 mJ/cm2,
and the resulting one-step fluorescence varied by less than 2%.
No emission following P2 was detected when P1 was blocked.
Each point in this plot represents the average of from 26 to
370 double-pulse excitations. The error bars indicate the cor-
responding standard deviations. In addition, the spectrum of
the 532-nm + 1064-nm excited emission was measured and
found to be the same as the S1→S0 fluorescence spectrum,
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Figure 77.36
Triplet-triplet absorption spectrum of rose bengal in the near infrared.
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Figure 77.37
Fluence dependence of two-step laser-induced fluorescence ratio fR. Delay
between excitation pulses: 34 ns. Circles are averages of from 26 to 370
double-pulse excitations with error bars indicating the standard deviations.
The curve represents the best fit (χ2 = 0.011) calculated from solutions of
Eqs. (4) and (5) using the parameter values given in Table 77.III. The
photophysical parameters determined from the fitting procedure are
Φ risc T, 2

= 0.0142±0.0003, τ T2
= 5.8±1.6 ps, and kr,T2 = 1.30±0.18 ps−1.

confirming that the TSLIF results from repopulation of S1. The
parameters Φrisc T, ,

2
 τ T2

, and kr,T2
 can be determined by

analyzing the nonlinear dependence of fR on F2 using the
multistate kinetic model described in the Analysis section.
This analysis of the data shown in Fig. 77.37 gives Φrisc T, 2

=
0.0142±0.0003, τ T2

= 5.8±1.6 ps, and kr,T2
= 1.30±0.18 ps−1

with χ2 = 0.011.

Similar measurements probing T3 (λ1 = 532 nm, λ2 =
632 nm) failed to detect any two-step laser-induced fluores-
cence. Based on the fluorescence detection limits, the quantum
yield of reverse intersystem crossing from T3 can be con-
strained toΦrisc T, .

3
0 06<  using Eq. (12) with σ T T1 3

 deter-
mined from Ref. 22 and fR set equal to the uncertainty in the
TSLIF measurement.

Discussion
Although no analytical expression can be given for

fR(F1,F2) that is applicable for the high fluences used in these
experiments, it is possible to explain qualitatively the shape of
the fR versus F2 curve shown in Fig. 77.37. This explanation
also provides some justification for why the kinetic model
analysis is sensitive to the lifetime and thermalization rate of
the upper triplet state. Under low-fluence and low-intensity
conditions, Eq. (12) predicts that fR will increase linearly with
F2. Deviations from the predicted linear response are expected
to occur for P2 with sufficiently high intensity or fluence.
Under conditions where the pulse length is shorter than the
lifetime of T2, the saturation fluence Fsat T T= ( )−σ

1 2

1 for

T1→T2 excitation is 9 × 1015 photons/cm2 (1.7 mJ/cm2).
Multiple excitations are possible, however, for pulses that are
longer than the lifetime of T2. This allows the two-step laser-
induced fluorescence ratio to continue to grow beyond the
short-pulse saturation fluence limit. Limits on the growth of
the two-step laser-induced fluorescence are not solely fluence
dependent. The maximum rate at which population can be
excited to the upper triplet state is limited by the thermalization
rate kr,T2

. In addition, the maximum number of excitation
cycles that can be achieved during a pulse is limited by the
upper triplet lifetime τ T2

 and the length of the second pump
pulse δ2. Since the nonlinear portion of the fR curve is depen-
dent on the upper triplet lifetime and its thermalization rate,
it is possible to extract these parameters from a fit of the
kinetic model to data obtained under high-intensity and high-
fluence conditions where the deviation from linearity be-
comes significant.

The multistate kinetic model described in Eq. (1) and
Fig. 77.35 is not the only possible explanation for fluores-
cence following 532-nm + 1064-nm excitation. An alternative
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Figure 77.38
Schematic of transient changes in T1 concentration (based on Fig. I in
Ref. 15). The points a, b, and c in the figure represent the times immediately
prior to P2, immediately following P2, and after the fast recovery of the
transient bleaching, respectively.

model that deserves consideration includes absorption of
1064-nm light by T2 to populate T4, a state already known to
have a high reverse intersystem crossing yield.13 On the basis
of energetic considerations, the T2→T4 absorption process
appears to be plausible, although restrictions such as those
based on parity may disallow this transition. If reverse intersys-
tem crossing were to occur predominantly from T4, then the
expression for fR given in Eq. (12) should be modified to give

f FR = Φ Φisc risc T T T T T, .
4 1 2 2 4 2

2σ σ (13)

According to this model, fR increases quadratically rather
than linearly in F2 since population of T4 from T1 requires
the sequential absorption of two 1064-nm photons. In addi-
tion, fR is expected to saturate at a value greater than
Φ Φisc risc T, 4

= 0.78. The experimental data shown in
Fig. 77.37 do not exhibit this behavior, which justifies our
elimination of this alternative model.

No two-step laser-induced fluorescence was detected in the
532-nm + 632-nm experiment. This experiment was per-
formed under conditions much less favorable than for the
532-nm + 1064-nm experiment. Both the maximum P2 fluence
and the triplet-triplet absorption cross section were signifi-
cantly less at 632 nm compared to 1064 nm. Even with these
limitations, however, the value of Φrisc T, 3

 can be determined
to be less than 0.06. This result disagrees with a yield of 0.72
for this state reported previously.15

Ketsle et al. attempted to measure the yield of reverse
intersystem crossing through measurements of the change in
T1 absorption (and therefore, concentration) in a two-step
excitation experiment.15 Immediately following P2, a de-
crease in the concentration ∆Cab of T1 was observed, which
was followed by a partial recovery ∆Cac, as shown in
Fig. 77.38, which is a sketch showing the key features in the
transient signal plotted in Fig. I of Ref. 15. The points a, b, and
c in Fig. 77.38 represent the times immediately prior to P2,
immediately following P2, and after the fast recovery of the
transient bleaching, respectively. The lack of complete recov-
ery is due to reverse intersystem crossing from the higher-lying
triplet populated by P2. From these concentration changes
Ketsle et al. calculated the reverse intersystem crossing yield
using the formula

∆
∆

ΦC

C
ac

ab
= risc T, .

3
(14)

Equation (14) attributes the bleaching to the entire fraction
undergoing reverse intersystem crossing. It is more appropri-
ate, however, to interpret bleaching as due to the fraction that
undergoes reverse intersystem crossing and in addition does
not repopulate the triplet manifold through S1→T1 transfer,
implying

∆
∆

Φ ΦC

C
ac

ab
= −( )risc T isc, .

3
1 (15)

Indeed, this latter interpretation of the bleaching fraction
agrees with that used by Redmond et al.12 Recalculating a
yield based on Eq. (15) using the Ketsle et al. bleaching
fraction data found in Table I of Ref. 15 gives Φrisc T, 3

>> 1.
Since this quantum yield cannot exceed unity, it appears that
their experimental data was obtained under conditions in
which the assumptions used to derive these equations do not
apply. In particular, these equations are valid only under
conditions in which ∆Cab is proportional to the number of
photons absorbed by T1. This can occur only when the length
of the exciting pulse is shorter than the lifetime of the upper
triplet state δ τ2 3

<<( )T  and when the transient absorption
detection system is capable of responding on this same time
scale. Ketsle et al. do not report the length of their second pump
pulse but state only that it is from a ruby laser. It appears likely
that their excitation pulse is longer than several nanoseconds,
which is much greater than the expected upper triplet lifetime
of picoseconds or less. In addition, the time response of their
transient absorption detection system is not reported. The use
of long pulses or slow detection systems with this transient
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absorption technique will lead to an underestimate of the
number of absorbed photons, thus leading to values of Φrisc T, 3

that exceed unity. The equipment requirements are not as
demanding for fluorescence methods of measuring reverse
intersystem crossing.

Reverse intersystem crossing yields have been calculated
for a growing number of molecules. An aspect of this study that
makes it of particular interest is that these yields have now been
measured for several triplet states of rose bengal. Previous
workers in this field have suggested that population excited to
Tn relaxes rapidly to the next-lowest triplet state, and that the
triplet-singlet transfer is predominantly due to reverse inter-
system crossing from this less-energetic state.13,23 According
to this model, the reverse intersystem crossing yield should be
independent of the high-lying triplet state initially excited;
experimental measurements clearly contradict this prediction
with high yields of Φrisc T, 4

= 0.80 if T4 is initially excited,13 to
much lower yields of Φrisc T, 2

= 0.0142 for the case of direct
population of T2 (measured in this work).

To understand these results it is instructive to consider the
energies of the relevant triplet and singlet states. The energies
of the singlet states can be estimated from the peaks of the
ground-state absorption spectrum. Similarly, the energies of
the triplet states relative to T1 can be estimated from triplet-
triplet absorption spectra (the present work and Refs. 8 and
24). The energy of T1 in methanol is 1.75 eV.25 These results
have been compiled in Table 77.IV. The energy gaps between
the excited triplet states and the nearest less-energetic singlet
state are ∆E (T2−S2) = 0.51 eV, ∆E (T3−S3) = 0.35 eV, and
∆E (T4−S4) = 0.08 eV. Thus we find that the transition with
the smallest energy gap exhibits the greatest reverse intersys-
tem crossing yield (Φrisc T, 2

= 0.0142, Φrisc T, 3
< 0.06,

Φrisc T, 4
= 0.80). Although this ordering is consistent with a

simple interpretation of the energy gap law for nonradiative
transitions, which states that reverse intersystem crossing is
likely to be most favorable when there is a small energy gap
between the triplet state and a nearby singlet, such an interpre-
tation must be considered critically. As developed by Englman
and Jortner,26 the energy gap law applies to a particular triplet-
singlet pair, whereas here we are considering three such pairs.
The strength of the spin-orbit coupling between different states
may vary by several orders of magnitude. Since we do not
know the values of the coupling parameters for the three
transitions under consideration, it is impossible to definitively
attribute the entire variation in reverse intersystem crossing
yield to differences in the energy gap.

Conclusion
We have presented what we believe to be the first study of

a triplet state of rose bengal that is produced by 1064-nm
excitation of T1. The triplet-triplet absorption cross section
was measured between 825 nm and 1100 nm. This state was
further characterized using two-step laser-induced fluores-
cence to determine its thermalization rate, lifetime, and quan-
tum yield of reverse intersystem crossing. Similar two-step
laser-induced fluorescence measurements were made of the
triplet excited by 632-nm light.

In earlier work, the reverse intersystem crossing yield was
predicted to be independent of which higher-lying triplet state
was initially excited. The present work finds that the yields for
triplets excited by red and near-infrared light, T3 and T2, are
much less than those reported earlier for the more-energetic
state T4, which is populated by green light.13 An analysis of
the triplet-triplet absorption spectrum and the ground-state
absorption spectrum shows that T4 is energetically close to a
state in the singlet manifold, whereas the corresponding gaps
are significantly greater for T2 and T3.
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Table 77.IV: Energies of rose bengal excited states. Singlet-
state energies are estimated from the ground-state
absorption spectrum. Triplet-state energies are
estimated from the T1  absorption spectrum.

State Energy (eV) Ref.

S1 2.10 This work

S2 2.41 This work

S3 3.51 This work

S4 3.95 This work

T1 1.75 25

T2 2.92 This work

T3 3.86 8

T4 4.03 24
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Photoexcitation studies of superconductors have been a sub-
ject of intense investigation for the last 20 years. Early experi-
ments were performed on metallic superconductors using
nanosecond and picosecond pulses and were concentrated on
the dynamics of the photon-induced, superconducting-to-
normal transition.1,2 The discovery of high-temperature super-
conductors (HTS) prompted a new series of transient
photoexcitation experiments. Experiments with optical-pulse-
driven current-biased samples and direct measurements of the
resulting voltage transient provide the most direct information
on nonequilibrium processes in HTS. These experiments are
also most relevant when evaluating the potential of HTS
materials for fast photodetector applications. Recently, we
have observed the single-picosecond electrical response of a
current-biased YBa2Cu3O7-x (YBCO) microbridge exposed
to femtosecond optical pulses.3–6 The experiments were con-
ducted in the temperature range from 4.2 K to 80 K, using our
subpicosecond electro-optic (EO) sampling system.4 The two
mechanisms responsible for the picosecond response of the
YBCO microbridge have been identified: nonequilibrium ki-
netic inductance and hot-electron heating.7 The corresponding
electrical transient was either a 2-ps-wide oscillation for the
kinetic inductance response, or a single-picosecond spike for
electron heating in the resistive state.6

Picosecond-impulse excitation of Josephson junctions has
been extensively studied theoretically.8–10 The simulations
showed that a junction response is delayed with respect to the
excitation impulse by a turn-on delay time τD, which depends
on both the junction bias and the critical current Ic overdrive (Ic
is defined as the maximum superconducting current that can
flow through a Josephson junction). The rise time τR of the
junction switching transient was also calculated and found to
depend on the amount of the Ic overdrive, as well as on the
product of the junction’s normal resistance × the junction’s
capacitance (RNCJ). In the case of the single-flux-quantum
(SFQ) pulse generation by resistively shunted junctions (RSJ),
the generated pulse has been predicted to have an amplitude
equal to 2IcRN and a width corresponding to Φ0/2IcRN,11

where Φ0 = 2.07 mV•ps.

Picosecond Response of Optically Driven Y-Ba-Cu-O Microbridge
and Josephson-Junction Integrated Structures

In this article, we report our studies on the picosecond
photoresponse of a current-biased YBCO microbridge coupled
to a bicrystal YBCO Josephson junction. Femtosecond optical
pulses were used to excite the microbridge in the resistive
state5 and to generate a series of picosecond-duration electrical
transient pulses. These transients were in turn applied to switch
the grain-boundary Josephson junction. The junction response
was superimposed on the large feedthrough signal, but the
junction signal could be identified due to its dependence on the
bias current.

Sample Fabrication and Experimental Setup
The test structures, consisting of coplanar strip (CPS)

transmission lines, were fabricated on (100) MgO bicrystal
substrates, using a standard laser ablation technique and ion-
beam etching.12 YBCO films 50 to 100 nm thick were depos-
ited at the substrate temperature 800°C and at the ambient
oxygen pressure of 0.35 mbar. The deposition was followed by
an annealing cycle in pure oxygen. Next, a 50-nm-thick gold
layer was sputtered in situ on top of YBCO thin film at room
temperature at an argon pressure of 0.05 mbar. The test struc-
tures were prepared in a two-step process. First, they were
photolithographically defined and then etched with a low-
current-density (1 mA/cm2) ion argon beam. In the second
step, the Au layer was removed from the top of the junction and
bridge areas, using the same low-intensity ion etching. As a
result, eight 8-mm-long CPS lines, containing 10-µm × 5-µm
bridges and 5-µm-wide bicrystal Josephson junctions, were
fabricated on each substrate. The 8-mm length of CPS was
chosen to restrict the end-of-line reflections, assuring a 50-ps-
long reflection-free measurement time-window. The sche-
matic of our CPS line and the measurement configuration are
shown in Fig. 77.39. We note that the test structure is not a
Josephson-junction transmission line,11 but rather a high char-
acteristic impedance (80 Ω) CPS line with the junction elec-
trodes representing high inductance. This type of experimental
configuration was chosen for practical fabrication consider-
ations and will be improved in future designs.
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Our optical system for the femtosecond pulse excitation and
EO sampling detection is described in detail in Ref. 4. Briefly,
a mode-locked Ti:sapphire laser, operating at a repetition rate
of 76 MHz, was used to generate 100-fs pulses at a wavelength
of 800 nm. To perform EO characterization, the laser beam was
split into two paths: a frequency-doubled (λ = 400 nm) excita-
tion beam used for inducing the photoresponse signal in the
bridge, and an 800-nm sampling beam for monitoring the
electric field penetrating an EO (LiTaO3) crystal during the
electrical pulse propagation (see Fig. 77.39). The sampling
beam was time delayed with respect to the excitation beam by
a computer-controlled translation stage, directed between the
coplanar lines through the LiTaO3 crystal less than 100 µm
away from the bridge, and reflected to the analyzer by a high-
reflectivity dielectric coating at the bottom of the LiTaO3
crystal. The sampling beam sensed the instantaneous birefrin-
gence introduced in LiTaO3 by the photogenerated transient
that propagated in the CPS underneath the crystal. By varying
the relative delay between the moment of photoresponse gen-
eration (excitation beam) and the signal probing (sampling
beam), the whole time-domain waveform could be resolved.
From the operational point of view, our EO system can be
regarded as a sampling oscilloscope4 featuring <200-fs time
resolution and <150-µV voltage sensitivity, which are well
below the characteristics of transients reported here.

The samples were mounted in a continuous-flow helium
optical cryostat. All the experiments were carried out in a
temperature range from 20 K to 80 K with the temperature
control of ±0.2 K. Our test structures were connected to dc
current and voltage sources, for biasing and characterizing the

in-situ current voltage (I–V) of the junction and the microbridge,
as well as to a 14-GHz-bandwidth oscilloscope for aligning the
experiment and monitoring the bolometric response.

Experimental Results
The studied YBCO thin films, junctions, and microbridges

exhibited standard, high-quality characteristics. The super-
conducting transition temperature Tc of as-prepared, 100-nm-
thick films was in the 85 K to 87 K range. The I–V characteristics
of a bicrystal Josephson junction on a MgO substrate showed
an RSJ-like behavior with Ic = 700 µA and IcRN = 2.5 mV, and
Ic = 40 µA and IcRN = 0.1 mV, at 4.2 K and 77 K, respectively
(Fig. 77.40). The microbridge I–V curves exhibited a flux-flow
transition into a resistive state at Jc ≈ 106 A/cm2 at 77 K. At
higher bias currents, hot-spot formation occurred and the
microbridge was driven into a switched (resistive) state. The
microbridges were biased with a voltage source to prevent
their destruction.4

Figure 77.39
Experimental setup of CPS line and measurement configuration.

Figure 77.40
Current-voltage characteristics of a bicrystal Josephson junction with Ic
= 40 µA and Ic = 700 µA at 77 K and 4.2 K, respectively.
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Figure 77.41 shows the EO sampling measurement of a
2.1-ps-wide electrical transient, typical for the microbridge
biased in the resistive state.5 Pulses of this type were used in all
experiments presented in this article. Typically, the pulse
amplitude was about 25 mV, which, for the approximately
80-Ω CPS line, corresponded to an ~300-µA current pulse.
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Figure 77.41
Photogenerated electrical transient of the YBCO microbridge.

The pulse from Fig. 77.41 was applied to the junction, and
the resulting signal was electro-optically detected approxi-
mately 50 µm after the junction (see Fig 77.39). Experiments
were performed at 20 K, and the junction Ic was 650 µA (IcRN
≈ 2 mV). To elicit a junction response from the measured
output, we used the following procedure: We biased our junc-
tion in five different points on the I–V curve, namely at 0 Ic,
±0.7 Ic, and ±1.5 Ic, and recorded the response. The “+” bias
corresponded to the positive amplitude of the input pulse,
while in the “−” polarity, the junction was biased in the
opposite direction to the excitation pulse. Figure 77.42(a)
shows the normalized transient responses from the junction at
0 Ic, +0.7 Ic, and +1.5 Ic. We note that the initial, positive part
of each response overlaps, while some differences are visible
in the remainder of the pulse. After the initial oscillatory
transient, we observe additional oscillations, which are very
noisy and, therefore, difficult to analyze. A similar set of
responses was collected for the −0.7 Ic, −1.5 Ic, and 0 Ic bias
points and is shown in Fig. 77.42(b). All signals presented in
Fig. 77.42 look very similar since they are dominated by the
inductive response of the junction leads combined with the
CPS resistance. Thus, the oscillatory transient with no bias
applied to the junction (thin lines in Fig. 77.42) will be referred
to as the feedthrough in further discussion.

Discussion
We believe that despite the fact that due to the design

constraints all the waveforms presented in Fig. 77.42 look very
similar and are dominated by the feedthrough signal, they
contain information about switching dynamics of the YBCO
Josephson junction; thus, we have subtracted the 0 Ic feed-
through signal from each measured waveform (results are
shown in Fig. 77.43). For clarity, we separately showed the
responses for the ±1.5 Ic biased junction [Fig. 77.43(a)] and for
±0.7 Ic [Fig. 77.43(b)]. In both cases, we overlaid the traces
with the 0 Ic signal, which can be regarded as the zero-time
reference for the junction response. From Fig. 77.43(a) we
observe that when the junction is in the voltage state, the
junction response for both bias polarities is positive and con-
sists of an ~1-ps-wide transient with a turn-on delay of 0.7 ps.
The response is consistent with our simulations (not shown)

Figure 77.42
The test structure response to the ultrafast input pulse measured for different
junction biases on the CPS line 50 µm after the Josephson junction. All signals
are normalized to the zero-bias feedthrough signal.
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Figure 77.43
Response of the Josephson junction to the 2.1-ps electrical input pulse
measured for different junction biases.

that in the voltage state, when junction current is oscillating
with the frequency corresponding to the bias voltage, a small
(compared to the bias) current-pulse perturbation generates a
signal always in the direction of the excitation pulse polariza-
tion. In addition, the signal response is delayed with respect to
the excitation.

The transients obtained for the junction biased in the super-
conducting state (±0.7 Ic) are shown in Fig. 77.43(b). When the
dc bias polarity is in the same direction (+0.7 Ic) as the 0.46 Ic
input-pulse amplitude, the excitation “knocks” the junction out
of the zero-voltage state and we observe an SFQ-like, 0.5-ps-
wide transient. We note that, at 20 K, IcRN ≈ 2 mV; thus, the
SFQ amplitude is expected to be ~ 4 mV, which leads to
~ 0.5-ps SFQ width, in good agreement with our observation.
In the case of the negative bias (−0.7 Ic), however, the incoming
pulse is unable to switch the junction and no response is

detected. The measured τD of the +0.7 Ic biased junction is
0.7 ps, the same as for the ±1.5 Ic case. We must finally note that
signals observed in Figs. 77.43(a) and 77.43(b) after the initial
pulse responses discussed above are associated with the sec-
ondary input-pulse reflections and resulting secondary switch-
ing of our junction. Their detailed analysis and comparison
with numerical circuit simulations will be presented in a later
publication.

Conclusion
Picosecond electrical pulses, optically generated in current-

biased YBCO microbridges, were used to excite the response
of a bicrystal Josephson junction placed in the YBCO super-
conducting coplanar transmission line. The transients recorded
just past the junction contained large feedthrough signals, but
the junction response could be separated by subtracting the
feedthrough from the signals obtained under different bias
conditions. As a result, we were able to observe single-picosec-
ond switching of HTS Josephson junctions, as well as to
measure the junction turn-on delay time. Our findings provide
confirmation of the potential of YBCO for ultrafast optical
and electrical transient detection and processing. In the future,
however, a new feedthrough-free test structure representing
YBCO Josephson-junction coplanar transmission line is needed.
The development of such a circuit is currently underway.
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High laser-irradiation uniformity is an important requirement
for successful direct-drive inertial confinement fusion (ICF).
Direct-drive laser-irradiation uniformity is achieved on
OMEGA for different ranges of spatial frequencies using
smoothing by spectral dispersion (SSD), polarization smooth-
ing with distributed polarization rotators (DPR’s), and mul-
tiple-beam overlap.1 SSD significantly improves irradiation
uniformity by rapidly shifting the laser speckle pattern gener-
ated by distributed phase plates (DPP’s). A high-frequency
electro-optic phase modulator produces a wavelength modula-
tion that is subsequently converted by a diffraction grating into
the angular deflection required to shift the speckle pattern. The
low spatial frequency cutoff of the smoothing produced by
SSD is determined by the maximum deflection of the beam.
Extremely smooth, time-averaged intensity profiles are
achieved on a time scale corresponding to the inverse band-
width impressed by the phase modulator; thus, larger SSD
bandwidths are desirable. Two-dimensional SSD (2-D SSD)
extends the smoothing benefits of SSD by using two separate
stages of bulk electro-optic phase modulators and gratings to
deflect the laser speckle pattern in orthogonal directions.

For OMEGA, implementing a high-frequency modulator
in the second direction of the 2-D SSD system is advanta-
geous since the bandwidth from the second modulator is not
dispersed until after the most-limiting spatial-filter pinhole,
which is located in the large-aperture ring amplifier (LARA)2

in the driver line. This constraint requires that high-frequency
phase modulation be generated in a bulk electro-optic modu-
lator to accommodate the dispersed bandwidth from the
first modulator.

Design methods used to develop the current generation of
3.0- and 3.3-GHz bulk phase modulators3 are directly relevant
to higher-frequency designs, but several factors merit special
attention in higher-frequency modulators designed to generate
large SSD bandwidths. First, resonant designs are attractive
since higher electric fields can be developed in the electro-
optic material without expensive, high-power microwave
sources. Velocity-matching the optical and microwave fields

High-Frequency Bulk Phase Modulator for Broadband Smoothing
by Spectral Dispersion on OMEGA

is also important to achieve efficient optical phase modulation.
Lastly, controlling FM-to-AM conversion at higher-modula-
tion frequencies is a more difficult system problem.

A number of bulk electro-optic phase modulator designs
are found in the literature.4–10 An approximately 9-GHz modu-
lator4 implemented on the original 24-beam OMEGA laser
system incorporated a lithium niobate (LiNbO3) crystal inside
an evacuated, high-Q microwave resonator, but it suffered
difficulties coupling microwave power from the resonator
mode into the crystal. Velocity-matched waveguide resonator
designs5–7 operate at microwave frequencies near the wave-
guide cutoff to match the optical and microwave phase veloci-
ties. This matching allows arbitrarily long interaction lengths
to be used to achieve increased modulation efficiency. A
quasi-velocity-matched concept8 uses periodically poled
lithium tantalate (LiTaO3) to approximately realize this same
advantage with the added advantage of a TEM modulation
field, but it suffers from the inherently lower Q factor of a
micro strip resonator. An ~20-GHz dielectric resonator
design9 achieves a high Q factor, but the electric field distribu-
tion of the TM101 resonant mode is poorly suited for 2-D SSD
applications. Convenient coupling of microwave power into a
resonator structure is also a critical design issue. Electric-
probe6,9 and magnetic-loop7 coupling require that the resona-
tor structure be partially air filled, but this reduces the maximum
clear aperture. Cutoff-waveguide coupling eliminates this dis-
advantage and, in addition, offers the possibility of tuning the
resonance frequency.10

Incorporating a higher-frequency phase modulator in the
2-D SSD system offers two approaches to improving irradia-
tion uniformity on OMEGA. First, larger SSD bandwidths can
be generated for a given number of FM sidebands and propa-
gated through the laser system since less grating dispersion is
required to achieve a single color cycle. Increased SSD band-
widths smooth laser irradiation faster. An asymmetric 2-D SSD
configuration on OMEGA using phase modulators operating at
3.0 and ~10 GHz could achieve infrared bandwidths of 1.5
× 12 Å, respectively, to generate 1 × 1 color cycles nominally.
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This infrared bandwidth corresponds to a UV bandwidth of ap-
proximately 1 THz. To efficiently convert this infrared band-
width to the ultraviolet, dual-tripler frequency-conversion
crystals11 (FCC’s) must be implemented on all 60 OMEGA
beams. This upgrade will be completed before the end of 1999.

Alternately, multiple SSD color cycles can be produced
with a higher modulation frequency for a given grating design,
and the same SSD bandwidth can be propagated without
exceeding the beam divergence limit imposed by the laser
system pinholes. Increasing the number of color cycles redis-
tributes the beam nonuniformity to higher spatial frequencies
and accelerates the smoothing at the mid-range spatial fre-
quencies (l = 50–200) that pose the greatest threat of seeding
hydrodynamic instabilities in direct-drive implosions.1 The
current OMEGA FCC configuration can efficiently convert
infrared bandwidths of 1.5 × 3.0 Å from modulators operating
at 3.0 and ~10 GHz to generate 1 × 3 color cycles, respectively.
Experiments utilizing both 1-THz UV bandwidth and multiple
color cycle improvements are planned for OMEGA this year.

High-Frequency Modulator Design
A velocity-matched, waveguide-coupled, LiNbO3 dielec-

tric resonator modulator design was selected for the 2-D SSD,
high-frequency modulator application. A simple sketch of a
generic cutoff-waveguide-coupled resonator10 is presented in
Fig. 78.1(a). A TE10 mode of the input waveguide delivers
microwave radiation to a high-Q, TE10n standing-wave reso-
nator formed by locating an electro-optic material in an air
waveguide that would otherwise be below cutoff at the reso-
nance frequency.

Velocity mismatches between the microwave and optical
phase velocities in an electro-optic material reduce phase-
modulation efficiency,12 particularly at high modulation fre-
quencies. In the resonant microwave cavities used for SSD
bulk phase modulators, standing waves are impressed across
the electro-optic crystal, which can be decomposed into fields
co-propagating and counter-propagating with the laser beam.
For this case, the velocity-mismatch reduction factor β is given
by12
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where ε3 is the relative dielectric constant of the electro-optic
crystal for polarizing the applied microwave field at the modu-
lation frequency fm, n3 is the index of refraction of the crystal,
and c is the speed of light in vacuum. The first term of Eq. (1a)
accounts for the contribution of the optical beam interacting
with the co-propagating microwave, while the second term is
associated with the counter-propagating microwave field. The
maximum effective interaction length βL for a 10.5-GHz
LiNbO3 modulator with no velocity matching is limited to
approximately 2 mm, as shown in Fig. 78.2.

Velocity matching is achieved in the configuration shown in
Fig. 78.1(a) by setting the width of the crystal, a, to adjust the
microwave phase velocity in the waveguide geometry,
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to match the optical phase velocity in the electro-optic mate-
rial, c/n3, where fc is the cutoff frequency of the waveguide
section loaded with the crystal and f0 is the resonance fre-
quency of the modulator. Figure 78.2 plots the effective inter-
action length as a function of crystal length for waveguide
resonators with different degrees of velocity matching. For a
perfectly velocity-matched design, the effective interaction
length grows linearly with some modulation caused by the
interaction with the counter-propagating microwave field. An
almost negligible penalty is observed for a 10% velocity
mismatch with a 26.3-mm crystal length shown in Fig. 78.1(c).

The height b of the crystal is arbitrary for a TE10n mode;
however, minimizing b increases the electric field magnitude
for a given microwave drive power and can eliminate spurious
TE01m modes in the crystal that would divert microwave
energy if mode-coupling mechanisms exist. The length of the
electro-optic material determines the modulator resonance
frequency based on the microwave phase velocity in the wave-
guide. A resonance exists for crystals that are an integer
number of half-wavelengths, plus any phase shifts associated
with the reflections at the cutoff-waveguide sections. For
materials with a high dielectric constant, these phase shifts
are generally small and only change the effective length of
the resonator by about 1%.10
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Figure 78.1
(a) Generic cutoff-waveguide-coupled resonator. The electro-optic crystal of length L is positioned in an air-filled, rectangular waveguide of width a and height
b. The waveguide width sets the cutoff frequency above the modulator operating frequency in the air-filled sections, but below cutoff in the crystal. The cutoff-
waveguide sections act as high reflectors for the standing waves inside the electro-optic crystal resonator. The input waveguide width a� supports traveling waves
at the operating frequency that evanescently couple through the coupling distance dcoupling. (b) The microwave and optical electric fields, Emicro and Eopt, are
oriented along the crystalline c axis to take advantage of the large electro-optic tensor element r33 in LiNbO3. The beam size is small enough so that the variation
of the microwave field in the x direction is only 15%. (c) A tapered input waveguide provides a transition from standard waveguide dimensions to dimensions
required for critical coupling into the modulator crystal. A small beam port in the input waveguide bend provides optical access to the crystal but does not disturb
the microwave input since it is significantly smaller than the microwave wavelength.
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All SSD modulators designed and built at LLE have used
LiNbO3, which is a well-developed electro-optic crystalline
material. Other electro-optic materials are commercially avail-
able and were considered for the new high-frequency modula-
tor design, including LiTaO3, potassium titanyl phosphate
(KTP) and its crystal isomorphs, rubidium titanyl arsenate
(RTA), and cesium titanyl arsenate (CTA). Relevant optical
and microwave properties of these materials are reported in
Table 78.I. A large electro-optic coefficient is obviously desir-
able, but the index of refraction and relative dielectric constant
also play a significant role in maximizing the phase-modula-

tion performance, as indicated by the electro-optic figure of
merit. The loss tangent is inversely related to the fundamental
limit on the Q factor that can be achieved in a resonant design13

since it represents the dielectric losses in each material. Lastly,
the laser-damage threshold is an important performance pa-
rameter. Both bulk and surface laser-damage thresholds were
measured for undoped LiNbO3 and are presented in Table 78.I.
The surface finish of the samples limited the surface-damage
threshold, while a lower bound on the bulk damage threshold
was established that was limited by catastrophic surface dam-
age. Doped samples of Zn:LiNbO3 and MgO:LiNbO3 showed
poorer damage thresholds. RTA is a potentially attractive
alternative possessing a high electro-optic figure of merit, a
loss tangent almost four times lower than LiNbO3, plus a lower
dielectric constant that would facilitate approximately 20%
larger crystal clear apertures. The optical quality of RTA,
however, is not currently adequate for SSD applications since
strong birefringence gradients are reported and the laser-
damage threshold is significantly lower than commercially
available LiNbO3.

Setting the beam size in a TE10n-mode waveguide modu-
lator requires a compromise between maximizing the unifor-
mity of the phase-modulation depth across the beam and
minimizing FM-to-AM conversion. The electric field of the
standing wave varies across the transverse dimension, as
shown in Fig. 78.1(b). This field distribution produces an
index-of-refraction variation equivalent to a time-varying cy-
lindrical gradient-index lens. Minimizing the SSD beam size
to the central portion of the aperture minimizes this effect but
increases the difficulty of SSD system imaging. The phase-
modulated bandwidth dispersed by the SSD gratings must be
carefully imaged to prevent FM-to-AM conversion resulting
from propagation out of a grating image plane; otherwise,

Figure 78.2
Effective interaction length with velocity matching in LiNbO3 modulators.
Bulk modulator with no velocity matching (heavy solid line); perfect velocity
matching essentially linear with respect to interaction length, with modula-
tion due to interaction with counter-propagating microwave fields (light solid
line); variations of velocity mismatch in 10% graduations (dashed lines).

Table 78.I:  Electro-optic material properties.

LiNbO3

(Refs. 14,15)

LiTaO3

(Refs. 16,17)

KTP

(Ref. 18)

RTA

(Ref. 16)

CTA

(Ref. 16)

Crystalline type uniaxial uniaxial biaxial biaxial biaxial

Electro-optic coefficient (pm/V) r33 = 28.8–30.8  33 35.0 40.5 38.0

Index of refraction  n3 = 2.1561 (extraordinary) 2.143 nz = 1.840 nz = 1.890 nz = 1.930

Relative dielectric constant ε33 = 23.7–27.9 41.4–43 15.4 19 29

Loss tangent (at 10 GHz) 0.0015 0.001 0.70 0.0004 0.002

Electro-optic figure of merit
3304 2548 2705 3935 2573

Laser-damage threshold  

(GW/cm2)

>22 (bulk)
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>1 0.4 0.4  
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intensity modulation develops even from a perfectly FM-
modulated beam according to

∆I

I
d d z
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z∝ ( ) ∝
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⋅ ⋅δ ω θ λ δmod mod mod ,
2

2
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where δmod is the phase-modulation depth, ωmod is the phase-
modulation angular frequency, dθ/dλ is the effective grating
dispersion, z is the distance from the nearest image plane, Ncc
is the number of color cycles impressed on the SSD beam, and
Dbeam is the beam diameter. Demagnifying the SSD beam to fit
through the modulator increases the sensitivity to imaging
errors and color separation of the dispersed FM beam on
system optics that can lead to amplitude modulation. This is
especially true for systems employing multiple color cycles.

The 10.5-GHz, waveguide-coupled LiNbO3 modulator de-
sign [shown in Fig. 78.1(c)] includes four parts: a LiNbO3
crystal, a crystal holder, a tapered input waveguide section, and
a temperature controller. For a LiNbO3 modulator operating at
10.5 GHz, the ideal crystal width to achieve velocity matching
according to Eq. (2) sets a = 3.064 mm. All four sides of the
crystal are gold coated to form a standing-wave waveguide
resonator that is approximately 2 • λmicrowave long, while the
ends are antireflection coated for the SSD beam. The height is
the smallest possible consistent with a 1.1-mm beam size
chosen to limit the time-varying cylindrical phase error to a
reasonable level.

The crystal holder and tapered input waveguide sections are
machined from copper to maximize electrical and thermal
conductivity and are gold plated to prevent oxidation of the
copper. The high electrical conductivity of copper minimizes
conduction losses in both the input waveguide and the
waveguide resonator since the gold coatings on the crystal are
only a fraction of a skin depth at 10.5 GHz. Good thermal
conduction is also beneficial in maintaining a uniform tem-
perature across the crystal.

The crystal holder is machined from three pieces of copper
that confine the LiNbO3 crystal on three sides while a copper
foil holds it in place. This configuration ensures high-conduc-
tivity walls next to the crystal with no air gaps in the direction
of the microwave electric field and minimal stress on the
crystal. Active temperature control of the modulator crystal is
planned to stabilize the resonance frequency and provide a
limited range of tuning. The simulated results discussed below
are based on the modulator operating at 50°C to provide a

±20°C range of temperature to accommodate uncertainties in
the dielectric constant and crystal fabrication tolerances. A
significant advantage of the modulator design is that the crystal
holder can accept various crystal sizes designed to operate at
different resonance frequencies.

The tapered input waveguide section transfers microwave
power from a standard coaxial-to-WR-90 waveguide adapter
to a 4-mm-high waveguide section suitable for coupling the
microwave energy into the modulator crystal. The taper length
is λmicrowave/2 to minimize reflections associated with the
waveguide discontinuities. A λmicrowave/2-long waveguide
elbow is also included with a small beam port for optical beam
access to the microwave input side of the crystal.

Maximizing microwave power transfer into a cutoff-
waveguide-coupled resonator at resonance is accomplished by
adjusting dcoupling to vary the coupling coefficient,10
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to achieve critical coupling (βcoupling = 1), where Q0 is the
resonator Q factor, Leff is the effective length of the LiNbO3
crystal, and λ0 is the free-space microwave wavelength; the
remaining dimensions are defined in Fig. 78.1(a). Critical
coupling maximizes the power transferred into the resonator.19

Equation (4) was derived assuming no reaction of the cavity
field on the waveguide field and is valid only for positive
coupling distances. Using this analytic expression, the cou-
pling coefficient calculated for the modulator presented in
Fig. 78.1(c) is plotted in Fig. 78.3, where it is seen that critical
coupling is not achieved, even for dcoupling = 0. This results
from the poor overlap between the input waveguide and crystal
resonator modes, which is limited by the large mismatch
between the input waveguide width and the small crystal width
imposed by the velocity-matching constraint. Although Eq. (4)
cannot be extrapolated to negative coupling distances, it strongly
suggests that allowing the modulator crystal to extend into the
input waveguide would achieve critical coupling.
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Figure 78.3
Coupling coefficient plotted versus coupling distance for waveguide-coupled
LiNbO3 modulator. The analytic values calculated from Eq. (4) are plotted in
the dashed line only for positive coupling distances assuming the input
waveguide and crystal heights are equal. Values from Micro-Stripes simula-
tions modeling LiNbO3 as an isotropic dielectric, as well as using the tensor
values for the dielectric constant are plotted as dotted and solid lines,
respectively. Critical coupling was experimentally observed for dcoupling

= 1.07 mm and plotted.
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Figure 78.4
Micro-Stripes numerical simulations. (a) The complete three-dimensional, anisotropic geometry of the LiNbO3 modulator shown in Fig. 78.1(c) is modeled
with spatial resolution required to yield accurate results; (b) the magnitude of the complex reflectivity plotted versus excitation frequency reflects the harmonic
spectrum of the waveguide resonator formed by the LiNbO3 crystal.

Accurately analyzing configurations where the crystal pro-
trudes into the input waveguide was accomplished numeri-
cally using Micro-Stripes, a commercial three-dimensional
electromagnetic analysis package.20 Micro-Stripes yields
both time- and frequency-domain electromagnetic solutions
for arbitrary geometries, including tensor material properties
such as the dielectric constant for materials like LiNbO3,
which are difficult to treat analytically. A particular strength of
this simulation package is that wideband frequency-domain
results with fine resolution are obtained from a single time-
domain simulation.

A typical Micro-Stripes model and the results from a simu-
lation are shown in Fig. 78.4. All the geometric details and
material properties of the modulator shown in Fig. 78.4(a) are
represented in the model. In a simulation, an electromagnetic
impulse is launched in the input waveguide, and the fields
throughout the model are calculated as a function of time. Field
values are saved at probe points for post-simulation analysis,
including digital filtering, resolving incident and reflected
waves, and transforming into the frequency domain. The
complex reflection coefficient can be calculated as a function
of frequency from the simulated forward and reflected micro-
wave field components. The complex reflection coefficient
can then be analyzed using a personal computer program
QZERO19 to yield the three important resonator parameters:
the resonance frequency, the resonator Q factor, and the cou-
pling coefficient.
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Micro-Stripes simulations were performed using an isotro-
pic dielectric constant equal to the value along the designed
microwave electric field direction (ε33), as well as the tensor
values available from the literature.15 Simulations for a range
of crystal positions were calculated and the coupling coeffi-
cient plotted in Fig. 78.3. For both cases, the coupling increases
as the LiNbO3 crystal protrudes farther into the input wave-
guide. Critical coupling is achieved for  d ≈ 1.2 mm for the
anisotropic calculation. The magnitude of the complex reflec-
tion coefficient plotted versus frequency for this crystal posi-
tion is shown in Fig. 78.4(b). Nearly critical coupling into a
high-Q resonance is evident from the narrow, low-reflection
feature representing the 4 • λmicrowave/2 mode of the crystal
resonator. Another feature evident from Fig. 78.4(b) is that the
modulator can be optimally coupled for any of the other
resonances to access even higher modulation frequencies;
however, given the fixed resonator geometry defined by the
crystal, a velocity-mismatch penalty would be incurred.

Figure 78.5 shows the predicted variation of the resonance
frequency f0 and the resonator Q factor over the same range
of crystal positions for the 4 • λ/2 resonance as covered in
Fig. 78.3. The resonance frequency shows a relatively small
variation, and the Q factor is essentially unchanged over the
range of crystal positions producing significant microwave
coupling into the crystal. Interestingly, the resonance fre-
quency plotted in Fig. 78.5(a) initially decreases as the length
of the crystal protruding into the input waveguide increases,
after which it increases monotonically. The initial drop in

Figure 78.5
(a) Resonance frequency and (b) Q factor for cutoff-coupled, LiNbO3 waveguide modulator.

resonance frequency, as well as the initially widening differ-
ences between the isotropic and anisotropic simulations of the
resonance frequency, indicate that the effective length of the
resonator increases as the resonator fields extend into the input
waveguide and the fields distort near the crystal input. This
field distortion introduces electric field components that inter-
act with the higher dielectric constant (ε11) in the x and z
directions. After reaching minima, values for the resonance
frequency for both cases increase at the same rate since the
crystal length inside the crystal holder decreases. For positive
values of the coupling distance dcoupling, the predicted reso-
nance frequency approaches the value characteristic of the
crystal loaded in an infinitely long, cutoff waveguide. The
predicted Q factor in Fig. 78.5(b) also increases since the
coupling losses into the input waveguide rapidly decrease, as
seen in Fig. 78.3.

Modulator Performance
Microwave measurements of the X-band modulator and

adjustments to optimize coupling were performed using a
microwave vector network analyzer (HP Model 8720B). As
designed, the length of the crystal protruding into the input
waveguide was set to maximize microwave coupling into the
4 • λ/2 resonance. Excellent coupling was achieved for a
coupling distance of −1.07 mm. Within experimental uncer-
tainties the measured return loss of −35 dB represents critical
coupling and is plotted in Fig. 78.3. Excellent agreement with
predicted values of the coupling coefficient is observed.
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The measured complex reflectivity of the modulator was
also analyzed to evaluate the resonance frequency and Q
factor. The measured resonance frequency at critical coupling
is 10.412 GHz, which is 1.7% lower than predicted from the
Micro-Stripes simulations. This discrepancy is attributed to
three factors: First, the cutoff-waveguide cross section at the
end of the crystal opposite the input waveguide was enlarged
slightly to simplify alignment of the modulator in the SSD
system, which would increase the effective length of the
resonator and reduce the resonance frequency. Second, crystal
fabricating tolerances resulted in slightly larger width and
length dimensions that also increase the effective resonator
length. Lastly, the actual dielectric tensor values for the LiNbO3
crystal may differ from the literature values15 used in the
simulations. The measured Q factor plotted in Fig. 78.5(b)
agrees well with the predicted values.

Experimentally, double-pass operation yields 1.95-Å SSD
bandwidths with approximately 14.4 W of microwave power
delivered to the modulator. This measurement of phase-modu-
lation performance shows reasonable agreement with a simple
estimate based on microwave measurements. The microwave
energy stored in the resonator, Estored, can be calculated from
the definition of the unloaded Q factor,

Q E P0 0≡ ω stored in ,

where Pin is the power delivered to the modulator and ω0 is the
angular microwave frequency ω0 = 2πf0. The stored energy
Estored can be related easily to the electric field strength inside
the crystal, E0, by approximating the field distribution with the
mode of a TE10n resonator and spatially integrating to derive

E abL Estored = ( )ε33 0
28 ,

where ε33 is the dielectric constant, and a, b, and L are the
crystal width, height, and length, respectively. These expres-
sions can be combined with the expression for phase-modula-
tion depth,3

δ
π β

λmod ,=
⋅ ⋅L n r

E3
3

33
0

opt

where βL is the effective crystal length including velocity
mismatch, n3 is the index of refraction, r33 is the electro-optic
coefficient, and λopt is the optical wavelength. Using the
measured values for Q0, a, b, and L, literature values for ε33, n3,
and r33, a calculated value of βL = 0.95 to account for some

velocity mismatch tolerance, a phase-modulation depth of
1.59 is calculated. For a single pass, this corresponds to an
SSD bandwidth ∆λsingle = 1.22 Å, or a double-pass bandwidth
∆λdouble = 2.44 Å.

Additional SSD bandwidth can be achieved by increasing
the number of passes through the modulator or increasing input
power. Based on the measured performance, a double-pass
configuration would require approximately 520 W of micro-
wave drive power to generate 12 Å of phase-modulated band-
width, while an active multipass scheme with four passes
would require less than 130 W at the expense of greater
system complexity.

Conclusion
The design of an efficient, bulk phase modulator operating

at approximately 10.5 GHz, which can produce substantial
phase-modulated bandwidth with modest microwave drive
power, has been presented. The waveguide resonator design
employs an adapted form of cutoff-waveguide coupling and
velocity matching to yield a simple, high-Q microwave design
with practical clear-aperture dimensions suitable for applica-
tion in a 2-D SSD system. The design is easily scalable to other
frequencies by simply changing the electro-optic crystal di-
mensions. The measured microwave performance of the modu-
lator agrees well with performance predicted from fully
anisotropic, three-dimensional numerical simulations.
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Pulsed laser beams with two-dimensional smoothing by spec-
tral dispersion (2-D SSD), used in inertial confinement fusion
(ICF), improve the on-target uniformity on the OMEGA laser
system;1–4 however, 2-D SSD is highly susceptible to signifi-
cant amplitude modulation (AM) during its generation and
propagation.5–8 In addition to on-target uniformity, the smooth-
ness of the pulsed beam as it propagates through the long laser
amplifier chain is important because of the perennial concern
regarding laser damage. Small-scale, nonlinear self-focusing
can occur as the pulsed beam propagates through various
optical components because of the large fluences inherent in
ICF applications. Any AM, in space or time, present on the
pulsed beam may induce self-focusing and lead to damage.
OMEGA utilizes many spatial filters to help alleviate the
buildup of high spatial frequencies that tend to self-focus. In an
effort to reduce the overall AM, it is imperative that the AM
produced by the SSD driver line is at an absolute minimum.

A complete analysis of the SSD driver line requires a
model that accounts for diffraction and spatiotemporal spec-
tral effects of the many optical components that comprise the
driver during both the generation and propagation of 2-D SSD
beams. AM sources and other nonideal behavior can occur at
any point in the SSD driver line, and the impact of a particular
optical component depends on its relative location and the
parameters that describe the SSD operation. Laser beam propa-
gation codes that include SSD as part of an entire ICF laser
system modeling exist at other laboratories, for example,
Prop92 at LLNL and Miró at CEA; however, they do not
emphasize the underlying optical components in the SSD
driver line. A comprehensive understanding of the AM issue
and other nonideal behavior entails a rigorous examination of
the specific optics involved in the SSD driver line, including
the effects of multiple-layered dielectric media, crystal bire-
fringence, multiple co-propagating beams, nonlinear grating
behavior, and far-field distortion. A model must be able to
simulate the nonideal effects, predict the relative impact, and
characterize the behavior so that experimental measurements
can be used to diagnose and excise the problem.

Angular Spectrum Representation of Pulsed Laser Beams
with Two-Dimensional Smoothing by Spectral Dispersion

The code (Waasese) developed to address the AM issue in
the SSD driver line simulates many optical components, pre-
dicts the degree of AM, and characterizes the AM mechanisms
in terms of measurable signatures. Different AM sources are
measured on near-field streak camera images and exhibit
distinct spatiotemporal patterns, trends in the temporal spec-
trum, and/or AM that varies as a function of an SSD parameter.
Waasese simulations associate these distinct characteristics or
signatures to particular optic components. These signature/
component relationships are then exploited to diagnose, lo-
cate, and eliminate the AM sources when used in conjunction
with experimental measurements. Waasese has been success-
fully used to locate some AM sources and identify solutions in
the new double-pass 2-D SSD driver line scheduled for instal-
lation on OMEGA. Waasese is based on the angular spectrum
representation, which accurately models diffraction and spa-
tiotemporal spectral effects. Waasese is not limited to AM
issues and has been used to model observed far-field distortion.
Waasese’s inherent flexibility facilitates future enhancements
as other laser propagation issues arise.

Waasese models the individual optical components of the
SSD driver line using a transfer-function approach as opposed
to applying the ideal spatiotemporal dependent phase term. An
angular spectrum representation and/or a thin optic phase
transformation describes the transfer functions of the optical
components. This approach models SSD generation in a step-
wise fashion so that nonideal components, such as wave plates,
may be included at any point in the process such as in between
the preshear and dispersion gratings. This is an important issue
because the degree to which optical components contribute to
AM depends on their relative location in the SSD driver line.
For example, surface roughness of a far-field retro mirror of the
second SSD dimension will produce AM on the first but not the
second dimension because the second dimension has not been
dispersed at this point. Also, the AM induced by the crystal
birefringence of the second SSD dimension can be compen-
sated, provided that re-imaging takes place prior to the final
grating. Additional examples of the modeling capabilities of
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Waasese include nonlinear behavior of gratings, multiple sur-
face reflections from a crystal in combination with an end
mirror that produce co-propagating beams with offset spa-
tiotemporal spectra, angular-dependent phase modulation depth
that produces distorted far-field spectra, multiple-layered di-
electric coatings that model high-reflection (HR) or antireflec-
tion (AR) coatings, etalon effects that modulate the temporal
spectrum, spatial phase modulation of irregular surfaces, and
image rotation between grating pairs. Waasese is capable of
modeling arbitrary initial spatial and temporal profiles such as
Gaussian, hyperbolic tangent, square, round, and elliptical. A
postprocessor for Waasese incorporates various instructional
data-visualization techniques of the spatiotemporal intensity
and phase history of 2-D SSD pulsed beams: a spatiotemporal
cross section, a spatial cross section, a false-color instanta-
neous wavelength overlay, a time-averaged far-field view, and
a time evolution of the far-field pattern. These data-visualiza-
tion techniques provide valuable insight into various problems
that arise and their subsequent solutions.

The angular spectrum representation provides a straight-
forward analytical and numerical method to accurately ana-
lyze the generation and propagation of 2-D SSD pulsed laser
beams. The angular spectrum representation decomposes a
pulsed beam into a continuous linear sum of harmonic plane
waves that individually propagate with a unique direction and
temporal frequency through the laser system. Each harmonic
plane wave is completely described by three parameters: kx, ky,
and ω. When the resultant harmonic plane waves are summed,
a representation of a 2-D SSD pulsed laser beam is obtained
that accurately models diffraction and spatiotemporal spectral
effects. Certain optical components require a thin optic phase
transformation operation, in real space, whenever the optical
surfaces are not planar, e.g., lenses, irregular surfaces on mirror
coatings, and surface roughness of optical finishing.

In this article we first describe the angular spectrum repre-
sentation of the two main elements of the SSD operation used
in Waasese: gratings and electro-optic (EO) phase modulators.
We then apply these transfer functions to the ideal generation
of 2-D SSD, which provides a foundation of comparison for
the nonideal cases. Ideal 2-D SSD utilizes a linearized grating
equation and a pure phase-modulation operation. Analytical
expressions and Waasese demonstrate that the application of
the ideal transfer functions reduces the problem to the well-
known spatiotemporal-dependent phase term that describes
2-D SSD.1,2 We also introduce the frequency domain and real-
space data visualization capabilities of the Waasese post-

processor. Finally in a section covering nonideal 2-D SSD
generation we discuss various errors and/or nonideal effects
that include nonideal gratings, nonideal phase modulators,
crystal birefringence, Littrow mount error, image rotation,
temporal spectrum modulation, spatial spectrum modulation,
and image-plane errors.

Angular Spectrum Representation
Consider the electromagnetic field of the pulsed laser beam

that propagates along the beam axis ẑ  within a nonmagnetic,
nonconducting, source-free, linear, causal, spatially and tem-
porally homogeneous, isotropic, and spatially and temporally
locally linear dielectric medium described by a constant refrac-
tive index n ≡ µε µ ε0 0 . Let the electric field E′(r,t) of the
pulsed laser beam be defined on an image plane at z = z0:

E E0
0

′ ( ) ≡ ′( )
=

r rT
z z

t t, , , (1)

where the position vector and transverse position vector are
defined, respectively, by

r x y z≡ + +x y zˆ ˆ ˆ (2)

and

r x yT x y≡ +ˆ ˆ (3)

in the right-handed rectangular coordinate system (x,y,z) with
the corresponding unit vectors ˆ , ˆ, ˆx y z( ) . In addition, let the
pulsed laser beam possess the form of a modulated carrier of
angular frequency ωc:

E E0 0′ ( ) ≡ ( )r rT T
i tt t e c, , ,ω (4)

where E r0 T t,( )  is the spatiotemporal envelope of the pulsed
beam. The angular spectrum of the electric field at the image
plane is given by the forward, three-dimensional, spatial spa-
tiotemporal Fourier-Laplace transform (compare Ref. 9, §5.1
and Ref. 10, Chap. 4):

˜ , ˜ , ,

, .

E E

E k r

0 0

0

k k

r

T T

T
i t i

z

t e e t x yT T

ω ω

ω

( ) ≡ ( )

= ( ) ⋅⌠
⌡

⌠
⌡

⌠
⌡

−

−∞

∞

d d d (5)

The wave vector and transverse wave vector are defined,
respectively, as
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k x y z≡ + +k k kx y zˆ ˆ ˆ (6)

and

k x yT x yk k≡ +ˆ ˆ , (7)

where the transverse wave numbers or spatial frequencies kx
and ky are real-valued and the longitudinal wave number kz is
given by the principle root of the expression

k k n kz T≡ −0
2 2 2  , (8)

and k k kT x y
2 2 2≡ + . The quantity k c0 2≡ = ′π λ ω  is the vac-

uum wave number, ω′  is the angular frequency of the electro-
magnetic disturbance that is centered about the carrier ωc,

′ ≡ +ω ω ωc , (9)

and c ≡ 1 0 0µ ε  is the vacuum speed of light.

Free-space propagation of the electric field of the pulsed
laser beam along the beam axis in any source-free and homog-
enous region of dielectric is given exactly by the angular
spectrum representation (compare Ref. 9, §5.1)

E

E k r

r

k

T

T
i zk i t i

x y

z t

e e e k kz T T

, ,

˜ , ,

( )

=
( )

( ) ⋅⌠
⌡

⌠
⌡

⌠
⌡

−

−∞

∞
1

2 3 0π
ω ωω∆ d d d (10)

where ∆z ≡ z − z0. The expression given in Eq. (10) is an exact
solution to Maxwell’s equations in an isotropic, source-free
dielectric medium. Any inaccuracies associated with this
method amount to assumptions made about the field behavior
E r0 T t,( )  on the initial plane z = z0 (such as assuming scalar
fields or Fresnel-Kirchoff boundary conditions) or when ap-
proximating the integrals as summations when performing
numerical simulations. When k k nT

2
0
2 2≤ , the longitudinal

wave number kz is real-valued and the integrand of Eq. (10)
represents homogenous plane waves with spectral amplitudes
or angular spectra ˜ ,E k0 T ω( )  whose phase fronts propagate in
the direction given by the wave vector k x y z≡ + +k k kx y zˆ ˆ ˆ .
Thus, the angular spectrum representation decomposes an
arbitrary pulsed laser beam into a continuous sum of homoge-
neous plane waves that propagate in a unique direction and

with an angular frequency ω′ . The expression in Eq. (10)
represents the general case of vectors and is certainly valid for
each individual vector component; therefore it is applicable to
the scalar diffraction problems presented in this article.

A useful measure that marks the boundary between the near
field and far field for diffraction problems is the Rayleigh
range given by (Ref. 11, p. 714)

z
A

c
R ≡

λ
, (11)

where A is the area of the beam (see Table 78.II for typical
numbers on OMEGA). Another useful parameter is the Fresnel
number given by

N
a

zc
≡

2

λ ∆
, (12)

which measures the number of Fresnel zones contained within
an aperture of width or diameter 2a. For full-aperture illumina-
tion, the Fresnel number will determine the number of strong
ripples apparent in the near-field diffraction pattern. However,
a beam with a supergaussian profile or other rounded square
shapes such as a hyperbolic-tangent will not exhibit these
strong ripples (Ref. 11, p. 739). For this reason, the simulations
presented here utilize these shapes to reduce the edge diffrac-
tion ripples in order to emphasize other diffraction effects.
Waasese is based on the angular spectrum representation and
is therefore inherently capable of modeling any beam shape or
temporal profile.

Elements of the SSD Operation
The two basic elements of the SSD operation in terms of the

angular spectrum representation—gratings and EO phase
modulators—are presented as transfer functions in both real
and frequency space to describe the complex 2-D SSD system
as a set of interchangeable operations. This method also
develops a sense of the resultant frequency-domain effects of
each operation and its relation to the real space.

1. The Grating Equation
The grating equation relates an incident harmonic plane

wave to a transmitted (or reflected) harmonic plane wave that
is given by12

sin sin  ,θ θ λ
i t m

d
( ) + ( ) = − (13)
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where θi and θt are the incident and transmitted angles relative
to the grating normal, m is the order of the grating, d is the
groove spacing, λ ≡ 2πc/ω′  is the wavelength, and ω′  ≡ ωc +
ω is the angular frequency that is centered about the carrier ωc.
The gratings in the SSD driver lines at LLE are used in
transmission mode with an order m = −1 (see Fig. 78.6).
Solving Eq. (13) for θt with an order m = −1 yields

θ λ θt id
= − ( )





−sin sin .1 (14)

Taking the derivative of Eq. (14) with respect to λ yields the
grating dispersion

d

d

θ
λ λ θ

t

id
d

=

− − ( )





1

1
2

sin

 . (15)

For the SSD laser systems at LLE, the gratings are typically
in a Littrow mount, which is defined to be when the angles of
the incident and transmitted plane waves are equal for a
particular design wavelength, i.e., θLitt ≡ θi = θt. Under this
condition, an incident pulsed beam will retain its incident beam
diameter and is described by

sin  ,θ λ
Litt( ) = c

d2
(16)

where λ π ωc cc= 2  is the central or design wavelength. Typi-
cally, the design parameters for a grating are the central
wavelength λc and a desired amount of dispersion d dθ λt
while assuming a Littrow mount, which then determines the
grating groove spacing d by substituting Eq. (16) into Eq. (15).
Once a grating design is realized, an operating point has been
determined on the d dθ λt  curve, which can be seen in the
example illustrated in Fig. 78.7. When the bandwidth ∆λ that
is induced by the SSD system is small enough, then the slope

Figure 78.6
The coordinate systems for the incident and transmitted pulsed beams that
traverse a grating in transmission mode of order m = −1. Notice that the beam
axis (z) remains unaltered as a result of the grating operation; indicating the
rotation from the incident to the transmitted coordinate system as the beam
axis follows the course of the real beam.

Table 78.II: The Rayleigh range ∆zR, the color-separation distance ∆zcrit, and their ratio  for various
beam diameters and two values of applied bandwidth for a dispersion of  = 197 µrad/Å and
grating beam diameter Dgrating = 44 mm.

Diameter (cm)

0.11 0.22 0.55 1.938 4.4 8.488 14.63 19.52 27.33

∆zR (m) 0.902 3.608 22.55 280 1443 5371 15956 28405 55683

∆zcrit (m), 1.5 Å 0.186 0.745 4.653 57.77 297.8 1108.2 3292.4 5861.1 11489

0.206 0.206 0.206 0.206 0.206 0.206 0.206 0.206 0.206

∆zcrit (m), 3.0 Å 0.093 0.372 2.327 28.89 148.9 554.12 1646.2 2930.6 5744.7

0.103 0.103 0.103 0.103 0.103 0.103 0.103 0.103 0.103

∆ ∆z zcrit R
d dθ λt
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Figure 78.7
The design points on (a) the grating equation θ t  and (b) the grating dispersion
equation d dθ λt  for λc = 1053 nm, θLitt = 46°, and d = 0.732 µm/groove.

d dθ λt  is nearly constant over that bandwidth; however, since
Eq. (15) is inherently nonlinear, beam distortion becomes more
significant as the bandwidth increases.

Consider an incident modulated pulsed laser beam with an
angular carrier frequency of ωc, pulse duration τ, and diameter
D impinging upon a grating that disperses along the ŷ  direc-
tion. Define the incident beam axis (z) to make an angle Θi with
regard to the grating normal in the y-z plane. Then define a
transmitted-beam axis that makes an angle Θt with regard to
the grating normal. (This situation is illustrated in Fig. 78.6.)
By decomposing the incident pulsed laser beam into its angular
spectrum, the grating equation (14) may be used to accurately
describe the action of the grating in the spatiotemporal fre-
quency space. The grating acts as an angular transformation
operation that redirects or maps each incident plane wave
(completely described by the parameters kx, ky, and ω) onto the
transmitted-beam axis. Notice that the image plane will be
rotated onto the transmitted-beam axis as indicated in

Fig. 78.6. Only the wave number in the ŷ  direction is altered
during this transformation, and, in general, the new transverse
wave number is a function of both the transverse wave number
and the angular frequency, i.e., k ky yg

,ω( ) . The transformation
operation k ky yg

,ω( )  is referred to as the grating angular
dispersion, which acts along the ŷ  direction as denoted by the
subscript y. The grating angular dispersion may be expressed
as [compare Eq. (14)]

k k

k n
d

k

k n

y y

t i
y

g
,

sin sin sin sin ,

ω
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= − − +
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− −

0
1 1

0
Θ Θ (17)

where k0 ≡ ω′ /c, λ ≡ 2πc/ω′ , and ω′  ≡ ωc + ω. The electric field
of the transmitted pulsed laser beam is expressed, in general,
by

E t E e e k kg T g T
i i

x yT Tr k k r, ˜ ,( ) =
( )

( ) ⋅⌠
⌡

⌠
⌡

⌠
⌡

−

−∞

∞
1

2 3π
ω ωω t d d d (18)

with the associated distorted angular spectrum given by

˜ , ˜ , , .E E k kg T x yg
k ω ω( ) = 



0 (19)

The action of the grating may be interpreted as a nonlinear
mapping of the angular spectrum onto a new spectral grid,
which is nonuniform in general. Consequently, in general,
Eq. (18) is not suitable for fast Fourier transform (FFT)
algorithms, and a proper treatment requires a slow Fourier
transform operation to regrid the data. Under certain approxi-
mations, however, Eq. (18) is suitable for FFT algorithms,
which are then used to regrid the angular spectrum back onto
the original grid: first, assuming that the angular dispersion is
a linear function of the transverse wave number ky and, second,
assuming an additional linear dependence of the temporal
frequency ω. Waasese can be configured to run in any of these
three modes to calculate the grating effects where a tradeoff
of speed versus accuracy must be made.

The first assumption may be expressed as a first-order
Taylor series expansion about the transverse wave number ky:

k k k k k
k

k ky y y y
k

y
y

y y
kg g

y
g

y

, , , .ω ω ω( ) = ( ) + ∂
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= =0 0
(20)
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The partial derivative in Eq. (20) is given by
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If the grating is in the Littrow mount and is tuned to the center
frequency ωc, then evaluating the partial derivative at ky = 0
yields

k k k n
dy y

k
t ig

y

, sin sin sin  ,ω λ( ) = − − ( )
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and while assuming that ω′  ≅  ωc,
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Substituting Eqs. (22) and (23) into Eq. (20) gives

k k k ky y y yg g
, ˆ  ,ω( ) = + (24)

where ˆ ,k ky yg g
ω ω( ) ≡ ( )0 . A change of variables defined by

Eq. (24) yields [compare Eq. (18)]
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Since k̂yg
 is only a function of the temporal angular frequency

ω, the inverse 2-D spatial Fourier transform operation yields
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where
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The distorted angular spectrum is then given by
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The utility of Eq. (28) lies in the ability to regrid the angu-
lar spectrum using conventional FFT algorithms. Waasese
applies three operations to the initial angular spectrum
˜ ,E0 kT ω( )  to regrid the distorted angular spectrum ˜ ,Eg Tk ω( )

onto the original numerical grid: inverse spatially transform
the ky dimension, apply the distortion term

e ik yyg− ( )ˆ
,ω

and, finally, forward spatially transform the y dimension.

The second assumption may be expressed as a bivariate,
first-order Taylor series expansion:
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where ω′  ≡ ωc + ω. The partial derivative with regard to ω in
Eq. (29) is given by
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If the grating is in a Littrow mount tuned to the center fre-
quency ωc, then
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Equation (29) can then be written as

k k ky y y gg
,ω ξ ω( ) = + (34)

and is known as the linearized grating angular dispersion,
where Eq. (15) has been used in the definition
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g
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= =

d

d 0,
.

Θ

The transmitted pulsed laser beam then becomes a temporally
skewed or sheared version of the incident pulsed beam:
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where a temporal delay is imposed across the beam by an
amount defined by

τ ξD gD= . (36)

The angular spectrum is also sheared and is given by

˜ , ˜ , , .E E k kg T x y gk ω ξ ω ω( ) = +( )0 (37)

During numerical simulations, Waasese regrids the initial
angular spectrum ˜ ,E0 kT ω( )  using the technique described in
association with Eq. (28).

2. The EO Phase Modulator
A strong microwave or radio frequency (RF) field inside a

cavity resonator can modulate the optical refractive index of a
nonlinear crystal such as lithium niobate (LiNbO3).13 The
ideal EO phase modulator operates only in the time domain by
applying the sinusoidal time-varying phase function

ei tδ ωM Msin( )  to the optical electric field as

E t E t eT T
i t

M
M Mr r, , ,sin( ) = ( ) ( )

0
δ ω (38)

where δM is the modulation depth and υ ω πM M≡ 2  is the RF
modulation frequency. This modulation scheme is referred to
as pure-tone phase modulation that is a specific type of a
general class known as exponential or angle modulation and is
inherently a nonlinear process. In general, the bandwidth ap-
plied by phase modulation has infinite extent, and discarding
any portion will result in distortion and a degradation of signal
fidelity, e.g., AM. Practically, the significant bandwidth ap-
plied by phase modulation is concentrated in a finite spectral
region, which is a function of the modulation depth δM. The
question then becomes How much bandwidth is required to
retain adequate signal integrity? (See Carlson Ref. 14, pp. 239–
245 for an in-depth discussion.)
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The applied bandwidth is estimated by Carson’s rule:

∆ ∆υ ω
π

δ υ= ≈ +( )
2

2 1M M , (39)

which appropriately goes to the limiting cases.

∆υ
δ υ δ

υ δ
=

>>
<<





2 1

2 1
M M M

M M
 ; (40)

however, Carson’s rule underestimates the bandwidth for the
range 2 < δM < 10. The bandwidth is more accurately estimated
by

∆υ δ υ≈ +( )2 2M M (41)

for modulation depths δM > 2. The applied bandwidth may also
be expressed in terms of the wavelength as
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2

2

c

c

cc
c c

 , (42)

where any estimate for ∆υ can be applied. Typically, the
estimate for the bandwidth given by 2δMυM is quoted in the
literature on SSD applications (even for modulation depths δM
< 10). This convention will be followed in this article for
consistency not accuracy.

Equation (38) can be written as an equivalent series expan-
sion given by (compare Ref. 14, p. 228)

E t E t J eT T l
il t

l
M M Mr r, , .( ) = ( ) ( )

=−∞

∞

∑0 δ ω (43)

The spatiotemporal Fourier-Laplace transform of Eq. (43)
yields the replicated angular spectrum

˜ , ˜ ,  .E k E k J lT T l
l

M M Mω ω δ δ ω ω( ) = ( ) ( ) −( )∗
=−∞

∞

∑0 (44)

The original angular spectrum ˜ ,E kT ω( )  is replicated with a
spacing of ωM and amplitudes determined by the Bessel
functions of the first kind Jl δ M( )  by virtue of the convolution
process denoted in Eq. (44) by the symbol *. If the original
bandwidth is not small compared to the modulation frequency,
some overlap will exist from one band to the next. As long as

the overlap is small, which is generally the case for well-
defined systems, the spectral peaks will be well defined. Even
if overlap does occur, it does not affect the validity of the linear
superposition implied by Eq. (44). Figure 78.8(a) illustrates a
spectrum obtained for a 1-ns pulse using the parameters δM
= 6.15 and νM = 3.3 GHz.

Like any form of exponential modulation, pure-tone phase
modulation possesses the unique property of constant ampli-
tude. Maintaining a constant amplitude with a sinusoidal phase
variation is best understood using a phasor interpretation
where phasors for the carrier plus every sideband are vector-
summed in phasor space as illustrated in Fig. 78.9. The result-
ant phasor sinusoidally sweeps back and forth (by an amount
determined by the modulation depth δM) in phasor space while
maintaining constant amplitude. All of the odd-order side-
band pairs are in phase quadrature (due to the fact that
the components of an odd-order pair have equal magnitude
with opposite sign, i.e., J Jl

l− ( ) = −( ) ( )1 1δ δM M  [see Ref. 15,
p. 258, Eq. (9.1.5)], and all of the even-order sideband pairs

Figure 78.8
The temporal spectrum for (a) a pure-tone and (b) a two-tone phase-modu-
lated optical pulse. The pulse duration is τ = 1 ns and the parameters are δM1

= 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, δM2 = 13.5, νM2 = 3.0 GHz, and ∆λM2

= 3.0 Å.
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discussion). The constant amplitude inherent in phase modula-
tion relies on the delicate balance of the amplitudes and phases
of its spectral components. Any deviation in this balance
results in distortion that can exhibit itself as AM.

Ideal 2-D SSD Generation
Here we describe the step-by-step process that Waasese

uses to generate 2-D SSD. Ideal 2-D SSD is produced when the
transfer functions given by Eqs. (37) and (44) are used. An-
alytical expressions are also developed and are shown to be
equivalent to a generalization of Ref. 3, which includes beam
shape. Ideal 2-D SSD is generated by a series of two ideal 1-D
SSD operations performed on the two orthogonal transverse
spatial directions of a seed-pulsed laser beam. Each 1-D SSD
operation consists of an EO phase modulator sandwiched
between a grating pair, such that an image plane exists at each
grating plane. The angular spectrum representation of the
grating and EO modulator, developed in the previous section,
is drawn upon to illustrate the frequency-domain effects and
how they relate to real space.

1. 1-D SSD Operation
Since each of the gratings is assumed to be at an image

plane, this implies that some kind of image-relaying system
must be in place. For practical SSD systems, these are afocal
image relay telescopes with slow lenses that do not contribute
significant aberrations. Figure 78.10 depicts the 1-D SSD

are collinear with regard to the carrier. The odd-order pairs
contribute to the desired sinusoidal phase modulation plus
unwanted amplitude modulation. The even-order pairs com-
pensate for the unwanted amplitude modulation imposed by
the odd-order pairs (see pp. 230–233 of Ref. 14 for a complete

Figure 78.10
A schematic representation of the 1-D SSD operation showing the two important functions: gratings and EO phase modulator. In addition, the image planes
are indicated along with the function names and a rough sketch of the field shape, in both real and frequency space, after each operation.

Figure 78.9
Phasor diagram of pure-tone phase modulation that depicts the phasor pairs
for a small modulation depth. The diagram depicts how the even-order pairs
compensate for the unwanted amplitude modulation imparted by the odd-
order pairs. (Adapted from Ref. 14, p. 232, Fig. 6.7.)
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operation with the three major components, including the field
names at certain locations. If the bandwidth ∆λ (typically 1 Å
< ∆λ < 12 Å) introduced by the SSD system is small relative to
the operating wavelength λc (for OMEGA the IR wavelength
is 1053 nm), then the linearized grating angular dispersion
Eq. (34) is an adequate representation of the grating and serves
this section by demonstrating the ideal or desired response of
an SSD system.

Consider a seed-modulated pulsed laser beam with an
angular carrier frequency of ωc, pulse duration τ, and diam-
eters Dy and Dx. The electric field is defined on an image plane
as E0 rT t,( )  with the associated angular spectrum ˜ ,E0 kT ω( )
and is image relayed onto the input of grating G1. Let the
first grating G1 preshear the pulsed beam with a linearized
angular dispersion of −ξy along the ŷ  direction. Consequently,
the sheared field after the grating G1 is given by [compare
Eq. (35)]

E t E t yT T yG1 0r r, , ,( ) = +( )ξ (45)

where a temporal delay is imposed across the field by an
amount given by τ ξD y yy

D= . The angular spectrum is also
sheared and is given by [compare Eq. (37)]

˜ , ˜ , , ,E E k kT x y yG1 0k ω ξ ω ω( ) = −( ) (46)

where the angular spectrum has been distorted only in the
direction parallel to the ky axis by the quantity ξyω. A repre-
sentation of the sheared field and angular spectrum is illus-
trated in Fig. 78.10. Let the EO phase modulator have a
modulation depth of δM1 and a RF modulation frequency of
υ ω πM M1 1 2= . By combining the results from Eqs. (43) and
(45), the electric field becomes

E t E t e

E t J e

T T
i t

T l
il t

l

M G

G M

M M

M

1 1

1 1

1 1

1

r r

r

, ,

,

sin( ) = ( )

= ( ) ( )

( )

=−∞

∞

∑

δ ω

ωδ (47)

and the replicated-sheared angular spectrum is given by

˜ , ˜ , .E E J lT T l
l

M G M M1 1 1 1k kω ω δ δ ω ω( ) = ( ) ( ) −( )∗
=−∞

∞

∑ (48)

A representation of the phase-modulated sheared field and
angular spectrum is illustrated in Fig. 78.10. The second

grating G2 now acts to disperse the increased bandwidth and
remove the preshear from the first grating G1. Let the linear-
ized angular dispersion be of equal magnitude and in the same
direction as the first grating but with opposite sign, i.e., +ξy
(this is realized through the image flip of an odd number of
image relays), so that the electric field becomes

E t E t yT T yG M2 1r r, , ,( ) = −( )ξ (49)

and the unsheared angular spectrum is given by

˜ , ˜ , , .E E k kT x y yG M2 1k ω ξ ω ω( ) = +( ) (50)

After substituting the results of Eqs. (45)–(47)
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The angular spectrum of the 1-D SSD operation is then given
by the spatiotemporal Fourier-Laplace transform of Eq. (51):

˜ , ˜ ,

, , ,

E E

J k k l l

T T

l x y y
l

G

M M M

2 0

1 1 1

k kω ω

δ δ ξ ω ω ω

( ) = ( )

( ) − +( )∗
=−∞

∞

∑ (52)

where it is important to notice that exact replicas of the
original spectrum, modified only by the amplitude of the
Bessel functions of the first kind Jl δM1( ) , are centered on a
regularly spaced line or comb of delta functions described by
the summation operation. The comb of delta functions lies
along the line ky = ξyω on the ky − ω plane of the 3-D
spatiotemporal spectrum and are spaced by ξyωM1 on the ky
axis and ωM1 on the ω axis. A representation of the final field
and angular spectrum is illustrated in Fig. 78.10. Each replica
of the original angular spectrum in Eq. (52) can be interpreted
as an individual colored-pulsed beam with an associated wave-
length or color λ ≡ 2πc/ω′ , where ω′  = ωc + lωM1, whose phase
front advances in the direction k x y z≡ + −( ) +k k l kx y y zˆ ˆ ˆξ ωM1 .
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It is important to notice that, for propagation distances ∆z
<< zR (such that minimal edge diffraction takes place for
rounded square beams), the individual colored-pulsed beams
retain their shape and continue to propagate along the beam
axis and only the phase fronts break across the beam in a
different direction. The individual colored beams will eventu-
ally separate since the energy flows along the direction k. The
distance that colored-pulsed beam shifts in the transverse
direction is given approximately by

∆ ∆ ∆y zl l= ( )tan ,θ (53)

where

∆ ∆θ ξ
λ

λl g
c

l
c D

D
= grating ,

(54)

∆λ λ νl c c l≅ ( )2
1M  is the spectral offset of a particular color,

and Dgrating is the beam diameter at the grating. The critical
propagation distance for color separation is defined as when
the outermost colored-pulsed beam has shifted by one beam
diameter, i.e., ∆y = Dy, and is approximated by

∆
∆ ∆ ∆

z
D D

c

D

D
y y

g

c y
crit

grating
=

( )
≅ =

tan
 ,

θ θ ξ
λ

λ
2 2

(55)

Figure 78.11
Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 1-D SSD pulsed beam with an overlay of the instantaneous wavelength ˆ ,λ rT t( )
superimposed onto the intensity profile for the system parameters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, τ = 1 ns, Ncy

≅ 1 , τ = 1 ns, Dy = Dx = 44 mm,
and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

where ∆λ is the applied bandwidth given by Eq. (42). The data
in Table 78.II represents ∆zR, ∆zcrit, and ∆ ∆z zcrit R  for vari-
ous OMEGA beam diameters for the system parameters:
d dθ λ ωt =0  = 197 µrad/Å, ∆λM1 = 1.5 Å, 3.0 Å, and Dgrating
= 44 mm.

The electric field of a pulsed beam is a complex three-
dimensional object whose intensity distribution, in space, is
suitably described as a brick of light that moves along the
propagation axis at the group velocity of the pulse. At one
position of the propagation axis, the intensity of the brick of
light is distributed about the transverse spatial dimensions as
described by the beam profile and in time as described by the
pulse shape. Taking different kinds of cross sections or slices
of the brick of light is a way to visualize the multidimen-
sioned data. A spatiotemporal cross section illustrates the
intensity history of the pulsed beam. As an example, a spa-
tiotemporal slice of a 1-D SSD pulsed laser beam is shown in
Fig. 78.11 for two orthogonal directions with the system
parameters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, τ = 1 ns,
Dy = Dx = 44 mm, and where stepped hyperbolic-tangent
profiles were used in the spatial and temporal dimensions. In
addition a false-color representation of the instantaneous wave-
length is defined by

1.0

0.8

0.6

0.4

0.2

0.0
4

2
0

–2
–4 –1.0

0.0
0.5

–0.5
Time (ns)

1.0

1053.06 nm

1053.04

1053.02

1053.00

1052.98

1052.96

1052.94

In
te

ns
ity

 (
W

/c
m

2 )

1.0

0.8

0.6

0.4

0.2

0.0
4

2
0

–2
–4 –1.0

0.0
0.5

–0.5
Time (ns)

1.0
Transverse y axis (cm)

Transverse x axis (cm)
TC5017

(a) (b)



ANGULAR SPECTRUM REPRESENTATION OF PULSED LASER BEAMS

LLE Review, Volume 78 73

ˆ ,
ˆ

 ,λ

λ
ν

rT

c

t
c

c( )≡
−

(56)

where the instantaneous frequency is given by

ν̂
π

ϕ≡ ∂
∂

1

2 t
(57)

and ϕ is the instantaneous phase of the field of the form

e ei y t i tcϕ ω,( ) . The instantaneous wavelength is shown mapped
onto the 3-D intensity surface, in effect, displaying the phase
information of the electric field as a fourth dimension of data.
The resultant dispersed spectrum of the 1-D SSD operation is
displayed across the beam as one cycle of instantaneous
wavelength or color, i.e., every color is displayed twice as the
RF phase modulation cycles through 2π radians. In general,
the fraction of RF phase-modulation cycles completed during
the temporal shear τ ξD y yy

D= , imposed by the first grating
G1, and displayed across the beam as a result of the second
grating G2, is determined by the number of color cycles
(compare to Ref. 1):

Nc Dy y
≡ τ ν M1 . (58)

The instantaneous wavelength (or color) is not to be confused
with the discrete colored-pulsed beams mentioned in the pre-
vious paragraph; the instantaneous wavelength is a continuous
function defined in the temporal domain, whereas the other
forms a discrete set defined in the temporal frequency domain.
The bandwidth of the instantaneous frequency is given by

∆ ˆ .ν δ ν≡ 2 1 1M M (59)

Notice that no approximation is made here as compared to the
frequency-domain bandwidth described by Eqs. (39) and (41),
and that it equals the bandwidth in the limit of large modulation
depths given by Eq. (40). This fact illustrates the important

Figure 78.12
A schematic representation of the 2-D SSD operation, which exhibits a series of two 1-D SSD operations that act on two orthogonal directions x̂  and ŷ .

difference between the instantaneous frequency and that of the
frequency domain. When used with care, however, the instan-
taneous frequency is useful in describing some optical effects
(such as etalons) since the modulation rate is slow compared to
the underlying optical carrier. Another very important differ-
ence is that ˆ ,λ rT t( ) is a smooth, continuous function, and the
frequency-space spectrum is comprised of a discrete set of
frequencies (broadened only by the finite duration of the pulse
width) as described by Eq. (44).

2. Series of Two 1-D SSD Operations
Consider, in a manner analogous to the previous subsection,

a seed-modulated pulsed laser beam with an angular carrier
frequency ωc, pulse duration τ, and diameters Dy and Dx. The
electric field is defined on an image plane as E0 rT t,( )  with the
associated angular spectrum ˜ ,E0 kT ω( )  and is image relayed
onto the input of grating G1. A diagram of the 2-D SSD system
is shown in Fig. 78.12. Let the first SSD operation be given by
Eqs. (51) and (52). Let the first grating of the second-dimen-
sion G3 operation preshear the pulsed beam with a linearized
angular dispersion of −ξx along the direction x̂ . Consequently,
the sheared field after the grating G3, in terms of the results
from the first dimension Eq. (35), is given by

E t E t xT T xG G3 2r r, ,  ,( ) = +( )ξ (60)

where a temporal delay imposed across the field is an amount
given by τ ξD x xy

D= . The sheared angular spectrum is given
by [compare Eq. (37)]

˜ , ˜ , , ,E E k kT x x yG G3 2k ω ξ ω ω( ) = −( ) (61)

where the angular spectrum has been distorted only in the
direction parallel to the kx axis by the quantity δM2. Let the
second EO phase modulator have a modulation depth of δM2
and a RF modulation frequency of υ ω πM M2 2 2= . The
electric field becomes
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and the replicated-sheared angular spectrum is given by

˜ , ˜ ,

 .
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k kω ω

δ δ ω ω
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∞

∑ (63)

The second grating of the second dimension G4 now acts to
disperse the increased bandwidth and removes the preshear
from the grating G3. Let the linearized angular dispersion be of
equal magnitude to the grating G3 but with opposite sign, i.e.,
+ξx, so that the electric field becomes

E t E t xT T xG M4 2r r, ,( ) = −( )ξ (64)

and the unsheared angular spectrum is given by

˜ , ˜ , ,  .E E k kT x x yG M4 2k ω ξ ω ω( ) = +( ) (65)

After substituting the results of Eqs. (52), (55), (57), and (60),
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Equation (66) represents a generalization of Ref. 3, which
includes beam shape. The angular spectrum of the 2-D SSD

operation is then given by the spatiotemporal Fourier-Laplace
transform of Eq. (66):
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where it is important to notice that exact replicas of the original
spectrum, modified only by the amplitudes of the Bessel
functions of the first kind Jl δM1( )  and Jm δM2( ) , are centered
on a regularly spaced grid or field of delta functions formed by
the innermost convolution operation. The field of delta func-
tions lies on the plane k kx x y yξ ξ ω+ =  in the 3-D spa-
tiotemporal spectrum and are spaced by ξyωM1 in the direction
of the ky axis, by ξxωM2 in the direction of the kx axis, and by
linear combinations of both ωM1 and ωM2 in the direction of
the ω axis. Notice that there exist sum and difference frequen-
cies, which is characteristic of two-tone phase modulation (see
Ref. 14, pp. 233–234). An example of a two-tone phase-
modulated temporal spectrum is illustrated in Fig. 78.8(b) for
the parameters δM1 = 6.15, νM1 = 3.3 GHz, δM2 = 13.5, and
νM2 = 3.0 GHz.

Spatiotemporal cross sections of a 2-D SSD pulsed laser
beam with the instantaneous wavelength overlay is shown in
Fig. 78.13 for two orthogonal directions for the system param-
eters δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, δM2 = 13.5,
and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, τ = 1 ns, Dy = Dx = 44 mm,
and where hyperbolic-tangent profiles were used in the spatial
and temporal dimensions. At any particular moment in time,
the resultant dispersed spectrum from the first dimension of
the 2-D SSD operation is seen displayed across the beam as a
smaller window of color (relative to the overall bandwidth).
As time progresses, the window of color is swept across the
total bandwidth. The number of color cycles of the second SSD
dimension is given by

Nc D Mx x
≡ τ ν 2 , (68)
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Figure 78.13
Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 2-D SSD pulsed beam. with an overlay of the instantaneous wavelength ˆ ,λ rT t( )
superimposed onto the intensity profile for the system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2

= 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

Figure 78.14
Spatial cross sections of a 2-D SSD pulsed beam with an overlay of the instantaneous wavelength ˆ ,λ rT t( )  for the system parameters: δM1 = 6.15, νM1

= 3.3 GHz, ∆λM1 = 1.5 Å, Ncy
≅ 1 , δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx

≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles
were used in the spatial and temporal dimensions. The images are for two instants of time: (a) t1 = 0 ps and (b) t2 = 46 ps.

where τ ξD x xx
D= . The brick of light can also be sliced in

another direction, i.e., a spatial cross section at a particular
instant of time that illustrates how the instantaneous colors
move across the beam profile as time changes. Two examples

of the 3-D intensity profile of the beam, as viewed from above,
are illustrated in Fig. 78.14 with an instantaneous wavelength
overlay. The color center is seen to move across the beam. The
number of color cycles in each direction is readily observed.
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A useful diagnostic for 2-D SSD systems is the time-
averaged, far-field intensity structure of the pulsed beam. A
far-field camera operates by propagating the 2-D SSD pulsed
beam through a lens onto its focal plane, where a CCD or
film captures the image in a time-integrated sense. This pro-
cess takes advantage of the Fourier-transforming properties
of lenses. The object is assumed to be one focal length in front
of the lens (otherwise a phase curvature is imposed across
the far field), and the image is in the focal plane of the lens (see
Ref. 16, pp. 86–87). Waasese simulates this data by taking the
time average of the expression

˜ , , .I t n c E t e x yT T
i T Tfar field d dk r k r( ) ≡ ( ) ⋅⌠

⌡
⌠
⌡

−

−∞

∞
1

2 0 0

2

ε (69)

The expression given by Eq. (64) is equivalent to the far field
in real space, at the focal plane of the lens, by making the
transformations k x fx c≡2π λff  and k y fy c≡ 2π λff , where
xff and yff are the real-space, far-field coordinates and f is
the focal length of the lens. A time-averaged plot of Eq. (69)
is illustrated in Fig. 78.15 for the same system parameters of
this section. If the expression Eq. (64) is plotted directly as a
function of time, a movie of the far field can be generated. The
underlying far-field pattern remains constant while the spec-

Figure 78.15
Simulation of the time-averaged far field of a 2-D SSD pulsed beam for the
system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2

= 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx

= 44 mm, and where hyperbolic-tangent profiles were used in the spatial and
temporal dimensions.
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tral peaks change amplitude and can give the appearance of
movement when the number of color cycles is less than 1
(provided there are no other smoothing mechanisms).

Nonideal Effects
In realistic SSD driver lines, a variety of mechanisms

complicate the ideal situation described in the previous sec-
tion. Some mechanisms simply distort the pulsed beam and
others lead to AM. For example, if the preshear and dispersion
grating are misaligned, the dispersion grating will not com-
pletely remove the distortion placed on the beam by the
preshear grating. The result is a slight increase to the rise time
of the pulse as well as a distorted far-field pattern in the rough
shape of a rhombus. If the EO phase modulator has an angular-
dependent modulation depth, the bandwidth imposed by the
modulator will depend on the incident angle of the incident
harmonic plane waves. This effect in combination with a
grating misalignment explains the observed distorted far-field
images (see Fig. 78.16); however, these two effects do not
induce AM.

1. PM-to-AM Conversion Mechanisms
A variety of mechanisms destroy the ideal situation de-

scribed in the previous section by producing AM. In general,
they are referred to as PM-to-AM conversion mechanisms
since any disruption to the spectral components of perfect
phase modulation results in amplitude modulation. These
mechanisms fall basically into two main categories that refer
to the manner in which the spectral components can be altered:
phase and amplitude effects. If the relative phases or the
amplitudes of the spectral components are altered (with the
exception to a linear phase variation), the phasor components
will not add properly, resulting in AM. Waasese is well suited
to analyze all of these effects in the spatiotemporal domain
since it is based on the angular spectrum representation.

PM-to-AM conversion mechanisms further divide into tem-
poral or spatial domain effects. Temporal domain effects
directly control the phase or amplitudes by spectral filtering
through devices such as etalons and amplifiers with nonconstant
bandwidth. The transmissivity of etalons varies as a function of
wavelength, which modulates the spectral amplitudes of a PM
pulse. A similar and stronger effect is produced when a first-
order ghost image co-propagates at a slight angle to the main
beam, which has made one round-trip in a cavity. A streak
camera measurement of this effect along with a simulation is
shown in Fig. 78.17. Spatial domain effects indirectly control
the spectral phase or amplitudes since, as a result of the
gratings, the temporal spectrum has been coupled with the
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Figure 78.16
(a) A measured distorted far-field image of the double-pass 2-D SSD system and (b) a simulation of the time-averaged far field with an angular-dependent
modulation depth and a G3 and G4 misalignment for the system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1 , δM2 = 13.5, and νM2

= 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx = 44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.

Figure 78.17
(a) A measured streak camera image (showing 2.4 ns of time) resulting from a noncollinear co-propagating reflection and (b) a simulation (showing 1 ns of
time) of the interference from a first-order ghost delayed by 50 ps co-propagating at an angle of 40 µrad to the main beam. The simulation is limited to 1 ns
due to practical memory constraints; however, 1 ns is sufficient to illustrate the pattern that repeats at a rate of 1/νM.
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Figure 78.18
Modeled surface roughness on a far-field, high-reflecting dielectric mirror.

spatial spectrum, i.e., the dispersed bandwidth. Therefore,
spatial domain effects play a role only after the dispersion
gratings G2 of the first dimension and G4 of the second
dimension and include propagation and pinhole clipping.
Propagation leads to AM since each color’s phase front propa-
gates in a different direction, which imparts a different amount
of phase to each color. The AM grows unbounded in a nonlin-
ear manner as the propagation distance increases, but image
relaying has the ability to restore PM at an image plane.
Table 78.III contains some simulation results of propagation
out of the image plane for various locations on OMEGA and for
different 2-D SSD configurations. Pinhole clipping leads to
AM since, in the far field, the dispersed bandwidth is splayed
across the focal plane and, if the outermost colors are blocked
by the pinhole, AM results.

Spatial phase variations in the near field of an SSD pulsed
beam do not directly convert to AM, but the far field may be
significantly broadened. If this image is passed through an
image relay with a pinhole filter, spectral clipping can occur,
which leads to AM. On the other hand, nonlinear spatial phase
variations in the far field convert directly to AM in the near
field since the spectral components are distributed in the far
field as shown in Fig. 78.15. For example, surface roughness
of a mirror that is placed in the far field of an image relay cavity
alters the phase front of the reflected beam. Waasese simulates
the surface roughness by spectrally filtering a random-number
generator to match observed surface roughness statistics; an
example is shown in Fig. 78.18. The effect on a 1-D SSD pulsed
beam is shown in the example in Fig. 78.19. As another
example, a curved retro mirror was unknowingly placed in the
far-field retro stage of the second dimension and was sheared

to produce planar phase fronts. When planar mirrors were
substituted for the curved mirror, extremely large AM was
observed. The signature of propagation out of an image plane
was used to identify the AM source as a curved far-field mirror
since propagation also induces a curved phase on the angular
spectrum (see Fig. 78.20). Combinations of devices can also
lead to AM. For example, a Faraday rotator with a wavelength-
sensitive rotation in combination with a cavity ejection wave
plate and a polarizer will result in an effective spectral filter.

Nonideal phase-modulator effects can be included in addi-
tion to applying the ideal PM described in Eq. (43). If the
angular spectrum of the input beam is significantly broad in the
direction of the optic axis, i.e., a 1-D SSD beam entering the
second-dimension modulator, the crystal birefringence must
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Table 78.III: The AM, given as a percentage of peak-to-initial value, that results from propagation out of an image
plane for different locations on OMEGA and for different 2-D SSD configurations.

Component
Location

Beam
Diameter

(cm)

1 THz
Nc = 2,1

2.1, 10.4 Å
8.8, 10.2 GHz

Nc = 1,3.6
1.5, 3.0 Å

3.3, 12 GHz

Nc = 1, 1
LLNL
5.0 Å

17 GHz

Nc = 2, 1
LLNL
5.0 Å

17 GHz

Current
Nc = 1, 1

1.25, 1.75 Å
3.3, 3.0 GHz

Focus lens (3ω) 27.3 13.6 31.3 2.08 8.90 5.83

FCC 27.3 0.731 1.45 0.120 0.482 0.328

F spatial filter 19.5 3.06 6.23 0.496 2.01 1.36

E spatial filter 14.6 3.88 7.98 0.626 2.55 1.72

C relay 8.49 18.9 46.1 2.81 12.3 7.91
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Figure 78.19
(a) Spatiotemporal cross section and (b) lineout of a 1-D SSD pulsed beam incident on a far-field mirror with surface roughness as modeled in Fig. 78.18 that
yielded a peak-to-mean AM of 4.8%.

Figure 78.20
(a) A measured streak camera image (showing 3 ns of time) resulting from a phase curvature caused by an improperly placed retro mirror at the second SSD
dimension double-pass cavity and (b) a simulation of the same effect, resulting in 110% peak-to-mean AM. The simulation is limited to 1 ns due to practical
memory constraints; however, 1 ns is sufficient to illustrate the pattern that repeats at a rate of 1/νM.
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Figure 78.21
(a) Simulation of the propagation of a 1.1-mm beam through the second SSD dimension modulator while including crystal birefringence results in a peak-to-
mean AM of 4%; (b)  simulation of the compensating effect of a 0.56-mm adjustment to the image plane prior to the final grating at the 1.1-mm beam diameter.
The system parameters: δM1 = 6.15, νM1 = 3.3 GHz, ∆λM1 = 1.5 Å, Ncy

≅ 1, δM2 = 13.5, and νM2 = 3.0 GHz, ∆λM2 = 3.0 Å, Ncx
≅ 0 9. , τ = 1 ns, Dy = Dx

= 44 mm, where hyperbolic-tangent profiles were used in the spatial and temporal dimensions, and an effective LiNbO3 crystal length of 36 mm.
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Figure 78.22
Simulation of the nonlinear grating equation effect on a 2-D SSD pulsed beam
using a double-grating set. The distortion is greatest near the edge of the beam
and results in a peak-to-mean AM of about 1%. The lineout is taken at x
= 1.5 cm and y = 0 cm. The system parameters: δM1 = 6.15, νM1 = 3.36 GHz,
∆λM1 = 1.5 Å, Ncy

≅ 1, δM2 = 3.38, νM2 = 12.06 GHz, ∆λM2 = 3.0 Å, and

Ncx
≅ 3 65. .

be taken into account. This effect is exhibited by a quadratic
phase distortion in the spatial frequency domain (in the direc-
tion corresponding to the optic axis) that results from the index
ellipsoid of uniaxial crystals (see Ref. 17, pp. 86–90). Each
harmonic plane wave produced by the first SSD dimension will
experience a different phase delay as it propagates through the
second modulator, which results in AM in the first dimension.
Before the second dimension has been dispersed by G4, an
adjustment of the image plane will correct for this AM source
because propagation induces a compensating phase curvature
on the angular spectrum (see Fig. 78.21). This is permissible
because the spread of the angular spectrum in the second
dimension is not significant before it has passed through the
dispersion grating.

One other source of PM to AM is the nonlinear mapping of
the grating. In the ideal case, Eq. (34) is used to describe this
mapping. If the more complete nonlinear mapping is used
[Eq. (17)], large enough bandwidths and color cycles will lead
to a distorted mapping onto the spatial spectrum and subse-
quently will introduce AM. Waasese simulates this effect and
shows that the distortion is greatest near the edge of the beam
as seen in Fig. 78.22.
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Conclusion
Waasese provides a flexible modeling tool for simulating

the generation and propagation of 2-D SSD pulsed laser
beams. Waasese simulates ideal and nonideal behavior of the
many optical components that comprise the SSD driver line
including their relative positions. Waasese predicts measur-
able signatures that function as diagnostic tools since they are
associated with particular optical components. The signature/
component relationships act together with experimental mea-
surements to help locate and eliminate a troublesome compo-
nent. Minimizing any AM in the driver line will ensure the
safety level and lifetime of OMEGA optics by circumventing
the effects of small-scale self-focusing. Waasese proves to be
an indispensable modeling tool for the OMEGA laser, and its
inherent flexibility will provide a means to enhance its capa-
bilities to model other laser propagation issues such as nonlin-
ear propagation, on-target uniformity, amplifier gain, scattering
losses, and pinhole clipping.
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Direct-drive inertial confinement laser fusion is accomplished
by uniformly illuminating spherical fuel-bearing targets with
high-power laser beams, ablatively driving implosions that
result in large increases in density and temperature. Current
large laser systems such as the University of Rochester’s
OMEGA laser, which is capable of both direct- and indirect-
drive implosion experiments,1,2 and the Lawrence Livermore
National Laboratory’s Nova laser,3,4 which is designed pri-
marily for indirect-drive implosions, are smaller in size and
total output energy than what is believed necessary to obtain
ignition and gain. Attaining conditions for ignition to occur
(densities of ~200 g/cm3 and temperatures of ~3 to 4 keV)
awaits the completion of the National Ignition Facility5 (NIF)
and other megajoule-class drivers currently being planned. In
addition to the high temperatures and densities, ignition re-
quires fuel areal densities (density–radius product) �0.3 g/cm2

to stop the 3.5-MeV alpha particles in order to obtain thermo-
nuclear burn propagation.6,7 To reach these conditions in
direct-drive implosions requires controlling the growth of the
Rayleigh–Taylor (RT) instability, which is seeded by
nonuniformities in the laser illumination. The RT instability
can lead to shell breakup and mixing of shell material into the
gas-fill or central voided region in the case of evacuated
targets. We are currently studying the attainment of near-
ignition-scale areal densities on OMEGA and the effects of
beam smoothing and pulse shaping thereon, by using surrogate
cryogenic targets where the shell acts as the fuel layer. These
will be followed by actual cryogenic (DD or DT) targets, when
the cryogenic target–handling facility is completed.

Previously reported direct-drive OMEGA experiments
have demonstrated the ability to achieve high relative tempera-
tures8 (kTe ~3 to 4 keV, kTi ~14 keV) attaining DT neutron
yields of >1014. Additionally, the acceleration- and decelera-
tion-phase target stability has been studied in spherical implo-
sions using thin polymer layers containing various high-Z
elements, such as Ti, Cl, and Si, with D2 fills containing a small
Ar component.9

Hollow-Shell Implosion Studies on the 60-Beam,
UV OMEGA Laser System

In the present experiments, we have studied the stagnation
phase (maximum density and temperature conditions) of the
implosions designed to attain high areal densities (�0.1 g/cm3)
using both x-ray and neutron spectroscopic techniques. The
targets consist of both deuterated and undeuterated polymer
shells with either zero-pressure (evacuated) or low-pressure
(3-atm) D2 or D3He fills. The zero-pressure- or low-pressure-
fill targets are “surrogates” for cryogenic targets since in actual
cryogenic targets the gas pressure will be at or below the triple-
point vapor pressure of D2 or DT gas (0.2 atm at 20 K).10 An
equivalent particle density is obtained for a pressure of 3 atm
at room temperature (300 K). The hydrodynamics of the
central gas-filled region of a 3-atm-filled target will therefore
be the same as an actual cryogenic target at the triple point.
Conversely, the shell of the surrogate cryogenic target is not
expected to evolve the same but will have a different in-flight
aspect ratio (mean radius/thickness) and convergence ratio
(initial radius/final radius). Also, the RT growth in a CH shell
will be larger than for a DT shell because the reduced ablation
velocity leads to a lesser ablative stabilization. Nevertheless,
high areal densities (�0.1 g/cm2), high convergence ratios
(>20), and moderately high central temperatures (�2 keV) can
be studied with a surrogate cryogenic target. The measure-
ments described in this work have revealed significant infor-
mation about the implosion of surrogate cryogenic targets and
the effects of beam smoothing and pulse shaping thereon.

Experiments
The targets used for these experiments were manufactured

by General Atomics.11 Hollow spherical shells were produced
by coating layers of deuterated plastic (CD) and then
undeuterated plastic (CH) over a depolymerizable spherical
mandrel. The coatings were accomplished by the method of
glow discharge plasma (GDP) polymerization. The CD-layer
thicknesses ranged from 5 to 10 µm, while the CH-layer
thicknesses ranged from 10 to 30 µm. Layer thicknesses were
measured to an accuracy of 0.5 µm, and the target diameter was
measured to an accuracy of 1 µm. In each case the targets were
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held in place in the target chamber using low-mass stalks
consisting of a short length of spider silk (~100 µm) that had
been previously overcoated with parylene to add mechanical
stability. The spider silks were glued to boron fibers ~20 µm in
diameter, and the parylene-overcoated stalk end was attached
to the target with UV-curable epoxy. The UV epoxy glue spots
were the largest single mass perturbation introduced by the
stalks; these spots ranged from 10 to 30 µm in diameter. Targets
were either prepared and kept evacuated (<10−3 Torr) or filled
with 3 atm of D2, H2, or an equal molar mixture of D3He gases.

Three laser-irradiation conditions were used for these ex-
periments: (1) Coherent beam illumination (no beam smooth-
ing) was used with the beams focused so as to nearly tangentially
illuminate the target at the beam edge. (2) Each beam was
modified using a distributed phase plate (DPP)12 at best focus
(diffraction minimum spot ~0.95 mm). (3) Beams with DPP’s
were smoothed using SSD13 along two axes (2-D SSD)12

with frequencies of 3.5 and 3.0 GHz and bandwidths of 1.7 and
1.2 Å (0.25-THz bandwidth). The estimated illumination uni-
formity for 60 overlapping OMEGA beams (σrms for l-modes
1 to 500) was ~15% for the coherent beam illumination, ~20%
for DPP-only illumination, and ~2.5% for the DPP+SSD
illumination. All values quoted are calculated from the ideal-
ized effect on the beam distribution and averaged over the
length of the pulse. While the distributed phase plates produce
a smooth envelope to the beam, they also introduce small-scale
laser speckle, hence the larger value of σrms for the DPP-only
illumination. Although the value of σrms for the DPP+SSD
illumination is lower than the other cases, two additional
effects not accounted for by this time-averaged quantity must
be considered: (1) Beam balance at current levels (~7% rms
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Figure 78.23
The three pulse shapes used in these experiments: (a) the 1-ns square pulse, (b) PS26, a 1:6 ratio foot-to-main pulse shape, and (c) α = 3, a 1:40 ratio pulse shape.

beam-to-beam energy variation) would produce an on-target
illumination nonuniformity of ~2.5% rms even with perfectly
smooth beams, with most of that contribution in modes 1
through 5. (2) The smoothing time of the present level of SSD
may not be fast enough to avoid imprinting laser-beam speckle
onto the target.

The three pulse shapes used in these experiments (Fig. 78.23)
were the 1-ns square pulse shape, the 1:6 ratio foot-to-main-
pulse shape (also known as PS26), and the 1:40 ratio pulse
shape known as α = 3. Examples of the actual pulse shapes are
shown along with the design shape. Good pulse-shape repeat-
ability was obtained. The purpose of varying the pulse shape in
these experiments is to investigate target performance versus
pulse shape. Ideally a gradually rising intensity, if properly
designed, will produce a final target compression greater than
a sharply rising pulse. Figures 78.24(a) and 78.24(b) show the
calculated primary neutron yield (D-D) and the fuel and shell
areal densities as a function of time for the three different pulse
shapes. All simulations (accomplished with the hydrodynam-
ics code LILAC as described in the next section) are for an
assumed total energy on target of 25 kJ, and in each case the
target was a 0.95-mm-diam, 20-µm-thick CH shell filled with
3 atm of D3He. For these conditions it is clear that the highest
yield and compression are obtained for the highest-contrast
pulse shape. This trend also holds for the evacuated targets.

The two instruments used to obtain x-ray spectra of the
implosion cores were a Kirkpatrick-Baez–type (KB) micro-
scope outfitted with a diffraction grating14 and a crystal spec-
trometer outfitted with an imaging slit.15 The KB microscope
has Ir-coated mirrors and a sensitive energy band from ~2 to
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Figure 78.24
Simulations of the (a) D-D neutron-generation rate and (b) the fuel and shell
areal densities as functions of time for the three pulse shapes. The targets were
all assumed to be 20-µm-thick CH shells, filled with 3 atm of D3He, imploded
by a total energy of 25 kJ.

Figure 78.25
Grating-dispersed KB microscope image of OMEGA shot 9130 (see
Table 78.IV): (a) the zeroth-order image with ±first-order diffracted images
of the core (indicated), and (b) the core spectrum after correction for instru-
ment response, along with 1-D (LILAC) simulations of the same.

8 keV. The absolute response of the microscope was deter-
mined both in the laboratory and in situ. Figure 78.25(a) shows
a typical grating-dispersed image of an imploded hollow-shell
target. The bright central peak is the overexposed image of the
core (zeroth-order image), while the indicated lines are dif-
fracted images of the core (±first-order images). The spectrum
of the core emission, after correction for instrument response,
is shown in Fig. 78.25(b) along with a model fit to the spectrum
(thermal bremsstrahlung with absorption). (The details of this
analysis will be described in the next section.) The crystal
spectrometer consisted of an imaging slit in front of a diffrac-
tion crystal viewing the target. Diffracted x rays were recorded
with DEF film as were the spectrally dispersed images from the

KB microscope. The emission from the implosion core was
separated from the total flux by the narrow size of the imaging
slit (~100 µm). The spectrometer was set to view a region of the
spectrum from ~4 to 6 keV containing continuum emission
from the targets. This was compared to the KB microscope–
derived spectra on certain shots. A limited number of shots
were taken with targets containing a Ti-doped layer, and in
such cases the observed jump in the spectrum at the Ti K edge
was used to infer the shell areal density.15

Primary neutron yield (D-D neutrons) was measured with
an array of cross-calibrated scintillator detectors. Secondary
neutron yield was measured with an 824 detector array of
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scintillators, each of which records the neutron arrival time to
an accuracy of ~0.5 ns, which translates into an accuracy in
energy of ~0.5 MeV. This instrument, called MEDUSA
(Multi-Element Detector Using a Scintillator Array),16 allows
for the determination of the much smaller secondary neutron
yield (D-T neutrons) due to their earlier arrival time at the
detector. Figure 78.26 shows an example spectrum from
MEDUSA on a 20-µm-thick CD/CH shell imploded with a
1-ns square pulse and coherent beam illumination. The second-
ary neutron yield is clearly seen, appearing as the broad peak
between 12 and 17 MeV. The integral of this peak is propor-
tional to the secondary yield.
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Figure 78.26
Example of the neutron spectrum emitted by a CD target as determined by
MEDUSA. The neutrons with energies from 12 to 17 MeV are from DT fusion
reactions generated by primary-fusion-product (secondary) tritons fusing
with primary deuterons.

Results
Several combinations of shell thicknesses (CD/CH and CH

only), fill gases, and pulse shapes were investigated. We
present here a representative set from which x-ray and neutron
spectral information was obtained. Table 78.IV is a sample of
the target shot conditions and experimentally measured values.
The conditions for each shot, illumination type, energy, D-D
yield, D-T yield (where measured), kTe, and ρR, along with
LILAC predictions of these quantities, are grouped by type of
pulse shape. The implosions were simulated with the one-
dimensional hydrocode LILAC, which uses tabulated equation
of state (SESAME),17 flux-limited electron transport, and
multi-group radiation transport using local thermodynamic
equilibrium (LTE) opacities,18 and inverse-bremsstrahlung-
absorption energy deposition through a ray-tracing algorithm
in the underdense plasma. A flux limiter of f = 0.06 with a

sharp cutoff was used. The primary fusion reaction products
were transported using a multi-angle straight-line method,
which also includes the production of neutrons from the
secondary D-T reactions. The detailed space-resolved x-ray
spectra generated for comparison with the observations were
calculated with a postprocessor.

As shown in previous works,14,19 the x-ray spectrum emit-
ted by an undoped polymer shell can, to a good approximation,
be represented by

I I e ex
E kT E R= − − ( )

hot hot shell
µ ρ , (1)

where Ihot is the intensity of the thermal bremsstrahlung
emission from the core region, which has a characteristic
temperature kThot. Absorption will occur in the shell as x rays
exit the core through the surrounding colder shell whose
optical depth τ µ ρ= ( )E R , where µ(E) is the energy-depen-
dent mass absorption coefficient and ρR is the areal density
(the brackets indicate an average over the shell). To a good
approximation µ is given by

µ ρ= × ( ) ( )1 9 10
13
3

2. , ,
E

g kT cm g (2)

where E is in keV and g ≤ 1. Using this approximation, a lower
limit on ρRshell can be determined by fitting the observed
spectrum to IX with the optical depth given by

τ ρ= ×1 9 103
3. ,

R

E
cold (3)

where ρRcold is the areal density of the cold shell material and,
therefore, a lower limit on the total ρRshell. Both ρRcold and
the average electron temperature kTe are determined by fitting
Eq. (1) to the observed spectrum.

The combined measurements of the primary neutron yield
from the D-D reaction and the secondary neutron yield from
the D-T reaction allow us to estimate the areal density of the
deuterium-bearing shell material ρRCD using the following:

ρR
Y

YCD
DT

DD
g cm≥ ×









 ( )−4 3 10 2 2.   , (4)

where we have used the results of Azechi, Cable, and Stapf20

scaled to CD (which has a 6:1 ratio of carbon to deuterium



HOLLOW-SHELL IMPLOSION STUDIES ON THE 60-BEAM, UV OMEGA LASER SYSTEM

86 LLE Review, Volume 78

mass) and we have taken the maximum calculated ratio as a
function of temperature as the limit given above. Since the
range of the primary 1-MeV tritons may be smaller than the
total areal density of the CD layer ρRCD and since ρRCD is
less than the total ρRshell, this value again places a lower limit
on ρRshell.

Figure 78.27 shows the measurements of kTe and LILAC
predictions of these values for the voided targets imploded by
1-ns square pulses. (The values obtained from simulations are
averaged over the stagnation, as is the case for all comparisons
to measurements that follow. The simulated x-ray measure-
ments are weighted by emitted x-ray intensity, whereas the
simulated neutron measurements are values averaged over
the time of neutron emission.) The measured values of kTe
show little discernible difference for the three illumination
conditions. (Note that slightly less energy was used to implode
the targets with DPP+SSD illumination.) The thinnest-shell

targets have measured kTe values that are slightly lower than
the predicted values.

Figure 78.28 shows the measured values of ρRcold from the
x-ray spectra for 1-ns-square-pulse illumination. Here we have
included both the voided CD/CH shells and the 3-atm-filled
CH shells. The higher measured values of ρRcold for the
thicker-shell targets are evident, following the trend of the
simulations, which is expected since the implosion cores of
thicker targets reach a lower temperature. (Therefore the shell
material is less stripped and can more heavily absorb the
continuum emission from the core.) The significantly lower
values of ρRcold for the DPP-only cases are also noticeable.
This difference is largest for the 3-atm-filled CH targets
pointing to the gas–shell interface as a source of disruption to
the symmetry of the implosion. The differences between
DPP+SSD and DPP-only illumination for gas-filled targets
are further apparent when one compares their spectra

Table 78.IV:  Measured and simulated values for a representative sample of voided CD/CH target experiments. The numbered columns contain
the following: (1) pulse type, (2) beam-smoothing condition, (3) shell thickness, (4) energy on target, (5) the measured D-D neutron yield
[Yn (D-D)], (6) error of measurement of Y n (D-D), (7) the measured D-T neutron yield [Yn (D-T)], (8) error of measured Yn (D-T), (9) the CD layer
areal density ρRCD determined from Eq. (4), (10) error of ρRCD value, (11) LILAC -predicted value of Yn  (D-D), (12) YOC (D-D), the ratio of the
measured-to-predicted values of Y n (D-D), (13) LILAC -predicted value of Yn  (D-T), (14) LILAC-predicted value of ρRCD, (15) LILAC-predicted  

1 2 3 4 5 6 7 8 9 10 11 12

Shot Pulse
Type

Illumination
Condition

CD+CH
(µm)

Energy
(kJ)

Yn(D-D) Yn(D-D)
error

Yn(D-T) Yn(D-T)
error

ρR MED
(mg/cm2)

ρR MED
error

(mg/cm2)

Yn(D-D)
1-D

YOC
(D-D)

7817 1-ns sq Coherent 31.8 26.2 2.3(8) 6.7(6) 4.9(8) 0.47

9130 1-ns sq Coherent 39.4 28.4 7.4(7) 2.5(6) 1.1(8) 0.66

9266 1-ns sq Coherent 25.6 29.2 5.4(8) 7.0(6) 6.1 (9) 0.09

9267 1-ns sq Coherent 34.4 30.2 1.6(8) 3.7(6) 5.2(8) 0.31

14010 1-ns sq DPP’s only 21.2 28.0 1.4(9) 3.2(7) 4.1(6) 2.6(5) 69.0 4.8 1.7(10) 0.08

14012 1-ns sq DPP’s only 31.0 27.2 2.5(8) 1.4(7) 5.0(5) 8.6(4) 45.4 8.3 5.9(8) 0.43

11561 1-ns sq DPP’s + SSD 19.9 27.3 2.6(9) 2.0(8) 7.3(6) 3.7(5) 64.9 6.1 1.8(10) 0.15

11562 1-ns sq DPP’s + SSD 30.9 28.3 2.5(8) 6.4(7) 4.6(5) 8.3(4) 42.2 13.2 5.7(8) 0.44

11576 1-ns sq DPP’s + SSD 38.9 27.7 1.4(8) 1.6(6) 1.8(5) 5.1(4) 30.1 8.7 6.7(7) 2.03

12538 1-ns sq DPP’s + SSD 21.1 24.0 1.4(9) 5.5(7) 6.0(6) 3.3(5) 102.3 7.0 5.9(9) 0.23

12548 α = 3 DPP’s + SSD 21.1 20.6 1.7(8) 2.6(6) 7.2(4) 3.2(4) 9.7 4.4 8.6(9) 0.02

12549 α = 3 DPP’s + SSD 26.9 21.2 1.1(8) 2.0(6) 5.7(4) 2.9(4) 12.5 6.3 1.3(9) 0.08

12551 α = 3 DPP’s + SSD 30.8 21.0 4.4(7) 1.3(6) 2.8(4) 2.0(4) 15.0 10.6 3.8(8) 0.12

12562 PS26 DPP’s + SSD 21.3 19.6 7.8(7) 1.3(7) 1.1(5) 4.1(4) 34.4 13.5 1.0(10) 0.01

12563 PS26 DPP’s + SSD 26.9 19.8 6.5(7) 1.2(7) 1.4(5) 4.5(4) 50.9 18.6 3.0(9) 0.02

12567 PS26 DPP’s + SSD 30.7 20.0 7.8(7) 1.3(7) 2.9(5) 6.4(4) 85.6 24.0 1.7(9) 0.05
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Figure 78.27
The measured and simulated values of kTe versus shell thickness for the
voided CD/CH shells for all pulse shapes.

value of ρRshell averaged over the time of neutron production, (16) LILAC -predicted value of the ion temperature (kTi) averaged over the time
of neutron production, (17) the x-ray-spectrum determined electron temperature (kTe ), (18) error of (kTe ), (19) the LILAC-predicted value of
the kTe , as would be determined from the x-ray spectrum, (20) the x-ray spectrum determined cold shell density (ρRcold), (21) error of ρRcold,
(22) the LILAC -predicted value of ρRcold, (23) the inferred shell areal density (ρRshell), and (24) error of experimentally determined value of
ρRshell. [*Numbers in ( ) indicate the power of 10; i.e., 2.3(8) = 2.3 × 108].

13 14 15 16 17 18 19 20 21 22 23 24

Yn(DT)
1-D

ρR MED
1-D

(mg/cm2)

<ρR >n
1-D

(mg/cm2)

<kTi> n
1-D

(keV)

kT e  (KB)
(keV)

kTe
error
(keV)

kTe
1-D

(keV)

ρR cold
(KB)

(mg/cm2)

ρR cold
error

(mg/cm2)

ρR cold
1-D

(mg/cm2)

ρR shell
(KB)

(mg/cm2)

ρR shell
error

(mg/cm2)

1.3(6) 199 0.67 0.64 0.05 0.78 31 6 67 93 18

2.3(5) 170 0.58 0.68 0.05 0.65 61 7 74 140 16

2.6(7) 268 1.03 0.76 0.05 1.03 26 5 76 92 18

1.3(7) 196 0.68 0.71 0.05 0.72 38 6 74 100 16

9.0(7) 127.3 320 1.19 1.02 0.03 1.19 8 1 89 29 4

1.5(6) 58.6 196 0.68 0.94 0.03 0.73 22 1 69 63 3

9.7(7) 128.6 312 1.22 1.04 0.03 1.30 13 1 58 71 5

1.4(6) 59.1 201 0.68 0.74 0.04 0.73 27 3 70 78 9

1.3(5) 43.5 165 0.54 0.62 0.03 0.60 52 7 76 113 15

2.4(7) 96.2 329 1.02 1.03 0.05 1.16 16 3 38 139 22

4.3(7) 117.4 323 1.11 0.81 0.07 1.19 0 3 111 0

4.0(6) 72.9 254 0.75 0.72 0.04 0.85 16 2 91 45 6

9.3(5) 56.9 224 0.61 0.72 0.05 0.66 22 3 92 54 7

5.4(7) 123.1 346 1.25 1.30 150

1.2(7) 95.1 338 0.88 0.86 0.09 0.89 29 4 179 54 7

6.6(6) 88.2 368 0.80 0.94 0.03 0.85 42 2 209 74 4
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Figure 78.28
The measured values of ρRcold for the voided
CD/CH and 3-atm-filled CH targets from shots
with 1-ns-square-pulse illumination. Cases of
all three laser-beam conditions are shown:
unsmoothed beams, DPP only, and DPP+SSD
smoothed beams. The values of ρRcold ex-
pected from LILAC simulations are also shown.

[shown for two different shell thicknesses, 20 and 25 µm, in
Figs. 78.29(a) and 78.29(b)]. The low-energy portions of the
spectra exhibit a marked difference indicative of lower com-
pression for the DPP-only cases, despite the fact that the high-
energy portions of the spectra are nearly identical. This indicates
that conditions in the highest-temperature regions of the im-
plosion (i.e., the gas-filled cores and inner edge of the shell)
were unaffected by the different conditions obtained in the
shell. Additionally, differences between the three pulse shapes
are seen in the measured values of ρRcold (Fig. 78.30). The
shaped-pulse implosions have lower measured shell areal
densities than with a square pulse (see Fig. 78.28), with the
highest-contrast-pulse-shape implosions (α = 3) having the
lowest values. All DPP-only cases are lower than the compari-
son DPP+SSD cases.

Figure 78.29
The measured and predicted core x-ray spectra from two DPP-only/DPP+SSD pairs of CH targets filled with 3 atm of D3He and imploded with 1-ns square
pulses: (a) a 20-µm-thick pair and (b) a 25-µm-thick pair. Note the agreement between KB-microscope- and crystal-spectrometer-determined spectra in (a).

The measured primary (D-D) neutron yields of the voided
CD/CH targets for all pulse shapes are shown in Fig. 78.31(a).
The ratios of the measured primary yield to the LILAC-
calculated yield (normalized yield) are shown in Fig. 78.31(b).
The primary yields obtained from implosions with 1-ns-square-
pulse illumination follow a fairly well-defined trend with the
highest yields obtained for the thinnest shells (highest calcu-
lated central temperatures and areal densities). Little differ-
ence is seen for the three uniformity conditions, indicative
of the insensitivity of the shell/void interface to the illumina-
tion conditions employed. Lower absolute yields were ob-
tained for the shaped-pulse implosions [Fig. 78.31(a)]; although,
due to current OMEGA laser operation conditions, the maxi-
mum on-target energy is less for the shaped pulses (~21 kJ).
Nevertheless, lower normalized yields were obtained for the
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Figure 78.30
The measured values of ρRcold for 3-atm-filled CH targets from shots with
(a) 1-ns square, (b) PS26, and (c) α = 3 pulse illumination.

shaped pulses [Fig. 78.31(b)] with the lowest yield for the
PS26 pulse shape.

Figures 78.32(a) and 78.32(b) show the measured primary
and secondary neutron yields along with the LILAC-simulated
yields for the voided CD/CH shells imploded with the 1-ns-
pulse shape. Again the trend is to lower yields for thicker
shells, with the measured yields for thicker shells closer to the
simulated yields, indicating less disruption during implosion
for the thicker shells. As discussed previously, a lower limit on
ρRshell is determined from the simultaneous measurements of
primary (D-D) and secondary (D-T) neutron yield. Fig-

Figure 78.31
Measurements of the primary (D-D) neutron yield from voided CD/CH
shells for all three pulse shapes versus shell thickness: (a) the absolute
measured yield and (b) the normalized yield (measured/calculated).

ure 78.33 shows the values so obtained for the voided CD/CH
shells along with LILAC predictions of the measurements. The
thinner targets have both higher measured and predicted
ρRshell values, opposite to the trend seen in the x-ray measure-
ments, because of the larger range of tritons in the higher-
temperature conditions, expected and obtained, for the thinner
shells. Quite striking is the trend to lower ρRshell for the thinner
shells imploded with shaped pulses, which is lowest for the
highest-contrast pulse shape (α = 3). This again is indicative of
shell disruption for the shaped-pulse implosions (resulting in
lower apparent compression at the time of this measurement).
The trend is similar to that seen for ρRshell measurements
obtained from the x-ray spectra (Fig. 78.29). The observed
compression is less for the shaped-pulse implosions from both
sets of measurements.

The combined measurements of ρRshell from both the
x-ray spectra and the primary-to-secondary-yield ratio for the
voided targets are shown in Fig. 78.34. The dotted line and
arrows indicate the lower limit on ρRshell obtained from the
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combined measurements. The estimates of ρRshell obtained
from Ti-doped shells as reported by Yaakobi and Marshall15

are also shown (these values are lower limits as well).  Both sets
taken together indicate that ρRshell in excess of ~60 mg/cm2

has been obtained in every case. Assuming that the ionization
state of the target is properly predicted by the hydrocode
simulations, an estimate of the full ρRshell can be determined
by correcting the x-ray measurements of ρRcold by the pre-
dicted ionization fraction. Values so determined are shown in
Fig. 78.35. The estimated x-ray–averaged ρRshell ranges from
~60 to 130 mg/cm2.

Conclusions
In conclusion, we have performed experiments on hollow-

shell (CD/CH and CH only), evacuated or low-pressure-filled
(3-atm) targets with the OMEGA laser system demonstrating
compression of the shell material (surrogate-cryogenic fuel) to
areal densities of ~60 to 130 mg/cm2. The survey of various
implosion conditions (unsmoothed to smoothed beams; high-
intensity, short-pulse shapes to ramped-intensity, longer-pulse
shapes) has yielded information about the target performance
as a function of illumination (laser drive) relevant to cryo-
genic-target experiments to follow. Specifically for a 1-ns
square pulse and evacuated targets, the primary neutron yield
from the core is not greatly affected by the differences in
illumination uniformity at current levels; however, both the
illumination uniformity and the initial shell thickness affect the
final shell areal density. The thicker-shell targets compress to

Figure 78.32
Measurements of (a) primary (D-D) and (b) secondary (D-T) neutron yield
from voided CD/CH shells imploded with 1-ns square pulses from the three
beam-uniformity cases versus shell thickness. LILAC predictions of the
measurements are also shown.

Figure 78.33
The measured lower limits on ρRshell of the voided CD/CH shells from
MEDUSA measurements versus shell thickness for the various cases of pulse
shape and beam uniformity. The values expected from LILAC simulations
are shown for comparison.
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shown to give consistent lower limits.
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Figure 78.35
Estimates of ρRshell for the voided CD/CH shells imploded by 1-ns square
pulses determined from the lower limits (ρRcold) given in Fig. 78.28. The
values are determined assuming the ionization fraction predicted by LILAC.

areal densities as high as the thinner shells (at least as inferred
by currently available techniques) despite the lower specific
energy applied to the target, which implies that they are less
affected by instabilities. All targets perform more poorly
(lower yield, less compression) when imploded by the longer,
shaped pulses because they have higher levels of laser imprint
and lower ablative stabilization, which leads to large growth
rates; thus, shaped-pulse implosions place more stringent
requirements on power balance and initial target and illumina-
tion uniformity. For all pulse shapes, the gas-filled targets have
the most significant increase in measured shell areal density
when SSD is turned on (compared to DPP’s only). This
demonstrates the benefit of SSD in reducing the added insta-
bilities that occur at the gas–shell interface. It is expected that
as more-uniform illumination conditions are obtained, the
thinner targets will outperform the thicker targets. This would
be evidenced in higher neutron yields and higher areal densi-
ties as measured by x-ray and neutron spectral diagnostics.

ACKNOWLEDGMENT
The authors acknowledge the support of the staff at the Laboratory for

Laser Energetics of the University of Rochester without whose many years of
diligent work the OMEGA laser system would not exist. This work was
supported by the U.S. Department of Energy Office of Inertial Confinement
Fusion under Cooperative Agreement No. DE-FC03-92SF19460, the Uni-
versity of Rochester, and New York State Energy Research and Development
Authority. The support of DOE does not constitute an endorsement by DOE
of the views expressed in this article.

REFERENCES

1. T. R. Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer,
J. H. Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring,
F. J. Marshall, R. L. McCrory, S. F. B. Morse, W. Seka, J. M. Soures,
and C. P. Verdon, Opt. Commun. 133, 495 (1997).

2. T. J. Murphy, J. M. Wallace, N. D. Delamater, C. W. Barnes, P. Gobby,
A. A. Hauer, E. Lindman, G. Magelssen, J. B. Moore, J. A. Oertel,
R. Watt, O. L. Landen, P. Amendt, M. Cable, C. Decker, B. A. Hammel,
J. A. Koch, L. J. Suter, R. E. Turner, R. J. Wallace, F. J. Marshall,
D. Bradley, R. S. Craxton, R. Keck, J. P. Knauer, R. Kremens, and J. D.
Schnittman, Phys. Rev. Lett. 81, 108 (1998).

3. J. D. Kilkenny, in Current Trends in International Fusion Research,
edited by E. Panarella (Plenum Press, New York, 1997), pp. 295–296.

4. M. D. Rosen, Phys. Plasmas 3, 1803 (1996).

5. J. T. Hunt et al., Lawrence Livermore National Laboratory, Livermore,
CA, UCRL-JC-117399 (1994).

6. J. Nuckolls et al., Nature 239, 139 (1972).

7. R. E. Kidder, Nucl. Fusion 19, 223 (1979).

8. J. M. Soures, R. L. McCrory, C. P. Verdon, A. Babushkin, R. E. Bahr,
T. R. Boehly, R. Boni, D. K. Bradley, D. L. Brown, R. S. Craxton, J. A.
Delettrez, W. R. Donaldson, R. Epstein, P. A. Jaanimagi, S. D. Jacobs,
K. Kearney, R. L. Keck, J. H. Kelly, T. J. Kessler, R. L. Kremens, J. P.
Knauer, S. A. Kumpan, S. A. Letzring, D. J. Lonobile, S. J. Loucks,
L. D. Lund, F. J. Marshall, P. W. McKenty, D. D. Meyerhofer, S. F. B.
Morse, A. Okishev, S. Papernov, G. Pien, W. Seka, R. Short, M. J.
Shoup III, M. Skeldon, S. Skupsky, A. W. Schmid, D. J. Smith,
S. Swales, M. Wittman, and B. Yaakobi, Phys. Plasmas 3, 2108 (1996).

9. D. K. Bradley, J. A. Delettrez, R. Epstein, R. P. J. Town, C. P. Verdon,
B. Yaakobi, S. Regan, F. J. Marshall, T. R. Boehly, J. P. Knauer, D. D.
Meyerhofer, V. A. Smalyuk, W. Seka, D. A. Haynes, Jr., M. Gunderson,
G. Junkel, C. F. Hooper, Jr., P. M. Bell, T. J. Ognibene, and R. A. Lerche,
Phys. Plasmas 5, 1870 (1998).

10. P. C. Souers, Hydrogen Properties for Fusion Energy (University of
California Press, Berkeley, 1986).

11. The Department of Energy’s designated target supplier for the U.S.
ICF Program is General Atomics, Inc., San Diego, CA  92121-1194.

12. T. J. Kessler, Y. Lin, L. S. Iwan, W. P. Castle, C. Kellogg, J. Barone,
E. Kowaluk, A. W. Schmid, K. L. Marshall, D. J. Smith, A. L. Rigatti,
J. Warner, and A. R. Staley, in Solid State Lasers for Application to
Inertial Confinement Fusion, edited by M. L. André (SPIE, Bellingham,
WA, 1997), Vol. 3047, pp. 272–281.

13. S. Skupsky, R. W. Short, T. Kessler, R. S. Craxton, S. Letzring, and
J. M. Soures, J. Appl. Phys. 66, 3456 (1989).

14. F. J. Marshall, J. A. Delettrez, R. Epstein, and B. Yaakobi, Phys. Rev.
E 49, 4381 (1994).

15. B. Yaakobi, R. Epstein, and F. J. Marshall, Phys. Rev. A 44, 8429
(1991).

E9754

10

100

1000

15 20 25 30 35 40

Shell thickness ( m)µ

In
fe

rr
ed

 
R

sh
el

l (
m

g/
cm

2 )
ρ

LILAC
X-ray microscope



HOLLOW-SHELL IMPLOSION STUDIES ON THE 60-BEAM, UV OMEGA LASER SYSTEM

92 LLE Review, Volume 78

16. J. P. Knauer, R. L. Kremens, M. A. Russotto, and S. Tudman, Rev. Sci.
Instrum. 66, 926 (1995).

17. B. I. Bennett et al., Los Alamos National Laboratory Report LA-7130
(1978).

18. W. F. Huebner et al., Los Alamos National Laboratory Report LA-
6760-M (1977).

19. B. Yaakobi and F. J. Marshall, J. Quant. Spectrosc. Radiat. Transfer
61, 465 (1999).

20. H. Azechi, M. D. Cable, and R. O. Stapf, Laser Part. Beams 9, 119
(1991).



SIMULTANEOUS MEASUREMENTS OF FUEL AREAL DENSITY, SHELL AREAL DENSITY, AND FUEL TEMPERATURE

LLE Review, Volume 78 93

Measurements of the charged-particle products of the fusion
reactions from an imploding inertial fusion capsule can pro-
vide a direct means of characterizing key aspects of the
implosion dynamics. Parameters such as the fusion yield, fuel
ion temperature, capsule convergence, fuel and shell areal
densities, and implosion asymmetry can be inferred by these
measurements and can complement and augment similar mea-
surements made using fusion neutrons or x-ray techniques. In
addition, such measurements provide unique information on
charging up the target and on charged-particle acceleration. In
collaboration with MIT and LLNL, LLE has developed two
charged-particle magnetic spectrometers that have been imple-
mented on OMEGA.

An initial application of these spectrometers to characterize
the compressed capsule parameters involved the compression
of capsules containing a mixture of deuterium (D2) and he-
lium-three (3He). The fusion reactions arising from such a fuel
include three primary and four secondary reactions:
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The richness of particles and energies produced by the
fusion of D3He provides the opportunity for simultaneous
measurement of several key capsule parameters. First, by
measuring the ratio of D-D protons (or neutrons) to D3He
protons, the temperature of the fuel ions at burn time can be

Simultaneous Measurements of Fuel Areal Density, Shell Areal
Density, and Fuel Temperature in D3He-Filled Imploding Capsules

inferred. Figure 78.36(a) plots the ratio of the D-D to D-3He
reaction rate as a function of ion temperature. Second, the
spectrum of the emergent fusion-produced protons will be
affected by energy loss upon escape from the capsule. The
3-MeV D-D protons, for example, have a range of approxi-
mately 40 mg/cm2, whereas the 14.7-MeV D-3He protons
have a range greater than 300 mg/cm2 [see Fig. 78.36(b)].
Measurements of the slowing down of the charged particles
therefore indicate the capsule’s total areal density at burn time.
In addition, the yield of neutron secondaries from the D-D
reaction provides an independent measure of the fuel areal
density. Thus, it is possible, in principle, to obtain simulta-
neous characterization of yield, fuel temperature, shell areal
density, and fuel areal density by measuring the spectrum of
fusion particles emerging from the implosion and burn of a
D3He–filled capsule. A series of such measurements carried
out on OMEGA with the newly implemented charged-particle
spectrometers (CPS) in conjunction with the single-hit neutron
detector array (MEDUSA) provided information on the sec-
ondary reaction product yield for these experiments.

Spectrometer Description
The charged-particle spectrometer1 consists of a 7.6-kG

permanent magnet with CR-39 track-etch detectors.2 A sche-
matic of the magnet and sample particle trajectories is shown
in Fig. 78.37. Constructed of a neodymium–iron–boron alloy
with a steel yoke, this dipole magnet weighs 160 lb and has a
long dimension of 28 cm and a 2-cm gap between pole faces.
CR-39 pieces are positioned throughout the dispersed beam,
normal to the particle directions, using the mounting structure
shown in Figs. 78.38(a) and 78.38(b), which allows greater
than 80% coverage between the proton-equivalent energies of
0.1 to 57 MeV. Accurate, and calibrated, particle trajectory
calculations determine the energy of particles arriving at each
position on the detectors. The presence of multiple particle
species is conveniently managed since, at any given detector
position, the track diameters from each species are clustered
into discrete diameter groups—the heavier particles (such as
alphas) having larger diameters than the lighter particles (such
as protons)—and thus may be easily distinguished. Identifica-
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Figure 78.36
(a) Plot of the temperature dependence of the ratio of D-D fusion reactions to D-3He reactions; (b) plot of the energy reduction as a function of areal density
of 14.7-MeV protons traversing CH at a temperature of 800 keV.
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Figure 78.37
Schematic of the spectrometer and sample particle trajectories. A 7.6-kG
pentagonal dipole magnet, 28 cm at its longest dimension, disperses protons
in the range of 0.1 to 57 MeV. A linear array of CR-39 nuclear track detectors
is placed normal to the dispersed beam. The large dynamic range of these
detectors allows measurement of particle yields from 108 to 1017.
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Figure 78.38
The mounting plate assembly that accurately positions pieces of CR-39 in
the dispersion arc of the magnet. (a) The mounting plate assembly viewed
from the perspective of the magnet. Pieces of CR-39 are positioned in each of
the finger structures; these fingers are arranged in arcs that cover the
dispersion region of the magnet. The finger at the bottom of the photo is
positioned to view the target directly. X-ray film is placed at this position to
ascertain the alignment of the spectrometer. The collimator slit is shown at the
top of the photo. (b) The loaded mounting plate assembly being lowered onto
the magnet (which is obscured) inside the vacuum chamber of CPS-1. After
every shot, the mounting plate must be removed, and the CR-39 must be
unloaded. A new, freshly loaded plate must then replace it in preparation for
the next shot.
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tion of each particle species is aided by using a track growth
prediction model, calibrated to known particles and energies.

To assess the symmetry of all measurements, two virtually
identical spectrometers are operating, one positioned inside
the OMEGA chamber, at 100 cm from the target, and the other
positioned outside, at 235 cm. The spectrometer inside the
chamber is surrounded by a polyethylene-lead shielding
structure designed to minimize the neutron noise levels on the
CR-39. Incoming particles are collimated by a slit that can be
varied from 1 to 10 mm wide, depending on the expected flux
levels, giving solid angles between 10−6 and 10−5. The mea-
surement range of the instruments covers yields of 108 to more
than 1017, while the energy resolution is better than 4% over all
energies. After every shot, the CR-39 detectors are removed
from the spectrometer and replaced by a new set. The exposed
detectors are then etched in sodium hydroxide and examined
under a microscope. A rapid, automated scanning system has
been developed that allows up to 106 tracks to be counted
per shot.

Demonstration Experiments
Polymer ablator capsules, as illustrated in Fig. 78.39, were

used to test the concept of simultaneous density and tempera-
ture measurements with D3He–filled capsules. The principal
diagnostics used for these experiments were the two charged-
particle spectrometers, MEDUSA (to measure the fuel areal

Figure 78.39
Polymer shell capsules filled with D3He were used to test the CPS.
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Figure 78.40
D-3He proton spectrum measured on shot 13799. For this shot the laser
energy was 28.3 kJ (1-ns square pulse), and the CH ablator was 18.4 µm
thick. The capsule was filled with 2.8 atm of D2 and 4.9 atm of 3He.

density via secondary reaction products3), and In activation (to
measure the DD neutron yield).

In one series of shots, capsules of CH filled with a mixture
of deuterium and 3He were irradiated with up to 28.5 kJ in
1-ns near-square-top pulses with 2-D SSD beam smoothing.
The capsule wall thickness ranged from 14.5 to 18.5 µm.
Computer simulations of these implosions were performed
using the one-dimensional hydrodynamic code LILAC,4 and
the spectra were calculated using the particle-tracking code
IRIS.5 The assumption of ideal performance (i.e., no mix, one-
dimensional performance) in these simulations indicated that
fuel ion temperatures in the range of 3.5 to 5.0 keV and capsule
convergence ratios (ratio of initial target radius to compressed
target radius) up to 28 could be achieved.

Figure 78.40 shows the measured proton spectrum obtained
on one of these experiments. Table 78.V is a summary of the
predicted and measured target parameters for this shot. The
measured spectrum generally shows a greater slowing down
for the thicker CH shells compared to thinner CH shells. This
increased slowing down is apparent in the simulation results.
The simulations, however, predict much larger areal densities,
corresponding to an increased slowing down in the target, than
are observed experimentally (Table 78.V), indicating depar-
tures from one-dimensional, unmixed implosions.
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The simulated fuel temperature in Table 78.V is well repro-
duced by the experiment. This is probably due to the fact that
higher temperatures occur earlier in the implosion history of
the target when capsule conditions are closer to one-dimen-
sional predictions. The difference between the measured and
calculated areal densities is probably due to the fact that the
areal density is predicted to increase later in the implosion. In
this later phase, the mixing of the fuel and the shell due to
hydrodynamic instabilities can cause significant departures
from one-dimensional behavior and can reduce the fusion burn
significantly. This may be the principal cause of the observed
discrepancy between simulation and experiment. More de-
tailed modeling using either mix models or multidimensional
hydrodynamic simulations is necessary to correlate the mea-
sured spectra with conditions in the target. This analysis is
presently being carried on.

In conclusion, simultaneous measurements of the fuel areal
density, shell areal density, and fuel temperature have been
carried out on OMEGA using D3He–filled imploding capsules
and the recently installed charged-particle spectrometers. The
initial experiments demonstrated the ability to carry out these
measurements at fuel ion temperatures of 3 to 6 keV, fuel areal
densities in the range of 10 to 20 mg/cm2, and shell areal
densities in the range of 40 to 60 mg/cm2. Measurements such
as these can be applied to the parameter region characteristic of
cryogenic-fuel capsules on OMEGA: total areal density of
several hundred mg/cm2 and fuel temperature of several keV.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and attempt to validate
these techniques on cryogenic-fuel targets.

Table 78.V:  Predicted and Measured Parameters—Shot 13799.

Parameter Predicted Measured/Inferred

D-D neutron yield 5.4 × 1010 2.1 × 1010

D-3He proton yield 3.1 × 109 1.3 × 109

Fuel temperature 3.6 KeV 3.9 keV

Proton downshift 4.2 MeV 1.9 MeV

Shell areal density 120 mg/cm2 60 mg/cm2

Fuel areal density 32 mg/cm2 13 to 17 mg/cm2

Convergence ratio 28 16 to 18
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Laser-fusion experiments require precise control of the tempo-
ral profile of optical pulses applied to targets. An optical pulse–
shaping system has been in operation on OMEGA for several
years.1 During this time the demands on the precision, flexibil-
ity, and repeatability of the optical pulse–shaping system have
steadily increased. To meet these new demands, a new pulse-
shaping system based on an aperture-coupled stripline (ACSL)
electrical-waveform generator has been developed and dis-
cussed previously.2 This new system will be implemented on
OMEGA in the next few months. In addition to its simplicity,
the new system will include significant improvements to the
modeling, performance, and diagnostics of the pulse-shaping
system to meet the challenging demands required of the sys-
tem. The shaped optical pulses produced by this system be-
come the seed pulses that are injected into the OMEGA laser
system. Details of the on-target pulse shape from the OMEGA
laser are critically related to the details of the seed-pulse shape.
This article describes the modeling of an ACSL pulse-shaping
system that is used to produce an optical seed pulse with a
specified temporal shape.

An ACSL generates temporally shaped electrical wave-
forms that are applied to electro-optic modulators to produce
shaped optical pulses. The electro-optic modulators exhibit a
finite response time to an applied voltage. This response time
has been measured and is included in the calculation of the
voltage waveform required from the ACSL to produce a
specific optical pulse shape. An ACSL is modeled as two
coupled and interacting striplines. Striplines are modeled as
transmission lines that obey a set of equations known as the
telegraph equations.3 A new approach to solving the telegraph
equations using the method of characteristics is presented here
along with a straightforward extension of this approach to
ACSL’s. The modeling presented here leads to a prescription
for determining the necessary ACSL geometry to produce a
desired on-target pulse shape on OMEGA.

The Optical Modulator Voltage Waveforms
Given the temporal profile of the optical pulse required on

target from the OMEGA laser, the temporal profile of the

The Design of Optical Pulse Shapes with an Aperture-
Coupled-Stripline Pulse-Shaping System

optical seed pulse that must be produced by the pulse-shaping
system is determined from the extensive modeling of the laser
system that has evolved over the years. As shown in Fig. 78.41,
this low-energy optical seed pulse is shaped by applying
shaped voltage waveforms to a dual-channel electro-optic
amplitude modulator synchronous with the transit through the
modulator of an optical pulse from a single-longitudinal-mode
(SLM) laser.4 If we neglect the finite response time of the
modulator, the intensity profile of an optical pulse exiting a
modulator is given by

I t I t V t V

V t V

out in( ) = ( ) ( ) +[ ]{ }

× ( ) +[ ]{ }

sin

sin ,

2
1 1

2
2 2

2

2

π φ

π φ

π

π (1)

where Iin(t) is the intensity profile of the optical pulse sent into
the modulator from the SLM laser; the two sine-squared
factors represent the transmission functions of the two modu-
lator channels with V1(t) the voltage waveform applied to
channel 1 of the modulator, V2(t) the voltage waveform applied
to channel 2 of the modulator, Vπ the half-wave voltage of the
modulator (typically less than 10 V), and φ1 and φ2 the offsets
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Figure 78.41
The aperture-coupled-stripline (ACSL) optical pulse–shaping system. The
output from an electrical square-pulse generator is temporally shaped by an
ACSL and used to drive an optical modulator. A separate electrical square-
pulse generator is used to gate the second channel of the modulator.
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set to zero by the application of a dc bias to each of the
modulator channels. The input intensity profile to the modula-
tor is assumed to be unity for our application since the short-
duration (<5 ns) voltage waveforms V1(t) and V2(t) are applied
to the modulators during the peak of the 200-ns Gaussian
optical pulse from the SLM laser.

On one channel of the modulator, a shaped electrical wave-
form from an ACSL is applied. The exact shape of the voltage
waveform required from the ACSL is determined by the shape
of the optical pulse required from the modulator and by the
response of the modulator to an applied voltage. This channel
is referred to as the shaping channel of the modulator. On the
other channel of the modulator, a square electrical waveform
is applied. This channel is intended to produce a square optical
waveform that acts as a gate to block unwanted pre- and post-
pulses from the modulator and enhances the contrast of the
output shaped optical pulse from the modulator. This channel
of the modulator is referred to as the gate channel. The optical
pulse produced by the gate channel should ideally have a fast
rise and fall time with constant amplitude over its duration. The
application of a square electrical pulse (with 45-ps rise time) to
this channel from a pulse generator (Model 10,050A from
Picosecond Pulsed Laboratories, Boulder, CO) produces the
optical pulse shape shown in Fig. 78.42. This figure reveals the
bandwidth limitations of the modulator for this “ideal” (high-
bandwidth) square input electrical pulse. In particular, the
optical pulse from this channel does not reach its full amplitude
during the first 200 to 300 ps of the pulse, which, if not properly

compensated for, can cause pulse distortion on the beginning
of a shaped optical pulse and severe pulse distortion for short-
pulse generation. This distortion caused by the modulator
bandwidth limitation is minimized by including this effect
when calculating the voltage waveform applied to the
modulator’s shaping channel as discussed below.

Numerical Solution of the Telegraph Equations
Transmission line problems can be classified into two

categories. The first category deals with determining the trans-
mission line properties required to produce a specific elec-
trical waveform reflected from the line, given the input
electrical waveform to the line. The second category is the
reciprocal of the first and deals with determining the electrical
waveform reflected from a transmission line, given the input
electrical waveform to the line and the properties of the
transmission line.

In the present OMEGA pulse-shaping system, shaped elec-
trical waveforms are generated by the reflection from a vari-
able-impedance micro stripline and sent to the shaping channel
of the modulator.2 The micro striplines are designed using a
layer-peeling technique that treats the micro stripline as a
simple transmission line.5 This technique allows one to calcu-
late the reflection coefficient along the line (and from that the
electrode width) needed to synthesize a given electrical wave-
form in reflection. The reciprocal of this calculation is to
determine the electrical waveform reflected from a transmis-
sion line given the reflection coefficient along the line. This
latter calculation is discussed here and, in the next section, will
be extended to include modeling ACSL’s to generate shaped
electrical waveforms.

In this section we develop the equations that describe the
electrical waveforms propagating along a transmission line
starting from the well-known telegraph equations for the line.3

First we model a stripline or micro stripline as a transmission
line that obeys the telegraph equations:

∂ ( )
∂

= − ( ) ∂ ( )
∂

v x t

x
L x

i x t

t

, ,
, (2a)

∂ ( )
∂

= − ( ) ∂ ( )
∂

i x t

x
C x

v x t

t

, ,
, (2b)

where v is the voltage along the line, i is the current flowing
along the line, L is the inductance per unit length along the line,
and C is the capacitance per unit length along the line. In these

Figure 78.42
The measured optical pulse shape from a single channel of an electro-optic
modulator with a square electrical waveform applied to the RF port. The
square electrical waveform has a rise time of 45 ps.
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equations we introduce the characteristic impedance of the line
Z x L x C x( ) = ( ) ( )  and the wave propagation velocity
d dx t c LC= =1  along the line. We assume that the propa-
gation velocity c (not to be confused with the speed of light)
along the line is constant. With these substitutions Eqs. (2)
become

∂ ( )
∂

= − ( ) ( ) − ∂ ( )
∂

V x t

x
k x V x t c

I x t

t

,
,

,
, (3a)

∂ ( )
∂

= ( ) ( ) − ∂ ( )
∂

I x t

x
k x I x t c

x t

t

,
,

,
,

V
(3b)

where the variables are defined as

V x t v x t Z x, ,( ) = ( ) ( )−1 2 (4a)

and

I x t i x t Z x, ,( ) = ( ) ( )1 2 (4b)

and where

k x
Z x

d Z x

dx
( ) =

( )
( )1

2 (5)

is the reflection coefficient per unit length along the line.

If we add and subtract Eqs. (3), we get a set of reduced wave
equations

∂ ( )
∂

+ ∂ ( )
∂

= − ( ) ( )WR WR
WL

x t

x c

x t

t
k x x t

, ,
,

1
(6a)

and

∂ ( )
∂

+ ∂ ( )
∂

= − ( ) ( )WL WL
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x c

x t

t
k x x t

, ,
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(6b)

where

WR x t V x t I x t

v x t Z x i x t Z x

, , ,

, ,

( ) = ( ) + ( )[ ]

= ( ) ( ) + ( ) ( )[ ]−

2

21 2 1 2 (7a)

is a wave traveling to the right along the line with velocity c and

WL x t V x t I x t

v x t Z x i x t Z x

, , ,

, ,

( ) = ( ) − ( )[ ]

= ( ) ( ) − ( ) ( )[ ]−

2

21 2 1 2 (7b)

is a wave traveling to the left along the line with velocity c. In
the appendix we show that the form of Eqs. (6) is identical to
the form of the equation obtained if one substitutes a plane
wave with slowly varying amplitude into the wave equation.
Therefore, Eqs. (6) are referred to as the reduced wave equa-
tions and are the main results of this section. In the next section
we show how to extend these equations to model an ACSL and
give a numerical prescription for solving the resulting equa-
tions using the method of characteristics.

Extension to an ACSL
The geometry of an ACSL is shown in Fig. 78.43. In

principle, an ACSL is a directional coupler consisting of two
striplines that are coupled through an aperture in their common
ground plane. In operation, a square electrical waveform is
launched into port 1 and propagates along electrode 1 to the
terminated port 2 of the ACSL. As the square electrical wave-
form propagates along electrode 1 in the coupling region, a
signal is coupled through an aperture to electrode 2 in the
backward direction and exits at port 4. The electrical wave-
form exiting port 4 is sent to the shaping channel of the
modulator and must have the proper temporal profile to pro-
duce the desired optical pulse shape out of the modulator.
By varying the width of the coupling aperture (shown in
Fig. 78.43) along the length of the ACSL, a temporally shaped
electrical waveform can be generated at port 4. The details of
how to calculate the width of this aperture along the line to
produce a specific electrical waveform from the ACSL are the
main topic of this article.

The ACSL is modeled as two coupled transmission lines.
We can extend the formalism in the previous section to an
ACSL by writing four reduced wave equations. Two equations
describe the waves WR1(x,t) and WR2(x,t) traveling to the
right along lines 1 and 2, respectively, and two equations
describe the waves WL1(x,t) and WL2(x,t) traveling to the left
along lines 1 and 2, respectively. In each reduced wave equa-
tion we include the reflection coefficient k(x) along the line as
above, and we introduce a coupling term C(x) that allows for
coupling waves from one line to the other through the aperture.
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The resulting equations are given by

∂ ( )
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The coupling coefficient C(x) is the coupling from one line to
the other in the backward direction. In general, another cou-
pling term should be added to the above equations to model
coupling from one line to the other in the forward direction.
This forward coupling term can be trivially added to this
model; however, for directional couplers of this sort, coupling
in the forward direction is negligible.

The reduced wave equations (8) for an ACSL [as well as
Eqs. (6) for striplines] can be solved by transforming them
along the characteristic curves

ξ η= − = +ct x ct x   .and  (9)
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Figure 78.43
Exploded view of a practical four-layer, four-port ACSL. A square electrical waveform is launched into port 1 and propagates along electrode 1 to the terminated
port 2. An electrical signal is coupled through an aperture to electrode 2 in the backward direction, and a shaped electrical waveform exits at port 4.
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For this transformation we use the chain rules
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where we have used the fact that WR1,2 are waves propagating
in the positive x direction and WL1,2 are waves propagating in
the negative x direction and obey wave equations with solu-
tions of the form

WR WR WR1 2 1 2 1 2, , , ,x t ct x( ) = +( ) = ( )η (12a)

and

WL WL WL1 2 1 2 1 2, , , , .x t ct x( ) = −( ) = ( )ξ (12b)

With this transformation the derivatives in Eqs. (11) become
total derivatives.

The coordinate transformation expressed by Eqs. (9) lends
itself to a simple geometric interpretation that leads to a
numerical solution algorithm for the reduced-wave Eqs. (11).
The transformation Eqs. (9) with dx = cdt can be seen to be a
rotation of the x,ct coordinate system by 45° into the ξ,η
coordinate system as shown in Fig. 78.44. In the new ξ,η
coordinate system, Eqs. (11) describe how the right-going
waves WR1,2 evolve in the η direction and how the left-going
waves WL1,2 evolve in the ξ direction. The differential ele-

ment in this new system is seen to be

d d d d d dη η η= ∂
∂

+ ∂
∂

= + =
x

x
t

t x c t x2 , (13)

where we have used dx = cdt. To solve Eqs. (11) numerically,
we define a matrix as shown in Fig. 78.44 for each of the four
waves and write the finite difference equations
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Figure 78.44
An array used by the numerical solution technique to represent a wave
propagating along a transmission line. The value at each location in the array
gives the amplitude of the wave at some fixed position along the line at some
time. Four such arrays are used in the calculation to represent the four waves
propagating in an ACSL.
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where the index i represents the position x along the line and the
index j represents the time t. In these equations, for example,
the value of the matrix element at the location i,j in the WR1
array is the amplitude of the wave WR1 at position x along the
line at time t. Equations (14) give the values of the four waves
at some time, given values of the waves at an earlier time and
the reflection and coupling coefficients (k and C) along the
line. Therefore, given the coupling coefficients and the initial
values of the waves along the line (at j = 0 for all i) and the
values of the waves at the boundaries for all time (at the first
and last i value for all j), Eqs. (14) can be used to find all other
values in the arrays. Knowing all values in the four arrays
determines the amplitudes of the four waves at all locations
along the line for all time. In particular, we specify the right-
going wave on line 1 (the pulse from the pulse generator
applied to port 1), and we calculate the left-going wave on line
2 (the pulse at port 4 that is applied to the modulator shaping
channel). In the next section we show how to apply this
technique to the design of optical pulse shapes from the ACSL
pulse-shaping system.

Optical Pulse Shape Design/Performance
It is important to use actual measured waveforms or accu-

rately modeled waveforms as input to the pulse-shaping model
whenever possible to compensate for imperfections intro-
duced by these waveforms that cannot be corrected by other
means. The temporally shaped voltage waveform [V2 in
Eq. (1)] that must be produced by the ACSL and applied to the
pulse-shaping channel of the modulator is calculated from
Eq. (1). In Eq. (1), Iout is the desired temporally shaped optical
pulse from the modulator, and the gate channel transmission
function is modeled after data similar to that shown in
Fig. 78.42. With these substitutions in Eq. (1), the required
voltage waveform V2 is determined, and an ACSL can be
designed and fabricated to produce this voltage waveform.

The numerical solution described in the previous section
allows one to calculate the electrical waveforms from all four
ports of an ACSL given the reflection coefficient k(x) and
coupling coefficient C(x) along the line. Experiments show
that for any aperture width along the line, these coefficients are
equal at each point along the line. To obtain a first approxima-
tion to these coefficients a modified version of the layer-
peeling technique5 is used. In the modified layer-peeling

technique, the effective reflection coefficient at each point
along the line is calculated given the desired output electrical
waveform from port 4 and given an ideal input square electrical
pulse (i.e., square pulse with an infinite bandwidth) applied to
port 1 of the ACSL. (The layer-peeling technique, unfortu-
nately, has difficulties when using an actual measured electri-
cal waveform as input to the line.) Using this first approximation
for the reflection and coupling coefficients and using the
measured electrical square pulse from the square-pulse gen-
erator (Model 4500E from Picosecond Pulsed Laboratories)
as input to port 1 of the ACSL, the shaped voltage waveform
exiting port 4 of the ACSL is calculated as described in the
previous section. This calculated electrical waveform from
port 4 of the ACSL is then compared to the required electrical
waveform V2 from this port; this comparison is then used to
derive a second approximation to the coupling coefficients.
This iteration process can be continued until the calculated
output waveform from port 4 of the ACSL is identical to the
required output waveform to any degree of accuracy (in prac-
tice, one iteration gives sufficient accuracy). Once the cou-
pling coefficient C is determined in this way, the aperture width
along the line is obtained from the relationship of the aperture
width to the coupling coefficient shown in Fig. 78.45.2
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Figure 78.45
The electrical coupling coefficient, defined as the ratio of the output voltage
at port 4 to the input voltage applied to port 1 shown in Fig. 78.43, plotted as
a function of aperture width for an ACSL with the geometry discussed in
the text.

Figure 78.46 shows the design of a specific pulse shape for
the OMEGA laser. In Fig. 78.46(a), the design voltage wave-
form V2 is compared to the measured voltage waveform from
port 4 of the fabricated ACSL. In Fig. 78.46(b), the design
optical waveform required from the modulator is compared
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Figure 78.46
The waveforms produced by an ACSL pulse-shaping system: (a) the mea-
sured electrical waveform from an ACSL compared to the design waveform;
(b) the measured optical waveform from a modulator compared to the design
optical waveform; and (c) the calculated output-UV-pulse shape from
OMEGA using the measured optical pulse from (b) as input and compared to
the design optical pulse shape from OMEGA.

to the measured optical waveform from the modulator. Fig-
ure 78.46(c) shows the predicted on-target OMEGA UV pulse
shape calculated from the measured optical pulse shape from
the modulator [Fig. 78.46(b)] and compared to the desired on-
target OMEGA UV pulse shape.

Summary
In conclusion, an ACSL pulse-shaping system will be

implemented on OMEGA. A model has been developed that
allows one to produce accurately shaped optical pulses suit-
able for injection into the OMEGA laser system. The ACSL
electrical-waveform generator is modeled with a numerical
solution of the telegraph equations using the method of char-
acteristics. The model uses as input the measured electrical
square pulse from the pulse generator used in the pulse-shaping
system. The model also compensates for the pulse-shape
distortion due to bandwidth limitations of the modulator intro-
duced primarily by the gate pulse. The ACSL pulse-shaping

system is a significant improvement over the existing pulse-
shaping system currently on OMEGA because of its simplicity,
enhanced performance and diagnostics, and improved model-
ing capabilities.
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Appendix A: Derivation of the Reduced Wave Equation

In this appendix we derive the reduced wave equation that
results by substituting a plane wave with slowly varying ampli-
tude into the wave equation. For simplicity, we assume that the
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wave is linearly polarized and propagating in the x direction in
a nondispersive medium. The plane wave can be represented
by

E x t A x t i t kx± ±( ) = ( ) ( )[ ] +, , exp ,ω m cc (A1)

where A± is the complex amplitude of the wave, the upper sign
representing a wave propagating to the right and the lower sign
representing a wave propagating to the left; ω = 2πν is the
angular frequency of the wave with frequency ν; k = 2π/λ is the
propagation constant of the wave with wavelength λ; and cc
implies complex conjugate. The purpose of representing the
waves in this form is to factor out the slow variations (the
temporal profile of the electrical waveform) from the rapid
oscillations (referenced to some microwave carrier frequency
ω/2π). The one-dimensional wave equation is given by
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where c = ω/k is the velocity of the wave. If we substitute A1
into A2, after some manipulation we get
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where we have used c = ω/k to eliminate terms. We now use the
fact that the amplitude is slowly varying, that is

∂
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∂
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±

A

t
Aω . (A4b)

Equation (A4a) implies that the amplitude of the wave does
not change significantly over a distance of one wavelength λ,
and Eq. (A4b) implies that the amplitude of the wave does not
change significantly over a time duration of 1/ν. With these
slowly varying amplitude approximations, Eq. (A3) reduces to

∂ ( )
∂

∂ ( )
∂

=± ±A x t

x c

A x t

t

, ,
.m

1
0 (A5)

This equation is the reduced wave equation referred to in
the text.
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The conventional method for measuring the transfer function
of an electronic device uses Fourier transform theory and
convolutions and is, therefore, limited to either time-invariant
or frequency-invariant devices. The measurement technique
presented here enables the complete characterization of elec-
tronic devices having any dynamic temporal and spectral
frequency response. A technique presented earlier1 applied the
windowing of signals in the time and frequency domains
(called time-frequency distributions) to characterize photo-
conductive switches that vary in time and frequency; however,
windowing requires a slowly varying envelope approxima-
tion, which limits the allowed rate of temporal and spectral
variations. The more general technique allows us to measure
the frequency response of the optoelectronic (photoconduc-
tive) microwave switches on OMEGA’s pulse-shaping system.
Unlike microwave diode switches, photoconductive switches
do not have a constant conductive on-state, but rather decay
monotonically to the off-state after the illumination ceases. A
complete linear model for such a device must incorporate both
filtering and modulation into a general time-varying filter (or
equivalently, band-limited modulator). Any microwave or
millimeter-wave device whose properties vary rapidly re-
quires the application of this technique for complete character-
ization, including elements that depend on charge-carrier
dynamics such as photoconductive attenuators, phase shifters,
and directional couplers.

The general concept of a linear, time-varying filter is well
established in the signal-processing,2,3 communication,4 and
automatic control5 fields. In the microwave-device field, how-
ever, the linear variations of filter properties are typically due
to slowly varying mechanisms (e.g., mechanical) or are gener-
ated by rapid transitions between steady-state regimes (e.g.,
microwave diode switches); therefore, a form of windowing is
usually adequate for characterization. The analysis presented
here introduces a characterization technique analogous to (and
a superset of) a form of input–output relationships called the
scattering or S parameters, which can be applied to devices that
can be considered linear filters with rapid modulation of
amplitude and/or phase (e.g., photoconductive switches). In

Measurement Technique for Characterization of Rapidly
Time- and Frequency-Varying Electronic Devices

the next section we briefly discuss the complementary rela-
tionship between linear filters and linear modulators. From this
conceptual viewpoint, we derive an extension of the filter and
modulator characterization functions S(ω) and k(t) to a general
linear device characterization or system function ˜ ,S tω( ).
Based on the limitations of conventional S-parameter analysis
in the Mathematical Formulation section, we present some
important properties of the S̃  parameter and explain condi-
tions under which this form of analysis can be implemented. In
the Analytical Example section we apply our S̃ -parameter
concept to device analysis by considering a simplified lumped-
element example, deriving the S̃  parameters from the theory
and directly from the differential equations, and demonstrate
the limitations of windowing. Photoconductive switches used
on OMEGA pulse shaping have been optimized through the
application of the S̃ -parameter technique; these results will be
presented in a separate article.

Background
Conventional microwave device characterization depends

on shift-invariant device models for characterization, taking
advantage of the property that a convolution in one domain
Fourier transforms to multiplication in the other. In Table 78.VI
the canonical input–output relationships of the two ideal shift-
invariant microwave devices are presented to emphasize their
complementary nature. All dependent variables are complex,
a(ω) and b(ω) are the Fourier transforms of the respective input
and output temporal power waves A(t) and B(t), S(ω) and h(t)
are the scattering parameter and its Fourier transform (the
impulse response), k and K are the modulation parameter and
its Fourier transform, and the subscripts refer to the microwave
input–output ports of the device. The linear-frequency-invari-
ant (LFI) model of a modulator is valid when narrow-band
input signals (relative to the modulator bandwidth) are applied,
and the linear-time-invariant (LTI) filter model is valid when
the device’s temporal variations are longer than the signal
duration. Note that here and throughout this article, for the
convenience of using notation familiar in measurement prac-
tice, we use ω for jω and draw no distinction between real and
analytic time-series signals.
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The analysis based on the equations in Table 78.VI cannot
be applied to a device that is neither time invariant nor
frequency invariant. As Fig. 78.47 indicates, a time-varying
filter will have different impulse responses at different times
[(b) and (c)], or equivalently a modulator with finite frequency
response will modulate different frequencies differently [(d)
and (e)]; so neither model in Table 78.VI is adequate for
complete characterization. If the device can be held constant in
one domain independently of the other, or if the variations
are slow relative to the signal applied, conventional analysis
can be applied by using some form of windowing; inaccuracies
will depend on how strongly the LTI or LFI assumptions are
violated. If the filtering and modulating aspects of this general
linear device cannot be controlled independently (i.e., cannot
be made separable) and the variations in time and frequency
are rapid, characterization of the device under test (DUT)
using either k(t) modulator functions or S(ω) filter parameters
cannot account for complete device behavior. Since conven-
tional methods of linear microwave circuit characterization
(e.g., spectrum and network analyzers) are based on the appli-
cation of Fourier transforms and the convolution integral,
their use can lead to incorrect or even misleading characteriza-
tion results.

Motivated by these limitations, we combine the separate
(but complementary) one-dimensional (1-D) LTI and LFI
transfer functions to a single two-dimensional (2-D) transfer
(or system) function, calling it ˜ ,S tω( )  to emphasize its simi-
larity to conventional S(ω) parameters. For illustration, a
conceptual example of the amplitude of an exponentially
decaying, low-pass filter is shown in Fig. 78.47(f). This 2-D
parameter can be more difficult to measure than a conventional
device’s S(ω) parameters; however, the measurement process
can be simplified by taking advantage of the 2-D nature of S̃
and using methods that are not applicable 1-D functions. For
example, the theory of generalized projections as used in 2-D
phase retrieval allows us to reconstruct the full, vector (com-
plex) 2-D transfer function S̃  by measuring only the magni-
tude S̃ . Although generalized projections are restricted to

functions that are zero outside some finite temporal and spec-
tral window (i.e., that have known, compact support along both
axes6), in practice the transfer functions of microwave devices
satisfy this criteria.

˜ ,S tω( ) can be applied to device characterization in the
frequency domain or the time domain. Conceptually, in the
frequency-domain approach a single-frequency wave can be
applied to the DUT for the time duration of interest, and then
the temporal evolution of the resulting output signal’s ampli-
tude and phase can be recorded. Next, to separate the device’s
effect on signal amplitude and phase, the same input wave is
applied, phase shifted by π/4, over the same time duration
relative to the trigger, and again the temporal evolution of
amplitude and phase is recorded (i.e., this is equivalent to
measuring the analytic signal). Finally, by reapplying signals
at different frequencies, a map of ˜ ,S tω( )  can be generated for
the DUT by constructing successive time slices at each fre-
quency. Alternatively, in the time-domain approach a series of
impulse functions can be applied at appropriate time intervals
over the period of interest, and the impulse response corre-
sponding to each input can be recorded. Although these de-
scriptions are intuitively appealing, it may not be readily
apparent how to extract an input–output relationship such as
˜ ,S tω( ) from the measured signals, apply it to the calculation

of output signals given an arbitrary input signal properly, and
avoid the effects of windowing. The following analysis will
clarify the technique and the method of calculation.

Mathematical Formulation
To derive a combined system function ˜ ,S tω( )  that is ca-

pable of characterizing the input–output relationships of de-
vices that are neither exclusively modulators nor filters and is
easily determined by measuring the incident and emerging
signals, we must revisit some of the assumptions used in
microwave circuit/network analysis and synthesis. To empha-
size the utility of our more generalized transfer function, we
will frame our discussion in terms of filters and S-parameter
characterization; however, the system function ˜ ,S tω( ) sub-

Table 78.VI: A comparison of the transfer functions of shift-invariant devices: an ideal, linear-time-invariant
(LTI) filter and frequency-invariant (LFI) modulator.

Time Domain Frequency Domain

Time-invariant filter

Frequency-invariant modulator

B t h t A di ij j( ) = −( ) ( )
−∞

∞
∫ τ τ τ b S ai ij jω ω ω( ) = ( ) ( )⋅

B t k t A ti ij j( ) = ( ) ( )⋅ b K a di ij jω ω ξ ξ ξ( ) = −( ) ( )⋅
−∞

∞
∫
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sumes both LFI and LTI devices as special cases, so it is
equally applicable to modulators. The route taken is motivated
by the observation that, in the equations for filters and modu-
lators presented in the previous section, the roles of time and

Figure 78.47
(a) Signal flow for a general linear-time- and frequency-varying device. Time
variation is shown schematically by (b) identical impulses applied at different
times, which result in (c) different impulse responses. Frequency variation is
shown by (d) two different input sine waves and (e) differences in their
modulated output spectral functions. (f) A representative sketch of the
magnitude of the resulting transfer function ˜ ,S tω( )  shows exponential time
decay and low-pass filtering, such as might occur with OMEGA’s photocon-
ductive switches.

frequency are complementary, i.e., the 1-D characterization
functions are along orthogonal axes in the complex plane.
From this comes the realization that a more general, 2-D
characterization is possible by considering and measuring the
device’s response on the entire plane.

A convenient place to begin the derivation is with the time-
domain differential equation describing a linear lumped-ele-
ment device with time-variable coefficients:

    

α α α0 1

1

1t
t

B t t
t

B t t B t

p t B t A t

n

n

n

n n( ) ( ) + ( ) ( ) + + ( ) ( )

= ( ) ( ) = ( )

−

−
d

d

d

d
L

� , , (1)

where the coefficients α are determined by the (time-varying)
dependencies between the ports (e.g., the lumped-element
models of resistance, capacitance, and inductance). The sig-
nals A(t) and B(t) are defined as in Table 78.VI, and we’ve used
the operator notation

� p t p t p tn n
n( ) = ( ) + ( ) + + ( )−α α α0 1

1 L ,

where p is the differential operator d/dt.7 Note that although the
following derivation is for a device with a finite number of
(time-varying) poles and zeros, ˜ ,S tω( ) , like S(ω), is equally
applicable to distributed-element devices.

For the ideal filter model there is no time variation in the
coefficients and Eq. (1) simplifies to

  
� ij jp B t A t( ) ( ) = ( )1 . (2)

Assuming complex exponentials for the basis functions (so
that the differential operator becomes ω) and converting to
S-parameter notation 

  
S pij ji

− ( ) = ( )1 ω � , we derive the fre-
quency-domain filter transfer function of Table 78.VI, and the
process is analogous for the ideal modulator model. The use of
complex exponential basis functions as solutions in the trans-
form integral leads to the formalism of Fourier transforms.
Fourier transforms are useful for microwave-device character-
ization because they transform between a system of differen-
tial equations and a system of algebraic equations; that is to say
they are compatible integral transform operators.8 Non-
compatible transforms do not result in simple convolution or
multiplicative relationships between input and output ports.
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In contrast to ideal modulators and filters, for a general
device a compatible integral transform operator depends on the
functional form of the variable coefficients in Eq. (1). This
means that the basis functions are not, in general, e±jωt but
rather are dependent on the particular form of modulation and
frequency response. To keep the analysis independent of the
details of the modulation and frequency response, we will
choose a noncompatible transform such that we are able to
continue to use e±jωt basis functions; this is the key point of this
characterization technique. Some important implications of
this choice will be mentioned as we derive properties of the
system function resulting from this choice of integral transform.

A definition of the general linear device system function is

˜ , ,S t
B t

A tij
i

j A t ej
j t

ω
ω

( ) = ( )
( ) ( )=

(3)

which differs from the traditional S-parameter definition
in that it is now a function of time as well as frequency. In
addition 

  
˜ , ,S t p tij ji

− ( ) = ( )1 ω � , where the differential operator
p transforms to ω by differentiation of ejωt; therefore,
B t S t ei ij

j t( ) = ( )˜ ,ω ω  is the output of the device for an input
Aj(t) = ejωt, given that the device is in a known state at every
time t ≥ t0 (i.e., the variable coefficients evolve determin-
istically from time t = t0). Due to the linearity of the device,
by superposition the output Bi(t) is defined in terms of Aj(τ)
according to

B t h t A di ij j

t

( ) = ( ) ( )∫ ˜ , .τ τ τ
0

(4)

Equation (4), where the impulse response function ˜ ,h tij τ( )  is
now the more general Green’s function, is a generalization of
the time-invariant convolution in Table 78.VI in that the
impulse response no longer depends only on the age from
impulse time τ to observation t. Substituting Eq. (4) into
Eq. (3) results in a transform relationship between the system
function ˜ ,S tω( ) and the new generalized impulse response
˜ ,h tij τ( ) :

˜ , ˜ , .S t h t e dij ij
j tω τ τω τ( ) = ( ) − −( )

−∞

∞
∫ (5)

Notice that (a) ˜ ,S tω( )  and ˜ ,h tij τ( )  are related by a Fourier
transform of the first axis and (b) two other system function
definitions result from transforming each of these in the second

variable. We can visualize the fundamental difference between
(a) these 2-D system functions that are characterizations of
time- and frequency-varying devices and (b) system functions
that are determined from windowed signals: the feature size of
a 2-D system function (the mountains and valleys of the
surface plot) along one axis is independent of the other axis,
whereas (due to the uncertainty principle) the features of a
system function along each axis generated by windowing are
related to each other by the Fourier transform. In other words,
a narrow windowing of a signal in time (necessary to prevent
averaging of the system’s time fluctuations) implies a widen-
ing of the spectral window (which forces averaging over
spectral fluctuations), and vice versa. In the next section we
show this difference in more detail by applying ambiguity
functions and time-frequency distributions.9–12

From Eq. (4) we get a relationship between input and output
by replacing Aj(t) with its transform a e dj

j tω ωω( )∫ , inverting
the order of integration, and substituting from Eq. (5):

  
B t S t ai ij j( ) = ( ) ( ){ }−� 1 ˜ , ,ω ω (6)

where the differential transform operator   �
− { }1  is essen-

tially the inverse Fourier transform but with the variable t held
as a constant parameter. Equation (6) is similar to the fre-
quency-domain filter relation in Table 78.VI in that the signal
B(t) is the transform of the product of the S (or in this case S̃ )
parameter and the input spectral function. Unlike conventional
Fourier transforms, however, Eq. (4) is not a convolution, and
the argument inside the brackets of Eq. (6) is not the product of
two 1-D functions; therefore, it is not possible to relate the
output signal algebraically to the input signal:

b S t ai ij jω ω ω( ) ≠ ( ) ( )˜ , . (7)

Importantly, the complete function ˜ ,S tω( ) cannot be found by
taking a quotient b aω ω( ) ( )  as it can be when finding S(ω)
for LTI devices. For network synthesis, where a model (or
equivalently a differential equation) must be synthesized from
a given (measured) ˜ ,S tω( )  or G(τ,t), this consequence of non-
compatible transforms has no major implications and in fact
choosing the noncompatible Fourier transform allows one to
use standard transform tables, making the synthesis easier. For
network analysis, however, where the output B(t) is found in
terms of A(τ), the significance of Eq. (7) is that only simple
linear time- and frequency-varying device models (having
first- or second-order differential equations) can be used since
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signal flow graphs and the combination of series and parallel
devices are no longer algebraic or even analytic, as explained
in the next paragraph.

For network analysis using ˜ ,S tω( ) of microwave systems
with time- and frequency-varying elements, the network must
be broken down into block diagrams where the linear time- and
frequency-varying element is isolated from the rest of the
(conventionally analyzed) LFI or LTI components. The block
diagram approach then requires operational methods that com-
bine the general linear element with other components, both in
cascade and parallel, to determine the overall system function.
For two linear devices in parallel this is trivial; they can be
combined by adding their impulse response functions, or
equivalently adding their transfer functions.13 For two devices
in series, however, the combination depends on shift invari-
ance: the overall transfer function of two LTI devices in series
is accomplished by multiplying the individual transfer func-
tions together, or equivalently convolving their impulse re-
sponses. For two LFI devices in series the transfer (modulation)
functions are multiplied, while the spectral transform of the
modulation is convolved.

To derive the transfer function of two general linear devices
in series, we begin with the repeated operation of the transfer
function (in operational form):

˜ , ˜ , ˜ , ,S p t a S p t S p t ab a( ) ( )[ ] = ( ) ( ) ( )[ ]{ }ω ω (8)

where ˜ ,S p ta ( ) and ˜ ,S p tb ( ) are the transfer functions for the
first and second device, respectively, and a e j tω ω( ) =  is as-
sumed. Since ˜ ,S p tb ( ) will operate on both ˜ ,S p ta ( ) [now
˜ ,S ta ω( )  due to the form of its operand] and A(t), we get
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and therefore

˜ , ˜ , ˜ , .S p t a S p t S p t ab a( ) ( ) = +( ) ( ) ( )[ ]ω ω ω (10)

Analytical Example
To demonstrate the application of S̃  to microwave-device

characterization, a representative lumped-element device will
be solved analytically. The device shown in Fig. 78.48 is a
single-pole, low-pass RC filter with a sinusoidally varying
capacitive element C t C C tm m( ) = + ( )0 sin ω , where suitable
values of the variables are chosen for convenience: C0 = 1 pF
is the steady-state capacitance, C Cm 0 0 2= .  is the modula-
tion depth, and ωm = 2.3 Grad/s is the modulation rate.

B2(t), b2(  )B1(t), b1(  )

A2(t), a2(  )ω

ω

Z2405

ω R

A1(t), a1(  )
C(t)

ω

Figure 78.48
An example linear device with a time-varying capacitance and therefore
time-varying pole location (bandwidth). This device is linear but cannot be
modeled as only a filter or a modulator.

The differential equation for this device, written in the form
of Eq. (1), is

1

2

1
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From S-parameter analysis the S21 for a conventional LTI
filter like Fig. 78.48 is

S
Z

Z R j C Z R Z21
0

0 0 0

2

2
ω

ω
( ) =

+ + +( ) . (12)

Applying Eq. (10) to the cascade elements of the resistor and
shunt capacitor, we get

˜ , ,S t
Z

Z R p j CZ R Z21
0

0 0 0

2

2
ω

ω
( ) =

+ + +( ) +( )⋅ (13)

which could also be found by directly solving the differential
equation in Eq. (11). The S21 ω( )  plot for the LTI version of
this device (where the time invariant C = C0) is shown in
Fig. 78.49, and ˜ ,S t21 ω( )  is shown in the elevation plot of
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Fig. 78.50 for one cycle of modulation. Observe in both figures
the low-pass attenuation along the frequency axis and for
Fig. 78.50 the sinusoidal modulation of the frequency response
along the temporal axis.

To further illustrate the properties of the time-varying
system function we show a surface-density plot of ˜ ,S tω( )
(Fig. 78.51) over several cycles of modulation and from dc to
50 GHz. Figure 78.51 will also be used in conjunction with the
windowed signal to show the limitations of windowing. An
aspect of this S̃  shown clearly here is the skew in the peak of
the temporal modulation near the 3-dB point of 6.1 GHz, due
to the phase shift in the transmission function that occurs at
this frequency.

Figure 78.52 is a cross section of the transfer function
along the time axis, showing the modulating aspect of the
device, which is seen to be frequency dependent.The cross
sections of S̃  along the frequency axis (Fig. 78.53) show the
low-pass filter effect of the device and indicate that the shape
of the frequency response depends on time. Although stability
considerations are outside the scope of this article, both
Figs. 78.52 and 78.53 indicate that the instantaneous magni-
tude can rise momentarily above unity, resulting in a gain in the
system over a short time span and finite spectral band. Modu-
lating the capacitance causes a transfer of energy in and out of
the system, and with proper terminations it is possible to create
an oscillator.
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Figure 78.49
Magnitude of the transfer function S21 ω( )  of a low-pass, single-pole filter
that is equivalent to the circuit in Fig. 78.48 but with no time-variation in the
capacitance.
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Figure 78.51
Surface-density plot of ˜ ,S tω( )  for six cycles of modulation along the time
axis and demonstrating low-pass filtering along the frequency axis.

Figure 78.52
A series of cross sections through ˜ ,S tω( )  along the time axis, showing
the change in the magnitude and phase of the modulation for different
frequencies.

Figure 78.50
Magnitude of the transfer function ˜ ,S t21 ω( )  of a low-pass, single-pole filter
with sinusoidally varying capacitance, plotted over one cycle of modulation
in time and over 150% of the bandwidth in frequency.
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Using Eqs. (6) and (13) we simulated the propagation of the
sum of 5.9- and 19.5-GHz sine waves through the device. The
attenuation and dispersion of each spectral component are
demonstrated in Fig. 78.54, where the low-pass features are
readily apparent in the output signal (solid line) as compared
with the input signal (dashed line). The influence of the
modulation can best be compared in Fig. 78.55, where the
sinusoidal modulation puts discrete sidebands on each spectral
component; however, since only magnitude is plotted, the
phase shift of the modulation between different frequencies
cannot be observed. Since this device not only modulates each
frequency differently but also filters the signals, application of
network or spectrum analysis would not adequately character-
ize the device.
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Figure 78.54
Plot of input and output signals showing the DUT’s low-pass filtering effect.
Dashed line is the input signal; solid line is the output signal.

Figure 78.53
A series of cross sections through ˜ ,S tω( )  along the frequency axis, showing
the change in instantaneous bandwidth at different times.
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Figure 78.55
Spectral plot of output signal, showing the change in modulation character-
istics for different frequencies.

In the remainder of this section we use windowed signals in
an attempt to adequately characterize our time-varying filter
with conventional S-parameter analysis, and we compare the
results to our previous approach. For the windowing we use
time–frequency distributions because of their appealing repre-
sentation, and because they more intuitively demonstrate the
fundamental constraint; due to the uncertainty principle, a
narrow windowing in time necessarily leads to a broad fre-
quency window. This is seen on a time–frequency representa-
tion by the phenomenon of minimum area: a surface-density
plot of the time–frequency distribution of a signal consists of
areas (or regions) where the signal exists at a localized time and
frequency, which cannot be smaller than a constant determined
by the uncertainty principle. The uncertainty is inherent to
windowing in general and not time–frequency distributions in
specific, so therefore the choice of specific time–frequency
distributions to demonstrate the uncertainty limitations of
windowing doesn’t detract from the generality of the result.

To demonstrate the limitations of windowing, the particular
choice of algorithm to generate a time–frequency representa-
tion is a matter of convenience: for this example we will use

A t A t e tj tω ω ω τ;( ) = ( ) − −( )
−∞

∞
∫

2 2
d , (14)

where A(ω;t) is the time–frequency distribution of A(t) and a
semicolon is used between the joint time–frequency variables
to stress the dependence of the axes. This definition has the
virtues of showing all the essential features of time–frequency
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distributions and (due to the use of a Gaussian window) being
easily transformable back into the Fourier transform of the
signal a(ω) by integration:

a A t tω ω( ) = ( )
−∞

∞
∫ ; d . (15)

Figure 78.56 shows an example windowed signal to be
propagated through our system: a 2-GHz sine wave that abruptly
transitions after 1.28 ns (with broadband noise) to a 20-GHz
sine wave. The smearing of the signal in time (for the low-
frequency signal) and frequency (for the high-frequency sig-
nals) due to windowing trade-offs (which are ultimately due to
the uncertainty relationship) can be easily seen. The use of the
FFT to generate the time–frequency distribution (which as-
sumes a continuous, periodic signal) caused leakage to occur
across the time boundary (top and bottom) of each spectral
component of the signal; for the low-frequency signal, the
leakage is significant enough to bridge the span over which it
is ostensibly “off.”
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Figure 78.56
Time–frequency representation (ambiguity function) of a 2-GHz sine wave
that transitions abruptly to a 20-GHz sine wave with broadband noise at
the transition.

By multiplying the input signal A1(ω;t) of Fig. 78.56 with
the system function ˜ ,S t21 ω( )  of Fig. 78.51 we get the time–
frequency distribution of the output signal B2(ω;t) (shown
in Fig. 78.57). Important features of the resulting output signal,
as evidenced in the time–frequency distribution, are the sig-
nificantly different modulation of each spectral component
and the low-pass filtering, which attenuates the high-fre-
quency component. Converting back to the time domain using
Eq. (15) and then inverse Fourier transforming, we can com-

pare the resulting output signal with our technique. The
windowing technique gives the solid line in Fig. 78.58, while
our result is the dashed line. It is evident that although windowing
produced acceptable results for the second half of the signal
when the modulation was much slower than the signal
(i.e., the slowly varying envelope approximation), for the first
half of the signal, the modulation was comparable to the signal
frequency so the window effectively smeared the modulation
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Figure 78.57
Time–frequency representation of the output signal, after multiplication of
the input time–frequency distribution with the system function ˜ ,S tω( ) . The
effect of the system function is shown by the attenuation of the broadband
noise and the ripple in the two spectral components of the signal.

Figure 78.58
Time-domain comparison of output signals using the technique described in
this article (dashed) and the windowing method (solid). The windowing
appears acceptable for high-frequency signal component where the modula-
tion is gradual, but it washes out the temporal modulation for the low-
frequency component.
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in time. Choosing a narrower window would not solve the
fundamental problem since doing so would necessarily broaden
the spectral window, causing increased smearing of the spec-
tral response.

Conclusions
The goal of this work is to completely characterize photo-

conductive microwave switches regardless of the temporal and
spectral variations in their frequency response (transfer func-
tion). The unique photoconductive properties of these devices
that enable their use in OMEGA’s pulse-shaping system also
require a characterization technique that accounts for the
switch’s frequency and time variations simultaneously. The
analysis presented in this article provides such a characteriza-
tion technique and is currently being applied to the switches to
optimize their pulse-shaping performance. To characterize
such devices, we take advantage of the complementary aspects
of LTI and LFI 1-D transfer functions and combine them into
a single linear device system function ˜ ,S tω( ) . This 2-D trans-
fer function allows us to synthesize network models based on
measurements of device responses that vary rapidly in fre-
quency as well as time. We discussed several important prop-
erties of this new S̃  parameter, showing similarities to conven-
tional S-parameter analysis that preserve most features of the
familiar Fourier transform tables. The transfer function of an
analytical linear time-varying device was calculated and com-
pared to that of an LTI filter, and the utility of the ˜ ,S tω( )
function concept was demonstrated while also showing the
limitations of windowing.
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Vacuum surface damage to fused-silica, spatial-filter lenses is
the most prevalent laser-damage problem occurring on the
OMEGA laser system. Approximately one-half of the stage-C-
input and output, D-input, E-input, and F-input spatial-filter
lenses are currently damaged with millimeter-scale fracture
sites. With the establishment of safe operational damage crite-
ria, laser operation has not been impeded. These sol-gel-coated
lenses see an average fluence of 2 to 4 J/cm2 (peak fluence of
4 to 7 J/cm2) at 1053 nm/1 ns. Sol-gel coatings on fused-silica
glass have small-spot damage thresholds at least a factor of 2
higher than this peak operational fluence. It is now known that
the vacuum surfaces of OMEGA’s spatial-filter lenses are
contaminated with vacuum pump oils and machine oils used in
the manufacture of the spatial-filter tubes; however, develop-
ment-phase damage tests were conducted on uncontaminated
witness samples. Possible explanations for the damage include
absorbing defects originating from ablated pinhole material,
contamination nucleated at surface defects on the coating, or
subsurface defects from the polishing process. The damage
does not correlate with hot spots in the beam, and the possibil-

Damage to Fused-Silica, Spatial-Filter Lenses
on the OMEGA Laser System

ity of damage from ghost reflections has been eliminated.
Experiments have been initiated to investigate the long-term
benefits of ion etching to remove subsurface damage and to
replace sol-gel layers by dielectric oxide coatings, which do
not degrade with oil contamination.

In this article, we discuss the implications of spatial-filter
lens damage on OMEGA, damage morphologies, possible
causes, and ongoing long-term experiments. The staging dia-
gram depicted in Fig. 78.59 plots the peak design fluence
(average fluence times 1.8 intensity modulation factor) at each
stage of a single beamline on OMEGA; the bold lines indicate
regions where spatial-filter lens damage is occurring.1 These
lenses are all fused-silica optics with a sol-gel-dipped, antire-
flection coating at 1053 nm. Several issues have been identi-
fied regarding these lenses. The first concern is the mechanical
fracture of the lenses. As the damage continues to grow, a flaw-
size criteria must be determined to prevent catastrophic lens
failure (fracture into two pieces) and ensure safe laser opera-
tion. The damage morphology is important to understanding
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the initiator for large-scale fracture sites observed in Fig. 78.60
and discussed later in this article. A secondary and possibly
related problem is the change in the sol-gel coating’s reflectivity
after exposure to the spatial-filter tube’s vacuum environment.
A few early experiments to investigate the damage cause are
reviewed later.

G4745

Figure 78.60
An OMEGA stage-E-input, spatial-filter lens with multiple fracture sites.
The largest site is approximately 10 mm.

Mechanical Fracture
The vacuum surface of an OMEGA spatial-filter lens is

under tensile stress, and any damage to this vacuum surface can
lead to catastrophic crack growth if a flaw reaches a size above
the critical value ac. The critical flaw depth ac depends on the
shape of the flaw with respect to the applied stresses and can
be calculated with the following equation:2

a
K

p Ys
c

c=
( )
( )

2

2 ,

where Kc = fracture toughness of the glass, Y = geometrical
factor of the flaw, and s = bending stress induced by atmo-
spheric pressure p.

Actual defects on OMEGA spatial-filter lenses are shallow
and elliptical in cross section, and these defects can be simu-
lated with a half-penny–shaped defect (Y = 1), which has a
surface diameter of twice the defect depth. This model assumes
the defect to be located at the vacuum-side center of the lens
where the tensile stresses are greatest; therefore, the critical-
flaw-size calculations are a worst-case scenario. For an OMEGA

stage-F-input lens, 25 mm thick, 283 mm in diameter, and
subjected to a tensile stress of 615 psi, calculation for a half-
penny defect on the vacuum side of a lens yields a critical flaw
depth of 10 mm. A defect of this size will be easily detected
before catastrophic failure occurs.

Lens fracture on Nova and Beamlet was modeled at Lawrence
Livermore National Laboratory (LLNL), arriving at a “fail-
safe” lens-design criterion with two key parameters: (1) a peak
tensile stress of less than 500 psi and (2) the ratio of thickness
to critical flaw size of less than six.3 The definition of a fail-
safe lens requires catastrophic fracture to proceed without
implosion. An implosion refers to the action of a spatial-filter
lens fracturing into many pieces and then being accelerated
into the evacuated volume inside the spatial-filter housing due
to atmospheric pressure.4 Given these conditions, a properly
mounted window under full vacuum load will break into two
pieces only, provided the air leak through the fracture is rapid
enough to reduce the load on the window before secondary
crack growth ensues. The list of LLE spatial-filter lens speci-
fications in Table 78.VII indicates that all OMEGA spatial-
filter lenses meet the criteria for a fail-safe optic. Data for
LLNL optics are provided in Table 78.VIII. Based on radial-
fracture observations in these optics, one may expect no more
than a single radial fracture in an OMEGA spatial-filter lens.

If the model is correct, fully vacuum-loaded OMEGA
lenses should not implode into multiple fragments when de-
fects reach their critical flaw size but should crack into two
pieces and lock together as long as the mount restrains the
radial motion of the fragments. While there have been several
hundred observations of damage on the vacuum side of
OMEGA spatial-filter lenses, there have been no incidents of
an OMEGA spatial-filter lens fracturing into two or more
pieces. For safety reasons, OMEGA optics are removed when
defects reach one-half their critical flaw size.

Damage Morphology
Operational damage to 1ω, fused-silica, spatial-filter lenses

occurs exclusively on the vacuum side of the lens, regardless
of the beam propagation direction, and is dominated by two
damage morphologies originating at or near the surface. The
first morphology is that of a massive fracture greater than
100 µm on the surface, while the second is a surface crack
linked to a planar, clam-shell flaw in the bulk. The photograph
in Fig. 78.61 shows an example of the former. After initiation
of this type, fractures grow in lateral size on subsequent laser
shots until the defect reaches one-half the critical flaw size. At
this time, the lens is replaced. Current OMEGA lenses have
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defects ranging in size from less than 0.5-mm to 10-mm
diameter, and multiple damage sites on a len’s vacuum surface
are common. The damage depth tends to be less than one-third
its surface diameter, and defects occur at apparently random
radial locations. A clam-shell defect is depicted in a side view
in Fig. 78.62 and in a head-on view in Fig. 78.63. The flaw’s
discoloration may signal that it is being filled by an absorbing
material. On repeated irradiation, the clam-shell morphology
is eventually obliterated and a crater develops, as in Fig. 78.61.

Table 78.VII:  Summary of peak tensile stresses and critical flaw size for OMEGA vacuum spatial-filter lenses.

Lens Diameter
(mm)

Peak stress
(psi)

Peak stress
(MPa)

Center thickness
t (mm)

Flaw size
ac (mm)

t/ac

C-in 149.4 656 4.52 12.5 8.8 1.4

D-in 149.4 683 4.71 12.5 8.1 1.5

E-in 213.5 538 3.71 20.0 13.0 1.5

F-in 283.4 615 4.24 25.0 10.0 2.5

Table 78.VIII: Summary of peak tensile stresses and critical flaw size for various vacuum optics in a LLNL study.3

Lens/Window Peak stress  
(psi)

Peak stress  
(MPa)

Thickness
t (mm)

Flaw size
ac (mm)

t/ac Number of radial fractures

Beamlet L3  1490 10.10 35.0 2.1 16.7 9–11

Nova SF-7 810 5.51 37.0 5.5 6.7 2–3

Nova 3ω focus 515 3.50 83.0 15.0 5.5 <1

15-cm SiO2 plate 830 5.65 9.5 5.4 1.8 <1

G4746

Figure 78.61
Fractures on the vacuum side of an OMEGA lens. Scale units in centimeter.

E4747

Figure 78.62
Clam-shell defect originating at the vacuum side (bulk view).

While this clam-shell morphology is one initiator of millime-
ter-sized fractures, it remains inconclusive whether it is the
only one. To further evaluate clam-shell damage, a sample was
cleaved, as depicted in Fig. 78.64, and the exposed clam-shell
cross section was analyzed by scanning electron microscopy
(SEM). SEM/EDAX (energy dispersive x-ray analysis) ele-
ment identification revealed the presence of carbon within the
fracture while reporting its absence outside the fractured area.
It is surmised that once a crack appears on the vacuum-side
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surface, oils from the machined surfaces of the spatial-filter
tubes or oils from the mechanical pumping system seep into the
crack over time. The combination of absorption by the trapped
fluid and physical–chemical assistance in crack-front propaga-
tion during subsequent exposure is surmised to form the ring
structure observed within the clam shell.

The cause of damage initiation to 1ω, fused-silica, spatial-
filter lenses remains undetermined. Possible causes include
(1) absorbing defects ablated from the tube wall or pinhole
material, (2) oils or contamination nucleated at specific defects
on the lens or coating, (3) oils absorbed into subsurface
fractures expanded by tensile surface forces, and (4) isolated
contamination remaining from coating application. Related

work for the National Ignition Facility (NIF5) laser found
(1) that the cause of 3ω damage was polishing-process defects
within 500 µm of the surface and (2) that removal of these
defects by etching improved the surface damage thresholds.6

LLE-based ion-etching experiments to improve surface dam-
age threshold are discussed later.

Sol-Gel Coating Degradation
OMEGA sol-gel coatings show a significant change in

reflectivity when exposed to a vacuum contaminated with oil
from mechanical pumps. A fiber-optic spectrometer is used to
measure the lens reflectivity in situ. While the instrument
provides only relative photometric measurements, the spec-
tral-curve shapes provide essential information on coating
performance. Spectra in Fig. 78.65 show an example for how
spectral response among the two sol-gel-coated surfaces of a
single lens is affected by exposure to oil. While the S1,
nonvacuum-side reflectivity curve is expected for a 1ω anti-
reflection coating, the spectral characteristics of the S2, vacuum-
side data show an increase in reflectivity at 1ω from 0.1% to
3.4%, owing to refractive-index changes resulting from
adsorbed organic material. Evaluation of the S2 sol-gel coating
by gas chromatography/mass spectrometry detected the pres-
ence of vacuum-pump oil and other organic contamination.
The effect of oil contamination on the film index on a fixed-
thickness sol-gel coating is modeled in Fig. 78.66. As the film
index varies from 1.23 to 1.44 (film thickness is constant),
reflectivity minima disappear into a flat line similar to the
experimental observation in Fig. 78.65. This coating problem
is seen on all OMEGA sol-gel-coated spatial-filter lenses that
are collectively pumped by a single mechanically pumped
vacuum system. Coatings are found to fail at different rates,
however, as a result of differing cleanliness conditions or

Figure 78.65
Reflectance data measured on a sol-gel-coated spatial-filter lens. The S2 (in)
surface is the vacuum interface; the S1 (out) surface resides in air.
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Figure 78.63
SEM vacuum surface view of a clam-shell defect on an OMEGA lens
(top view).

G4749

Top view (S2)

Side view

Cleave

Figure 78.64
Illustration of cleave sample orientation.
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Figure 78.66
A model of reflectance change as the film index is varied for a constant film
thickness. Film indices used are 1.44, 1.40, 1.35, 1.30, 1.23.

vacuum pressure levels within the spatial-filter tubes. Loss of
reflectivity on a mechanically pumped tube is suffered in about
six weeks or more. Hard-oxide dielectric coatings pumped
under similar vacuum conditions show no change in reflectivity
after exposure for similar periods.

The prototype beamline laser (PBL) assembled years ear-
lier was disassembled about the same time as this study. The
sol-gel-coated lenses in those tubes showed no coating degra-
dation due to contamination. The tubes were first pumped
mechanically and were then switched to a titanium sublimation
pump, which maintained a pressure of 1 × 10−5 mbar. No
record exists to indicate what method was used to clean the
tubes in this PBL. To gauge the effect of different pumping
methods on OMEGA, a freshly sol-gel-coated lens was placed
in a spatial-filter tube that was isolated from the OMEGA
mechanical pumping system. The tube was then connected to
a cleaner turbo-pumping system although the tube itself could
not be decontaminated in situ. A properly run turbo pump will
exhibit very little back streaming of high-molecular-weight
oils such as those used by a mechanical pump. Surprisingly, the
coating was contaminated after less than four days’ exposure to
this environment. It was surmised that the greater mean free
path in the lower pressure allowed faster transport of the oil
from the contaminated walls to the sol-gel coating. This rules
out the relatively simple solution of redesigning the pumping
system. Improvement of the oil-contaminated system could be
effected only by removing the tubes, then cleaning and baking
them, possibly in a vacuum along with all the associated

plumbing. This would produce an unacceptable lapse in the
OMEGA firing schedule.

A causal link between sol-gel contamination and lens dam-
age is suspected but has yet to be fully proven. Experiments to
investigate this link and solve this damage problem are ongo-
ing, and some results are reported in the next section. In
addition, several solutions to this sol-gel-coating degradation
problem are being examined to recover the light loss imposed
by each “bad” surface: (1) replace sol-gel coatings with hard-
oxide dielectric coatings (damage threshold is a key factor);
(2) improve the spatial-filter pumping system and clean the
spatial-filter tubes; and (3) add a “getter” material to adsorb the
contamination before it reaches the coating.

Experiments
Several experiments were started to investigate the cause of

damage to the vacuum surfaces of OMEGA spatial-filter
lenses. One experiment resulted from a LLNL report that the
damage threshold of fused silica at 3ω can be improved with
etching. Etching appeared to remove polishing-process de-
fects within a few hundred microns of the surface. Another
experiment was proposed to examine the cleanliness condi-
tions of the spatial-filter tubes and explore the probability that
ablated pinhole debris produce damage-initiation sites.

1. Ion-Etching Tests
Since LLE developed an ion-etch capability for manufac-

turing distributed phase plates, it was logical to set up a process
to ion etch the vacuum surface of spatial-filter lenses.7 An
experiment was designed to remove 3 µm of material from side
2 (vacuum side) of OMEGA stage-F-input, fused-silica, spa-
tial-filter lenses, and then coat and install the optics on OMEGA
to observe damage and coating failure. The following matrix
was established with five lenses to be processed for each type:

(a) ion etch and sol-gel coat,
(b) ion etch and hard-oxide coat,
(c) ion etch and no coating, and
(d) no etch and no coating.

The hard-oxide coating is a hafnia/silica, e-beam-evaporated,
antireflection coating.8

Once the optics are installed on OMEGA, observation over
a long period of time (possibly one year) is required as damage
onset times remain uncertain. The statistics of damage occur-
rence on these lenses in comparison to the damage statistics on
OMEGA over the last three years will be reviewed. The experi-
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Figure 78.67
Witness sample orientation within a spatial-filter tube.

ment will evaluate the effect of subsurface defects on the laser-
induced damage threshold (LIDT) and also the effect of ion
etching in modifying subsurface topography. These tests may
also provide a correlation between damage and type of coating.

Progress on this test has been hampered by the paucity of
spare optics to complete the matrix. In August 1998, type-(a)
optics were installed; as of March 1999, no damage has been
observed on these surfaces, and only one of the five sol-gel
coatings has enhanced vacuum-side (S2) reflectivity. Trans-
mittance loss was incurred within six weeks of installation.
Three of five type-(b) optics were installed—one in October
1998 and two in November 1998; to date no damage or coating
degradation has been observed. The remaining tests will be
completed in June 1999 and results reported in the future.

2. Spatial-Filter Witness Tests
To investigate the cleanliness conditions of spatial-filter

tubes, ten 2-in.-diam, sol-gel-coated, fused-silica samples
were installed in OMEGA’s stage-E spatial-filter tubes for
approximately two months. All samples were damage tested at
1053 nm with a 1-ns pulse before and after exposure to the
spatial-filter tube environment. Three beamlines had one sample
installed at the input lens location and one sample at the output
lens location, and a fourth beamline had two samples installed
at each location. The sample orientation within the spatial-
filter tube is illustrated in Fig. 78.67. By mounting the samples
in this manner, the top surface collects pinhole condensate,
while the bottom surface remains shielded.

The results revealed that the spatial-filter tube’s cleanliness
condition inflicts a stiff penalty, regardless of pinhole debris.
As seen in Table 78.IX, all samples showed a significant drop
in damage threshold after a two-months’ exposure to the

spatial-filter tube environment, and the top and bottom surface
threshold data are virtually indistinguishable. The reported
thresholds are 1-on-1 damage tests with a 1-mm2 beam size;
approximately 12 sites per sample were tested. Further SEM
analysis revealed no high-Z element presence on the post-
exposure surfaces, indicative of an absence of spatial-filter
pinhole emanations on the top witness surface. It is difficult to
predict the trajectory of ablated material, and further tests with
samples located at various orientations are required to identify
the path of ablated pinhole material that may contribute to lens
damage. There is evidence on some pinholes that the edges are
melted and craters have formed. While further experiments are
needed to confirm pinhole ablation as an initiator for vacuum
surface damage sites, the data confirm that oil contamination
does decrease the sol-gel-coating damage threshold.

Table 78.IX:  Witness sample damage threshold results before and after exposure to a spatial-filter tube environment.

Sample Orientation Before-Exposure  
Damage Threshold*

(J/cm2)

After-Exposure  
Damage Threshold*

(J/cm2)

Top surface average 20.7 11.9

standard deviation 4.9 2.5

Bottom surface average 22.1 11.3

standard deviation 3.9 3.1

*1-on-1 damage tests at 1054 nm with a 1-ns pulse and 1-mm2 beam size.

G4752
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Conclusion
Approximately 50% of OMEGA’s stage-C-input, C-output,

D-input, E-input, and F-input fused-silica, spatial-filter lenses
are damaged. LLE has implemented a plan to maintain the
quality of OMEGA optics that includes frequent inspections
and in-situ cleaning of optics by a skilled support group. Since
damaged optics are closely monitored and the one-half critical
flaw size is of the order of 10 mm in diameter, OMEGA lenses
are not likely to catastrophically fail before replacement oc-
curs. This allows for safe operation of the laser while the
damage problem is being brought under control. Owing to the
effectiveness of spatial filters in removing critical intensity
modulations, propagating bulk or surface damage to compo-
nents downstream of these damaged lenses has not been
observed. Damage always occurs on the lens’s vacuum surface
regardless of the beam propagation direction, and an unusual
clam-shell damage morphology has been observed. It is also
known that the sol-gel coating on the vacuum surface fails due
to organic contaminants, and this degradation is linked to a
drop in the tested laser-damage threshold. A link between sol-
gel contamination and lens damage is suspected but yet un-
proven. Experiments will continue to explore the role of
subsurface fractures in the generation of the clam-shell mor-
phology and to identify other absorbing defects on the vacuum
surface, possibly originating from pinhole closures, which
may be causing the damage.
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The National Ignition Facility (NIF) is currently under con-
struction at Lawrence Livermore National Laboratory (LLNL).
One of the primary missions of the NIF is to achieve fusion
ignition by means of inertial confinement fusion (ICF). Two
main approaches have been considered for achieving thermo-
nuclear yield in ICF. The first approach, known as indirect-
drive ICF,1 encloses a DT-fuel target inside a hohlraum. The
laser beams are incident on the hohlraum’s wall where the laser
light is converted to x rays. These x rays then implode the
target, leading to the ion temperature and ρR product necessary
to achieve ignition. The second approach, known as direct-
drive ICF, dispenses with the hohlraum and directly illumi-
nates the laser light onto the target.

Direct drive offers a number of advantages2 over indirect
drive: (1) direct-drive designs have potentially higher gains
than indirect drive; (2) direct-drive plasma coronas are not as
susceptible to laser–plasma instabilities (LPI’s) as indirect
drive; (3) direct-drive targets are inherently less complex than
indirect-drive hohlraum targets. Direct drive also has some
potential disadvantages, especially the severe requirements on
laser-beam uniformity.

Most of the U.S. research effort has centered on the indirect-
drive approach, which is reflected in the decision to commence
operations on the NIF in the indirect-drive configuration. NIF,
however, is not to preclude direct drive, and it is currently
expected that the NIF will be reconfigured for direct-drive
operations commencing in 2009. Before the conversion to
direct-drive operations, a number of modifications must be
made to the NIF. First, to provide a uniform illumination of the
direct-drive target, half the final optics assemblies (FOA’s)
must be relocated from the poles to the waist of the target
chamber; second, direct-drive uniformity enhancements (2-D
SSD3 and polarization smoothing) must be added to all
beamlines; and third, the cryogenic-handling system must be
capable of “cradle-to-grave” operations.

This article describes the direct-drive ignition target de-
signs developed at the University of Rochester’s Laboratory

Direct-Drive Target Designs for the National Ignition Facility

for Laser Energetics (LLE). The following three sections will
(1) outline the current direct-drive designs under investigation
at LLE and NRL; (2) present a sensitivity study of the “all-DT”
design; and (3) review the current laser and target specifica-
tions required to achieve a successful direct-drive ignition
campaign on the NIF.

Direct-Drive Target Design Overview
Many common areas of physics exist between direct- and

indirect-drive capsule designs. Both target designs require
high compression of the DT fuel with a central high-tempera-
ture (>5-keV) ignition region. A typical implosion involves
the deposition of energy (laser light in direct drive, x rays in
indirect drive) on the target surface, which rapidly heats up and
expands. As this ablator expands outward, the remainder of the
shell is driven inward by the rocket effect compressing the fuel
to the necessary density. The implosion can be tailored to give
a number of assembled fuel configurations, such as isobaric
with a uniform temperature and density in the fuel or isochoric
with a high-temperature hot spot surrounding a low-tempera-
ture main fuel layer. The most energy efficient1 configuration
is isobaric with a central high-temperature hot spot surround-
ing a low-temperature main fuel layer. The central hot spot
initiates the fusion reaction, which leads to a burn wave
propagating into the main fuel layer; thus, for robust high-gain
designs, it is vitally important to assemble the high-tempera-
ture hot spot and cold, dense main fuel layer accurately. For
direct-drive target designs two main effects can prevent the
correct assembly of the fuel: (1) preheat of the fuel and
(2) hydrodynamic instabilities of the imploding shell.

Preheat of the DT fuel will increase the pressure of the fuel
and thus make the target harder to compress. Preheat can arise
from fast electrons, radiation, and the passage of shocks. The
amount of preheat can be quantified in terms of the adiabat α
of the implosion. The adiabat is defined as the ratio of the fuel’s
specific energy to the Fermi-degenerate specific energy. It can
be shown that the gain G of the target scales as α−3/5. Fast
electrons generated by laser–plasma processes (such as SBS,
SRS, and two-plasmon decay) in the plasma corona can couple
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into the fuel. These plasma processes occur when the intensity
of the laser exceeds certain thresholds; thus, the control of fast-
electron production constrains the maximum intensity of the
design pulse. Radiative preheat and the passage of shocks are
controlled by the target material and the shape of the laser
pulse, respectively.

Hydrodynamic instabilities, such as the Rayleigh–Taylor
instability (RTI), can seriously degrade the implosion by
breaking the spherical symmetry of the implosion. The RTI
occurs twice during the implosion: at the outer ablation surface
as the shell accelerates inward and at the hot spot–main fuel
layer interface as the capsule decelerates at the end of the
implosion. Considerable theoretical,4 numerical,5 and experi-
mental6 work has demonstrated that the RT growth rate at the
ablation surface is reduced from the classical value by ablative
stabilization. From design simulations the ablation velocity va
has been shown to scale as α−3/5. Another important parameter
for stability considerations is the in-flight aspect ratio (IFAR).
This is the ratio of the shell radius R to its thickness ∆R as the
shell implodes. Higher IFAR implosions are more susceptible
to hydrodynamic instabilities. Simulations have shown that the
IFAR depends primarily on the square of the implosion veloc-
ity v2

imp and the adiabat (α−3/5).

Control of the isentrope of the implosion is thus important
for overall target gain (G ~ α−3/5) and target stability. Indirect-
drive designs are believed to be sufficiently stable to hydrody-
namic instabilities that they can operate very near the
Fermi-degenerate limit (α = 1). Direct-drive designs require
the implosion to operate at a higher isentrope. LLE and NRL
are currently investigating three designs (see Fig. 79.1) that use
various combinations of shock and radiative heating to control
the isentrope.

Figure 79.1
Schematic of the direct-drive target de-
signs. (a) The all-DT target design, which
relies on shock heating to select the
adiabat. (b) The foam ablator design,
which relies on shock heating to select
the adiabat separately for the ablator and
the fuel. (c) The radiative design, which
relies on radiative absorption to select the
adiabat for the ablator.

The first design [Fig. 79.1(a)] employs a solid (cryogenic)
DT-shell target with a thin polymer ablator (required to fabri-
cate the cryogenic shell) surrounding the DT-ice shell.7 For
this design the DT acts as both the fuel and the ablator. This
design uses shock preheat to control the isentrope of the
ablation surface and the fuel.

The second design [Fig. 79.1(b)] employs a low-density
foam surrounding a clean cryogenic DT layer (a thin barrier
layer separates the foam layer from the DT). The foam layer
acts as the ablator. This design uses shock preheat to control the
isentrope, but it offers the flexibility of placing the ablation
surface and main fuel layer on different isentropes.

The third design [Fig. 79.1(c)] places a high-Z coating over
a DT wicked foam ablator, which encases a pure-DT ice layer.2

This design uses mainly radiative preheat. By carefully select-
ing the radiative properties of the high-Z ablator, it is possible
to preferentially heat the carbon in the foam, boosting the
isentrope of the ablation surface, while leaving the fuel on a
lower isentrope.

Although the “all-DT” design has the disadvantage that the
fuel and ablator are on the same adiabat, it has a number of
significant advantages. First, the target is very simple, with no
classically unstable RTI interfaces. Second, DT has a very high
ablation velocity, which reduces the RTI at the ablation sur-
face. Third, a DT ablator potentially gives higher hydrody-
namic efficiencies, thus maximizing the achievable gain.
Because of these considerations, a scaled version of this target
design has been selected for experimental investigation on the
OMEGA laser and is used as the base-line design for establish-
ing the detailed specifications for the NIF. The next section
presents a more-detailed review of the all-DT design.
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The Baseline All-DT Target Design
Figure 79.2 shows the gain curves constructed by LLE

during the design phase of the NIF7 for laser energies from 1
to 2 MJ and for implosions on isentropes from α = 1 to 4.
Variation in the isentrope was achieved by varying the incident
laser pulse shape. Based on the results of current OMEGA
experiments and theoretical calculations of these NIF designs,
we have selected the 1.5-MJ, α = 3 continuous-pulse design to
be the baseline design for further study. Figure 79.3(a) shows
the target specification; Fig. 79.3(b) shows the pulse shape for
this design. This pulse shape consists of two distinct temporal
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Figure 79.2
The gain curves constructed at LLE for various isentropes and incident laser
energies. The dashed line corresponds to the NIF baseline 1.5-MJ energy.
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Figure 79.3
The baseline, α = 3, “all-DT,” 1.5-MJ target design. (a) The
target specification and (b) the pulse shape.

regions: the foot and the main drive. The DT-ice thickness and
adiabat of the implosion determine the length and duration of
the foot. In this design, the foot is 4.25 ns long at a power of
10 TW. This region launches a 10-Mbar shock through the
DT ice. At the time of shock breakout at the rear surface of the
DT ice, the pulse ramps up to the drive region, which lasts for
2.5 ns at a power of 450 TW. This rapid rise in intensity
generates pressures of approximately 80 Mbar and thus accel-
erates the DT ice inward. Different adiabats can be achieved
by varying the length and intensity of the foot and carefully
shaping the rise to the drive pulse. For example, an α = 2
design has a longer, lower-intensity foot and a gentler-rising
transition region.

The α = 3 design is predicted, by 1-D calculations, to have
a gain of 45, a neutron-averaged ion temperature of 30 keV,
and a neutron-averaged ρR = 900 mg/cm2. The peak IFAR of
this design is 60, and the hot-spot convergence ratio is 29.
The conditions near peak compression (t = 10.4 ns) are shown
in Fig. 79.4.

These direct-drive designs have two distinct shocks: the
first is launched at the start of the pulse; the second is generated
during the rise to the main drive intensity. Figure 79.5 is a
contour map of the radial logarithmic derivative of the pressure
[d(lnP)/dr] as a function of Lagrangian coordinate and time.
The darker, more-intense regions represent a larger gradient in
pressure and thus capture the position of the shocks. The timing
between these two shocks determines the gain of the target
design. When the first shock breaks out of the DT-ice layer (at
5.8 ns), a rarefaction wave expands outward from the rear
surface of the DT ice. If the second shock arrives too late, the
shock travels through a decreasing density gradient, which



DIRECT-DRIVE TARGET DESIGNS FOR THE NATIONAL IGNITION FACILITY

124 LLE Review, Volume 79

increases the shock strength. This puts the main fuel layer onto
a higher adiabat and thus reduces the gain. Conversely if the
second shock arrives too early, the hot spot produces the burn
wave before the main fuel layer has reached peak density and
thus reduces the overall target gain. An error in shock timing
can arise from the following:

1. Inadequate Control of the Laser Pulse Shape
The α = 3 laser pulse shape is essentially defined by eight

temporal points as shown in Fig. 79.6. To establish the sensi-
tivity of the target design to variations in pulse shape we
performed a series of 1-D calculations. These calculations
involved varying the power and temporal position of each
point (while holding the other points fixed). By adjusting the
last point of the laser pulse we ensured that the overall energy
in the pulse remained constant at 1.5 MJ. If a temporal point
was adjusted to be in front of another point, that point was
removed from the pulse. Figure 79.6 shows the contours of
gain generated by moving five of the points. Note that as the
first point moves earlier in time (thus lengthening the foot
region), the power must drop to preserve target gain; however,
reduced foot intensity leads to a weaker shock formation, thus
reducing the adiabat of the target and leading to a more
unstable implosion. We can see that target performance is
sensitive to the foot and transition regions of the laser pulse, but
is relatively insensitive to the details of the high-power region.
Figure 79.7(a) shows the target gain as a function of a change
in the foot power. Figure 79.7(b) shows the target gain as a
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Figure 79.6
The α = 3 pulse shape with overlaid contours of gain. The circles correspond
to the temporal points used to define the pulse shape. The contours correspond
to the gain that would be achieved if the temporal point was moved to that
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function of the length of the foot region. From these curves it
has been established that the pulse power in the foot region
must be controlled and measured to ±3%, and that the pulse
duration is controlled and measured to ±50 ps. These curves
suggest a possible “tuning” strategy for the NIF. By varying the
length of the foot (and holding the other portion of the pulse
constant) we can scan through the optimal gain region and
adjust for uncertainties in the shock transit through the DT ice.

2. Uncertainties in the Target’s Equation of State (EOS)
1-D simulations with SESAME tables, analytic Thomas-

Fermi, and Livermore DT-ice tables have been performed to
address the uncertainties in EOS. Using the tuning strategy of
foot-length and intensity variations, we can optimize the gain
for different EOS models. For example, the optimal gain for
targets modeled using the analytic Thomas-Fermi EOS re-
quired a 600-ps reduction in foot length from the SESAME

case. Although we have established that the designs can be
retuned to these EOS models, experimental measurements of
the EOS of D2 ice, D2 wicked foam, and high-Z-doped plastics
are required to accurately model the target.

3. Uncertainties in Target Thickness
A series of 1-D simulations have been performed to estab-

lish the required control of the DT-ice thickness (which is
controlled by the DT-gas-fill pressure). Specifying the control
of the ice thickness determines the control and measurement of
the fill pressure during ice layering. Figure 79.8 shows the gain
as a function of ice-layer thickness (holding the outer radius of
the shell fixed). A variation of ±5 µm in a total ice thickness of
340 µm leads to a 2% reduction in gain. This corresponds to a
control of the DT-fill pressure of ~20 atm out of a total fill
pressure of 1020 atm (at room temperature).

Figure 79.7
The target gain as a function of the change in (a) the foot
power and (b) the foot duration from the nominal 10-TW,
4.25-ns parameters.

Figure 79.8
The target gain as a function of the change in the ice-layer thickness.
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The need to control the hot-electron fraction is similar to the
indirect-drive requirements, namely that less than 0.1% of the
laser energy is deposited in the DT fuel via hot electrons. Since
the laser is more closely coupled to the target in direct drive,
however, the transport of hot electrons to the target is more
efficient, and the targets are therefore more sensitive to hot
electrons than in indirect drive. 1-D simulations were per-
formed with various percentages of laser energy dumped at the
critical surface into an 80-keV hot-electron tail. These hot
electrons were transported through the target where approxi-
mately 4% of the energy absorbed into fast electrons was
deposited in the DT-ice fuel layer. Figure 79.9 shows the effect
of between 1% and 3% laser energy absorbed into fast elec-
trons on the gain. A 30% reduction in gain occurred when 1%
of the incident laser energy was absorbed into fast electrons.
The hot electrons are produced by laser–plasma instabilities
(LPI’s), such as SRS, SBS, and two-plasmon decay.
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The effect of varying the fraction of energy dumped into an 80-keV hot-
electron tail on the target gain.

Figure 79.10(a) shows the threshold intensities for SRS and
SBS; Fig. 79.10(b) shows the total NIF intensity at the quarter-
and tenth-critical surfaces. At each time the minimum thresh-
old in the corona is calculated based on simulations of the
α = 3 density and velocity profiles. For SRS the threshold is
seen to be well above the total NIF intensity at tenth-critical;
this is the most relevant density since the minimum thresholds
tend to occur far out in the corona where scale lengths are long
and densities are low. The single-cluster NIF intensity would
be lower by a factor of about 12. For SBS the total intensity is

well above threshold after about 6 ns, while the single-cluster
intensity is comparable to the threshold. Further study is
required to determine how many clusters are likely to partici-
pate in driving SBS. SBS has a low threshold at this time
because the NIF pulse is rapidly increasing in intensity, pro-
ducing a local velocity minimum in the density profile and a
correspondingly long velocity scale length. These thresholds
are calculated on the basis of inhomogeneity scale lengths; the
density scale length is the determining factor for SRS and the
velocity scale length for SBS. Damping has little effect on the
minimum thresholds; the damping contribution depends on the
product of the electromagnetic wave damping (mostly colli-
sional, small at low densities) and the electrostatic wave
damping (mostly Landau). The Landau damping becomes
large for electron-plasma waves (SRS) at low densities and for
ion-acoustic waves (SBS) when Ti approaches Te. The mini-
mum threshold for both instabilities tends to occur at low
densities where the small damping of the electromagnetic
wave makes the contribution to the threshold negligible. Large
Landau damping of the electrostatic waves may, however,
substantially reduce growth rates even if the instability is
above threshold.

A high level of illumination uniformity is required to
achieve ignition. Both direct- and indirect-drive designs re-
quire that the targets be driven by pressure nonuniformity
levels of less than 1% rms. The angular variation in the
intensity distribution on the target is routinely described in
terms of spherical-harmonic modes. An l-mode is related to
the target radius R and the nonuniformity wavelength λ through
l = 2πR/λ. The mode spectrum is normally divided into two
regions: a low l-mode region (l < 20) and a high l-mode region
(20 < l < 500). Indirect drive benefits from the conversion of
the laser light to x rays. Essentially all modes above l =10 are
eliminated by x-ray conversion. In direct drive the laser beam
alone must achieve the desired level of uniformity; thus, direct
drive places much tighter tolerances on the single-beam uni-
formity and beam-to-beam balance than indirect drive.

Low l-mode (long-wavelength) perturbations are seeded
by beam-to-beam variations arising from (1) the mispointing
or misfocusing of the laser beams, (2) a lack of energy and
power balance, or (3) mispositioning of the target. Such modes
grow secularly during the implosion. A simple argument is
used to calculate the maximum tolerable variation in the low
l-mode spectrum. Since these modes grow secularly, the final
distortion δrf of the compressed fuel at average radius rf is
given by δrf = ∆at2, where ∆a is the acceleration nonuniformity
and t is the implosion time. For a shell initially at radius r0 the
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Figure 79.10
(a) The SBS (solid line) and SRS (dashed line)
thresholds calculated from the density and velocity
profiles as a function of time for the baseline target
design. (b) The combined, overlapped beam inten-
sity at the quarter- (dashed line) and tenth-critical
(solid line) surfaces as a function of time.

distortion of the shell is given by δr r a a r rf f f= −( )∆ 0 1 .
Numerical calculations using the 2-D hydrocode ORCHID
suggest that final core distortions of 50% can be tolerated; thus,
for a convergence ratio of 25 (which is typical for direct-drive
targets), a peak-to-valley acceleration nonuniformity of 2%
can be tolerated. The laser nonuniformity in the low l-mode
region must be maintained below 1% rms.

The high l-mode (short-wavelength) region is seeded by the
structure within the individual laser beam. These modes excite
the Rayleigh–Taylor instability, which causes the modes to
grow much more rapidly than in the low l-mode region. Note
that extremely high mode numbers are not important since they
are ablatively stabilized, rapidly saturate, and do not feed
through to the hot-spot region.

The effect of the growth of the hydrodynamic instabilities
has been examined by two techniques: The first technique uses
detailed 2-D ORCHID simulations to directly determine the
effects of perturbation on target performance. This technique
is computationally intensive and does not give the correct 3-D
multimode saturation of the RT instability. The second tech-
nique uses a postprocessor to the 1-D simulations. This post-
processor uses a self-consistent model8 to study the evolution
of perturbations at the ablation front and the back surface of an
accelerated spherical shell. The model includes the ablative
Richtmyer–Meshkov (RM),9 RT, and Bell–Plesset (BP) insta-
bilities; 3-D Haan saturation10 is included. The model consists
of two differential equations (describing the ablation- and
inner-surface perturbations) obtained by solving the linearized
conservation equations in the DT gas, the shell, and the blowoff
plasma regions. The overdense–ablated plasma interface is
approximated as a surface of discontinuity.11

Direct-drive target designs must tolerate four sources of
nonuniformity to ignite and burn: (1) inner-DT-ice roughness,
(2) outside CH capsule finish, (3) drive asymmetry, and
(4) laser imprinting. Multidimensional simulations of the de-
celeration phase have shown that our design will ignite when
the inner-surface nonuniformity is less than 1.5 µm at the start
of the deceleration phase. By performing an extensive series
of calculations with various levels of nonuniformity, it is
possible to establish the requirements for the four seed terms.

The hardest seed term to establish is that for laser imprint.
A series of planar 2-D simulations have been performed using
ORCHID. These simulations determined the imprint effi-
ciency for single modes of irradiation nonuniformity. The
effect of 2-D SSD was included using the approximation

σ rms ~ ,t tc

where

t kc = ( )[ ]−∆ ∆ν sin 2 1

is the coherence time, ∆ν is the bandwidth, k is the wave
number of the spatial-intensity nonuniformity, and ∆ is the
speckle size. For example, using a phase-plate nonuniformity
spectrum with 1 THz of bandwidth, the laser will imprint a
surface nonuniformity equal to σrms = 360 Å (in modes l
< 1000) at the start of the acceleration phase. The additional
sources of nonuniformity are then added to that from the laser.
For example, Fig. 79.11 shows the mode spectrum of the
ablation surface at the start of the acceleration phase for the
case of a 1-THz-bandwidth, perfectly uniform outer shell and
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an additional σrms = 1300-Å perturbation, which has accumu-
lated from the feed-out of 0.5-µm rms from the inner DT-ice
layer. Figure 79.11 also shows the mode spectrum of the
ablation surface at peak shell velocity, which defines the end of
the acceleration phase. The sum of the amplitude of the
individual modes gives the total mix width of the ablation-
surface instability. Figure 79.12 shows the mix width and the
shell thickness as a function of time. In this example we can
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Figure 79.11
The mode spectrum of the outer ablation surface at (a) the start of the
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Figure 79.12
The (a) ablation-surface amplitude and (b) the shell thickness as a function
of time up to the end of the acceleration phase for the baseline, α = 3,
all-DT target design with 1-THz, 2-D SSD and 0.5-µm initial inner surface,
DT-ice finish.

clearly see that the shell is larger than this mix width, so we
conclude that the α = 3 design will survive the acceleration
phase when we have 1 THz of bandwidth and 0.5-µm rms of
inner DT-ice roughness. At the end of the deceleration phase
the total nonuniformity on the inner surface is 1.3 µm, so we
would expect this design to ignite.

Figure 79.13 shows the combined effect of different laser-
uniformity levels and inner-ice-surface roughness for two
different outer-surface finishes on the perturbation amplitude

Figure 79.13
The combined effect of laser uniformity and inner DT-ice surface roughness
(for modes greater than 10) on the rms inner-surface amplitude at the end of
the acceleration phase for (a) 0-Å outer-surface finish and (b) 840-Å outer-
surface roughness.
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of the inner surface at the time of deceleration. For example,
0.5 THz of bandwidth is equivalent (from ORCHID simula-
tions) to 520 Å of initial outer-surface perturbation. This is
combined with 0.5 µm of inner-surface roughness and with a
perfect outer-surface finish [Fig. 13(a)]. The resultant ampli-
tude at deceleration is 1.35 µm. When there is 840 Å
[Fig. 13(b)] of outer-surface roughness, the amplitude of the
inner surface at deceleration rises to 1.45 µm. These final
amplitudes are very close to the maximum tolerable, so we
conclude for safety that for a successful ignition campaign
using direct drive we will need 1 THz of bandwidth, < 0.25 µm
of DT-ice nonuniformity in mode l > 10, and < 800 Å of outer-
surface perturbation.

Conclusions
Based on the calculations described in the previous section

we have established specifications required on the NIF to
ensure a successful direct-drive ignition campaign. Table 79.I
summarizes these requirements. It should be noted that inde-
pendent calculations by Weber,12 using the 2-D LASNEX
code, confirm our calculations that the α = 3 continuous-pulse
design will survive the acceleration phase and should
achieve ignition.
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Table 79.I: Summary of the specifications for our current modeling
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The effect of hydrodynamic instabilities on the performance of
inertial confinement fusion (ICF) experiments is well known.
Hydrodynamic instabilities affect ICF capsules during the
initial acceleration and final deceleration phases of the implo-
sion. Nonuniformities in the applied drive coupled with imper-
fections at the target surface seed Rayleigh–Taylor (RT) unstable
growth at the ablation front. In addition, the shock wave
reflecting off a perturbed inner ice surface returns to the
ablation region and also seeds the instability (feed-out). These
perturbations grow since low-density, ablated material accel-
erates the unablated, dense shell. Further growth of these
perturbations eventually feeds through the shell and couples
with existing perturbations on the inner ice surface. Together
these seed RT growth at the ice–gas interface when the ice layer
begins to decelerate around the spark plug region near the
target’s center. As the RT instabilities grow, the cold, dense fuel
is mixed into the hot core leading to cooling of the core and
reduced target performance.

The success of the ICF program depends on targets de-
signed to limit the amount of RT growth to an acceptable value
or whose performance is insensitive to the presence of such
perturbations. A good understanding of all nonuniformity
sources in the implosion is required to design such targets.
Nonuniformity sources include the laser or holhraum drive, the
coupling of this energy to the target (imprint), and the initial
surface finish of both the outer ablator surface and the inner DT
ice. To date, significant progress has been made in understand-
ing the role of the first three nonuniformity sources. Character-
ization of the inner ice surface, however, remains a serious
challenge. The ability to accurately characterize this surface is
especially critical in light of recent work by Betti1 in which the
feed-out contribution to the ablation region has been shown to
be a major factor in overall RT growth during an implosion.

Overview
Cryogenic targets imploded with OMEGA will consist of

polymer capsules several micrometers thick with diameters
ranging from 900 to 1100 µm. These capsules will be filled
with condensed D2 or DT fuel up to 100 µm thick. Historically,

Numerical Investigation of Characterization of Thick
Cryogenic-Fuel Layers Using Convergent Beam Interferometry

the fuel content and fuel-layer uniformity of cryogenic targets
at LLE have been interferometrically characterized using plane-
wave illumination.2–7 A capsule with a thick cryogenic layer
condensed on its interior behaves as a strong negative lens,
which has several adverse effects on an interferogram created
with plane-wave illumination. Computer simulations of typi-
cal interferograms are shown in Fig. 79.14. The highly diver-
gent and spherically aberrated wavefront created by the target
cannot be effectively collected and imaged by optics with
convenient numerical apertures (<0.2), resulting in loss of
information near the perimeter of the target’s image. Addition-
ally, interfering this highly curved wavefront with a planar
reference wavefront results in an interferogram with a fringe
spatial frequency that increases radially to very high values
near the perimeter of the target’s image. The phase sensitivity

T1083

Concentric 5% nonconcentricity
(a) (b)

Figure 79.14
Computer-generated interferograms of a 1120-µm-diam, 10-µm-thick cap-
sule that contains 100 µm of condensed fuel. These interferograms were
created assuming that both the object and reference beams consisted of planar
wavefronts with a 514-nm wavelength, and that f/6 optics were used to image
the target. All of the surfaces in (a) were perfectly concentric with one
another, whereas (b) displays a 5% fuel nonconcentricity, i.e., the center of
the spherical inner surface of the condensed fuel layer has been displaced to
the right in the figure by 5% of its total thickness. Obviously, a 5%
nonconcentricity can be easily detected, but higher-order nonuniformities are
much more difficult to detect due to the very high fringe frequency. In
addition, information regarding the state of the fuel near the perimeter of the
target’s image has been lost due to refraction of the object beam outside of the
imaging optics’ finite collection aperture.



NUMERICAL INVESTIGATION OF CHARACTERIZATION OF THICK CRYOGENIC-FUEL LAYERS

132 LLE Review, Volume 79

is reduced dramatically when the fringe frequency approaches
the Nyquist limit of the detector. As the fringe frequency nears
the frequency of pixels in the CCD array, aliasing occurs and
the fringes become unresolved.

These limitations can be compensated for by focusing the
object beam of a Mach–Zehnder interferometer near the rear
focal point of the filled target, causing a nearly collimated
beam to emerge. A complete description of this interferometer
has been published elsewhere.8 The optical system used to
create an interferogram of a cryogenic target with convergent-
beam illumination is shown in Fig. 79.15.

f3

{ CCD array

Beamsplitter

L1 L2
L3 L4

T1114

ftgt

f2f1

f4

Figure 79.15
Schematic of the optical system used to create an interferogram of a cryogenic
target with convergent-beam illumination. The optics that control the point of
focus of the convergent beam and those that image the target are shown. The
dashed line denotes the collimated reference beam.

Phase sensitivities of the order of a few hundredths of a
wave can be achieved by phase-shifting techniques.9–11 This
involves sequentially acquiring multiple interferograms, each
with a unique phase offset caused by introducing a slight path-
length change in one of the interferometer’s arms. The phase of
each point in the interferogram is then obtained, modulo 2π, by
performing simple mathematical operations on the set of
interferograms. One advantage of phase-shifting methods is
that the phase resolution depends primarily on the dynamic
range of the CCD array and the contrast of the interferogram,
not the number of pixels per fringe.

Methodology
Characterizing a nonuniform cryogenic-fuel layer by inter-

preting the phase of a wavefront perturbed by passing through
it is, unfortunately, not straightforward. Evident in Fig. 79.16,
the majority of rays traveling through the target have probed
two independent ice surfaces on opposite sides of the target.

Unique measurement of a perturbation on either surface is impos-
sible without collecting an enormous number of interferograms.

The method we propose is very similar to the technique
implemented by Wallace12 to characterize surface perturba-
tions on the outside of ICF capsules. Data is first collected
using atomic force microscopy (AFM) along great circles on
the target surface. This information is Fourier-analyzed to
produce an average one-dimensional (1-D) power spectrum.
The 1-D Fourier power spectrum is then mapped into the two-
dimensional (2-D) spherical-harmonic spectrum by using an
Abel transformation derived by Pollaine.13 Pollaine showed
that a 1-D Fourier power spectrum, representative of the entire
surface, could be transformed into the corresponding 2-D
power spectrum using

P l
l

P l n n2 D− −( ) = +( )∫
d

d
dD1

2 2 .

MacEachern14 showed that a representative 1-D power
spectrum could be obtained by averaging nine independent,
experimental 1-D power spectra together. These nine traces are

TC5108

Figure 79.16
Ray trace of an f/5 laser through an OMEGA cryogenic capsule. The method
uses rays very near the perimeter of the target similar to the dashed rays in the
figure. Such rays probe two points on the inner surface, which, when
averaged, represent two of the scans used in the outer-surface-measurement
technique described in the text.
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arranged in groups of three and are taken along great circles
that lie on the three orthogonal planes that intersect the target’s
center. Each set of three traces samples an approximately
40-µm-wide swath on the target’s surface. The geometry used
in this data-acquisition method is shown in Fig. 79.17 with the
three traces within a set labeled A, B, and C.

TC5109

40   m

A
B C

µ

Figure 79.17
Geometry of data-acquisition traces used in the surface-characterization
method. Each of the three sets of traces lies along an orthogonal direction on
the sphere. The width between outer traces is approximately 40 µm.

Reexamining Fig. 79.16, it can be seen that there is a subset
of rays, traveling very near the equator of the target, where a
small cord (~40 µm long) probes two points of the inner ice
surface. Such a ray is shown dashed in Fig. 79.16. The per-
turbed optical-path difference (OPD) along this path repre-
sents an average at the two positions. Collecting all of these
rays from the overall phase map yields a great circle of data,
coming out of the paper, sampling the inner ice surface near
the equator at this orientation. This is essentially the same as
averaging traces A and C in the method described above and
shown in Fig. 79.17. The target is rotated and data is collected
along several great circles. This data is analyzed using the
process described above for characterizing an outer-surface
perturbation spectrum.

Implementation
To implement the characterization method described above,

the phase of the wavefront passing through the cryogenic target
must be acquired by interferometrically measuring the OPD
between it and a planar reference wavefront. Eventually, when
the cryogenic filling station at LLE is in operation, this infor-
mation will be provided by measuring real ICF capsules. Initial
analysis, however, has been done using synthetic OPD maps
produced using the ray-trace simulation code Rings. Rings,

which was written by Craxton15 to simulate three-dimensional
(3-D) planar interferometric probes, was modified to provide
for a convergent f/5 probe at 670 nm. The capsule used in our
analysis is equivalent to that of a cryogenic target designed to
be used in initial experiments on OMEGA. The capsule con-
sists of a thick shell of DT ice (100 µm) surrounded by a single,
thin layer of plastic (1 to 5 µm). Fully independent perturba-
tions can be applied to any or all interfaces within the target.
Originally, these perturbations were limited to simple geomet-
ric terms of the order of less than 4. Routines have since been
added that allow perturbations to be imposed based on their
complete spherical-harmonic spectrum. Normalization rou-
tines control the total applied ice-surface roughness (rms) and
spectral dependency of the modal pattern. Multiple, indepen-
dent great circles can be simulated by aligning the probe axis
with respect to selected points on the target.

Rings determines the intersection of a ray at every physical
interface within the target to within 1 Å. Once the intersections
are determined, the total optical path is calculated for the transit
through the preceding layer. Snell’s Law is then applied to pro-
duce the proper change in direction cosines for transit into the
next layer. Rings traces many rays through the target and into
a collection optic. The resulting phase map is then projected
back to an image plane located at the center of the target, which
is conjugate to the detector plane in the actual interferometer.

The OPD map must first be analyzed to identify a radius
that corresponds to the inner ice surface. As can be seen in
Fig. 79.16, this information is near the very edge of the map.
Rays that intersect the target at steeper angles are refracted
outside of the collection aperture of the interferometer’s f/5
imaging system. Once identified, this information is not nec-
essarily uniformly spaced along a circle; it must then be
interpolated to a great circle of 2n evenly spaced points to be
analyzed by standard FFT routines. Many interpolation
schemes were tested. A solution was found that imports the
data into the commercially available graphics package
Tecplot.16 Tecplot runs on Pentium PC’s and has extensive
capabilities to interpolate data to a variety of physical grids,
including evenly spaced circles. The interpolated data is then
Fourier-analyzed to recover a 1-D power spectrum. The over-
all procedure to analyze a given OPD takes only a few minutes
per view. It is anticipated that an averaged 1-D power spec-
trum, evaluating six views (as shown in Fig. 79.18), could be
obtained in less than one-half hour. The final step—transform-
ing the averaged 1-D power spectrum into the 2-D spectrum—
is accomplished using a Fortran program and requires only a
few minutes of computer time.
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Numerical Results
The first test of the method described above was to perturb

the inner ice layer with pure sinusoidal modes to determine
whether the FFT of the great circle of the synthetic OPD would
return the applied value. Such a test does not require the Abel
transformation. Initially, only single sinusoidal modes (m = 20,
40, and 80) were modeled. The results, shown in Fig. 79.19,
demonstrate that the method is able to reproduce the applied
perturbation quite well. The next step was to perturb the target
with a whole spectrum of sinusoidal modes given by

R R a m m b m1 0 0
1 1 2= + + ( )[ ]{ }−∑ . cos ,ϕ π

where a0 = 0.739 µm and b(m) is a random number used to
distribute random phase among the modes. The result of these
tests, shown in Fig. 79.20, indicate that the method is able to
recover the applied sinusoidal spectrum very well.

Building on these results, tests were constructed that would
more closely match what one would expect in nature. The
pertinent values that are required for numerical simulation of
ICF capsules are the total rms and the modal dependency of the
overall spherical-harmonic spectrum. As such, several ex-

TC5110
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Figure 79.18
Schematic indicating the data-acquisition procedure. The probe laser is
incident on the target at an angle of 17.72° below the equator. After collecting
data for the position, the target is rotated on-axis 30° and scanned again. The
procedure is repeated until six scans are completed.

Figure 79.19
Mode amplitudes of OPD determined through ray trace of targets with inner-
ice surface perturbed with an individual sinusoidal mode. The amplitudes of
the applied perturbations were chosen to scale as 2000/m nm.

Figure 79.20
Mode amplitudes of OPD determined through ray trace of targets with inner-
ice surface perturbed with a spectrum of sinusoidal modes between mode m
= 10 and m = 50. The solid curve represents the exact modal spectrum that was
applied to the surface.
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ized to return the desired surface rms. The spectral amplitudes
were modified in the high-frequency range by applying a
Blackman filter17 to avoid Gibb’s phenomenon behavior in the
numerical reconstruction of the applied spectrum.

An important point to these calculations is the determina-
tion of a cutoff frequency above which any additional modes
make little contribution to the overall perturbation at stagna-
tion and, as such, need not be resolved. This cutoff is generally
taken to be near mode 50. This cutoff comes from stability
arguments of target designs that assume monotonically de-
creasing perturbation spectra of the order of l−β at the begin-
ning of the deceleration phase of the implosion. For β = 1.5, the
relative mode amplitudes at about mode 40 and beyond are one
to several orders of magnitude lower than the amplitudes of
mode numbers below 10. When Haan saturation effects18 are
considered, however, it can be shown that such a cutoff is
applicable for perturbation spectra that are even flat (β = 0) at
the onset of deceleration (see Appendix A). Therefore, our
analysis, while examining targets with perturbations using
modes 2 to 192, resolves only the modal region of the ice
roughness between modes 2 and 50.

Similar to the above sinusoidal perturbation tests, our first
test with spherical harmonics was to perform an analytical

Figure 79.22
Comparison of several ray-trace evaluations of an OMEGA cryogenic cap-
sule with a spherically perturbed inner ice surface. The thick solid curve
represents the exact modal spectrum applied to the inner surface. The other
curves are obtained by averaging a set (six numerical ray traces) of 1-D power
spectra of perturbed OPD and then transforming that average into the 2-D
power spectrum. Each curve represents the resulting modal amplitudes
obtained at a separate orientation on the target. These orientations are given
in Table 79.II.

Figure 79.21
Evaluation of an analytical representation of a spherically perturbed inner ice
surface. The solid curve represents the exact modal spectrum applied to the
surface. The dashed curve is obtained by taking the FFT of the perturbed
radius and transforming the 1-D power spectrum into the 2-D power spec-
trum. Except for the high-frequency regime, the method can be very accurate
in resolving the 2-D applied perturbation using 1-D data.

check of the method. Knowing the analytic form of the pertur-
bation spectrum placed on the inner ice layer, we could imme-
diately take the Fourier transform of the resulting perturbed
radius representing the inner target equator. This 1-D power
spectrum was then transformed to give back the applied 2-D
spectrum. The results of this case are shown in Fig. 79.21,
where it can be seen that the method gives very good recon-
struction of the applied spectrum except in the very high
frequency range. Here the method experiences slight trouble in
reconstructing the spectrum. The numerical results here are
being strongly influenced by the unphysical termination of the
spectrum. The results of this test confirmed that a good ap-
proximation of the 2-D spectrum of the inner ice surface could
be obtained from ray-trace data that correctly maps a great
circle of the inner ice surface.

We then examined ray-trace tests that spanned both the rms
of the surface and the modal dependency of the spectrum. The
results of one of these tests are reported here. When the
spherical harmonics are applied, the amplitude of all m-com-
ponents of a particular l-mode is assumed constant. Addition-
ally, a base-line total rms value used here is defined to include
only the power in modes 10 to 50. Several examples, compar-
ing the numerically obtained modal amplitude spectrum with
the exact applied perturbation, are shown in Fig. 79.22. The
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capsule was perturbed with a full spectrum of modes from
l = 2 to l = 192. The baseline total rms was set to be 0.25 µm
with a spectral parameter β = −1.5. Four tests (Cases A–D)
were performed, representing the acquisition of data at differ-
ent spherical orientations on the capsule. Each case used six
acquired ray traces taken about the capsule to produce the
average 1-D power spectrum for the analysis. The spherical
orientations are given in Table 79.II. Examining Fig. 79.22, it
can be seen that each of the tests provides a very good
representation of the modal dependency of the applied pertur-
bation. Case B recovered 89% of the total rms defined from
modes 2 to 50, while Case C recovered only 73%. From these
results, it can be seen that the method provides good resolution
of the perturbations on the inner ice surface.

Future Work
The method we have described will provide a detailed

analysis of the inner-ice-surface roughness; however, more
work must be performed to determine the sensitivity of the
method under a variety of physical constraints. Aberrations in
the wavefront caused by the optical system have not been
included in the model so far. These can potentially be sub-
tracted from the target’s phase map by taking a phase map of
the wavefront passing though the interferometer without a
target present. The shot noise and finite resolution of the CCD
array detector (i.e., their role in limiting the phase sensitivity of
the interpolation routine) should also be examined. Finally, the
limitation that perturbations on the surfaces of the capsule
impose on the sensitivity of ice-surface measurements should
be examined.
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Appendix A
To determine the critical modes that make up the perturbed

interface between the cold, dense fuel and the hot spark-plug
region, the RT growth that all modes experience during the
deceleration phase in an ICF implosion must be examined. We
start by assuming a modal dependency between the modes that
is of the form

  
σ βl

l
= C1 .

Given the total surface perturbation σrms, one can integrate
over the modes (from 2 to 500) to arrive at the constant C1 as

  

C1

2
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=
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Lindl19 has shown that during deceleration any unsaturated
modes will grow roughly as

  
a a el l

lin = ( )0
η ,

where

  
η =

+
2

1 0 2

l

l.
.

One can see that η asymptotes quickly to the value η ≅ ( )10 3~
at about mode 20. As such, in the absence of saturation, all
modes above 20 will grow roughly the same. If one assumes the
initial perturbation spectrum to be comparable to the initial ice
surface, the spectral parameter β can be set to be ~1.5. While
most of the modes will grow the same, the final amplitudes of
modes greater than 40, as shown in Fig. 79.A1, are relatively

Table 79.II: Orientation angles used in numerical ray-trace tests. Cases A and B represent scans at two orthogonal positions
on the sphere. Case C was chosen as a neutral position between A and B. Finally, Case D is for scans along the
optical axis proposed for the experimental characterization station at LLE.

(selgnAnoitatneirO θ,Φ)

esaC 1nacS 2nacS 3nacS 4nacS 5nacS 6nacS

A 0,09 03,09 06,09 09,09 021,09 051,09

B 09,09 09,06 09,03 09,0 081,03 051,09

C 0,09 03,57 06,06 09,54 021,06 051,57

D 0,82.27 03,82.27 06,82.27 09,82.27 021,82.27 051,82.27
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Figure 79.A1
(a) Final linear-growth-amplitude spectrum of perturbations with initial
amplitudes of the form σ β

l l= C1 .  Here C1 has been normalized to give
1 µm at l = 2 for all cases of β. (b) Saturation threshold (mode number) for
various cases of total σrms as a function of the spectral parameter β. Note that
for β > 1, only modes l > 100 are candidates for saturation. As the initial
spectrum flattens and more power is shifted from lower mode numbers into
higher ones, modes above l = 20 can become candidates for saturation. As β
falls below 1.0, saturation can be expected to play an increasing role in
determining the final perturbation spectrum at stagnation.

very small. As such, these modes lend no significant contribu-
tion to the overall perturbation at stagnation; however, the
initial spectrum involved must also include contributions from
perturbations feeding through from the ablation surface. These
perturbations will add in quadrature with the ice layer, and the
resulting perturbation rms will probably no longer obey β
= 1.5. As shown in Fig. 79.A1, the final amplitude spectrum of
these perturbations increases monotonically with decreasing
β. While it is hard to conceive of β ever being negative, having
β approach zero must be considered.

Of course, as the spectral parameter does approach zero,
more power is shifted out of the low-order modes and into the
higher-frequency modes. These modes will then become can-

didates for saturation. Haan has shown18 that, for a specific
mode, as the amplitude approaches its saturation amplitude

  
a

R
l l
sat =





2
2 ,

its RT growth undergoes a transition and stops growing expo-
nentially. The amplitude of this perturbation then grows lin-
early in time and is given by

  

a a
a

al l
l

l

= +


















sat
lin

sat1 ln .

Therefore, such modes will grow much slower than unsatur-
ated ones and will not contribute significantly to the overall
perturbation at stagnation.

A threshold for saturation can be calculated by comparing
the Haan saturation amplitude at a given radius to the given
perturbation rms at that point:

  

2 4

2 1

4

2 12 1
R

C
c c c

c
l l l

ll=
+( ) =

+( )
−π σ π β ,

where lc is defined as the modal saturation threshold. Perform-
ing some algebra, assuming 2 lc >> 1, and defining

C
C2

1

2

2
=

π
,

we have

  lc RC= ( ) −( )
2

1 1 5.
.

β

Assuming R ~ 200 µm, we can graph the saturation threshold
for a variety of initial perturbation rms and spectral parameter
β. Such results are plotted over the spectral behavior in
Fig. 79.A1. From this graph it can be seen that for β below 1.0,
saturation can be expected to play a role in determining the
perturbation spectrum at stagnation. For values of β above 1.0,
saturation no longer aids in limiting the growth of modes below
100; however, as was pointed out above, in this regime the
modal amplitudes fall off quickly with increasing mode num-
ber and, as such, will not contribute at stagnation.
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A fully integrated measure of the importance of the modal
spectrum can be attained by examining the mode number at
stagnation at which the integral of power up to that mode
represents 95% of the total perturbed power. A full stability
analysis was performed for a variety of spectral parameters β
and initial perturbation rms to obtain such a cutoff. The results,
shown in Fig. 79.A2, clearly show that, for expected values of
β (0.5 to 1.5), 95% of the total power resides in modes less
than 50. For values of β below 0.5, the cutoff mode number
does climb above 50, but it is well contained below mode 100
for expected rms values.

rms( m)
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Figure 79.A2
Cutoff mode number at stagnation at which the integral of perturbed power
up to that mode represents 95% of the total perturbed power. For expected
values of total σrms (0–4 µm) and β (0.5–1.5), 95% of the total power
resides in modes less than 50. For values of β below 0.5 the cutoff mode
number does climb above 50, but it is well contained below mode 100 for
expected rms values.
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In laser-imploded target studies, the measurement of shell
compression and uniformity is essential to understand target
performance. Previously we have used targets in which a
titanium-doped layer was incorporated into the target shell.
The doped layer provided a variety of diagnostic signatures
(absorption lines, K-edge absorption, Kα imaging) for deter-
mining the areal density and density profile of the shell around
peak compression.1–5 In this article we apply some of these
methods to demonstrate the improvement in target perfor-
mance when implementing SSD6 (smoothing by spectral dis-
persion). In particular, we study slow-rising laser pulses (for
low-adiabat implosions), where the effect of SSD smoothing is
more pronounced. In addition, we introduce a new method for
studying the uniformity of imploded shells: using a recently
developed5 pinhole-array x-ray spectrometer we obtain core
images at energies below and above the K-edge energy of
titanium. The nonuniformity of such images depends on the
nonuniformity of both the emitting core and the absorbing
shell; however, the ratio between the images above and below
the K edge essentially depends on the nonuniformity of the
shell alone. Finally, we compare the results with those of 1-D
LILAC simulations, as well as 2-D ORCHID simulations,

Studies of Target Implosion Using K-Shell Absorption
Spectroscopy of an Embedded Titanium Layer

which allow for the imprinting of laser nonuniformity on the
target. The experimental results are replicated much better by
ORCHID than by LILAC.

Areal-Density Measurement Using K-Shell Absorption
To demonstrate the effect of SSD on target performance we

chose two pairs of laser shots from two different series; for
each pair all conditions were nearly identical except for the
presence of SSD. The target and laser conditions for these shots
are listed on the first four lines of Table 79.III. The two target
shots with SSD are almost identical as are the two shots without
SSD and they can be used interchangeably. The pulse shape in
these four shots was the 2.5-ns, slow-rising pulse shape
ALPHA306: starting with a flat, 0.5-ns foot at 2.5% of the
peak, followed by a 1.1 ns of a slowly rising ramp, then a
0.2 ns of a faster-rising ramp, it finally reaches a 0.7-ns flat top.
This pulse has been shown to place the colder part of the shell
during the laser irradiation of typical CH shells on an adiabat
of α ~ 3. It is particularly suitable for studying the effect of SSD
smoothing on reducing imprinting because faster-rising pulses
cause early decoupling of laser and shell, which reduces the
imprint even without SSD. All four targets were voided, to

Table 79.III: Experimental parameters for the laser shots discussed in this article. The first four shots demonstrate improvement in
performance due to SSD; the fifth shot is discussed in the last section of this article. All shots had a Ti-doped layer
embedded in the shell (atom concentration of Ti is given in brackets). ALFA306 is a slow-rising, 2.5-ns pulse shape.
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resemble the implosion of future cryogenic targets. The struc-
ture of the targets was chosen so that the doped layer would
become nearly identical with the cold layer at peak compres-
sion. The thickness of the overcoat CH layer was chosen so as
to be ablated away during the laser pulse; indeed, the laser
burned through it toward the end of the pulse. The inner layer
was thick enough to constitute the hot, compressed core. This
conclusion is based on the observation of Ti plasma lines
emitted at the center of the target. In the last section we describe
measurements of shell nonuniformity obtained with a different
pulse shape: a 1-ns square pulse.

The x-ray spectra were recorded by a space-resolving, time-
integrating spectrograph and a streak spectrograph. The first
spectrograph used a Ge(111) crystal and a 25-µm-wide spa-
tially resolving slit. The continuum core emission was clearly
visible above the much-weaker radiation of larger extent from
the interaction region (see Fig. 4 in Ref. 3; also, Fig. 79.28
below); thus, for measuring the absorption of core radiation
within the shell, the radiation from the interaction region can
be easily subtracted. The crystal calibration curve (see Fig. 4 in
Ref. 1) is relatively flat in the 3- to 6-keV region. The streak
spectrograph used a RbAP crystal with the image recorded on
film. The sensitivity of the film is determined with a density
wedge developed simultaneously with the data; however,
because the photocathode is not uniformly sensitive across its
surface, we used the streak data to monitor the temporal
changes but the areal-density determinations relied on the
time-integrated spectra. This point is further discussed below.

Figure 79.24
Lineouts through the streak spectrum at three different times. The upper
spectrum is emitted during the laser irradiation, the lower two spectra at
different instances during the compression. Ti lines are seen to be emitted
during the laser irradiation. The absorption lines and K-edge absorption are
seen to occur simultaneously. For clarity the upper curve was raised by 30.

Figure 79.23
Comparison of spectra from two shots (conditions listed in Table 79.III). The
main difference is the larger drop above the K edge of Ti (around ~ 5 keV)
due to SSD smoothing, indicating a higher cold-shell areal density.

Figure 79.23 shows a comparison of the calibrated, time-
integrated spectra from shots 13151 and 13152. Figure 79.24
shows lineouts through the streak spectrum for shot 13152 at
three different times; the streak spectra for shot 13151 are
qualitatively similar. The upper spectrum is emitted during the
laser irradiation, and the lower two spectra are emitted at two
instances during the compression; the complete record shows
that when the laser irradiation terminates, the x-ray emission
falls and then rises again during compression. For clarity, the
upper curve in Fig. 79.24 was raised by 30. Figure 79.24 clearly
shows that the lines of highly ionized Ti ions are emitted during
the laser irradiation; their large width (in both Figs. 79.23 and
79.24) is due to source broadening, corresponding to emission
from the laser-interaction region. This is also evident from the
spatially resolved spectra (e.g., see Fig. 79.28 below). Fig-
ure 79.23 shows a higher intensity of these Ti lines when SSD
was not implemented. This is consistent with the results of
burnthrough experiments7 that show a faster burnthrough
when SSD is absent, due to a higher level of laser imprint.

Turning to the core emission, we see that continuum radia-
tion from the imploded core (formed by the inner layer of the
shell) is absorbed when traversing the cold titanium-doped
layer. Two types of absorption are evident: 1s–2l absorption
lines in Ti ions with successive L-shell vacancies (around
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4.6 keV) and Ti K-edge absorption (at ~5 keV). We show in the
next section that the lines are absorbed in a layer of temperature
in the range of ~200 to ~400 eV surrounding the core (the
“cool” shell layer), whereas the radiation above the Ti K edge
is absorbed in a colder layer of temperature in the range of
~150 to ~220 eV surrounding the former layer (the “cold”
shell layer).

The drop in intensity across the Ti K edge yields the areal
density of the titanium alone, using standard tables of absorp-
tion in titanium foils; calculations8 show that at higher tem-
peratures, when M- and L-shell electrons are successively
removed, the K edge shifts to higher energies but at a given
energy above the edge the absorption hardly changes with
ionization. The intensity ratio R I E I EK K K= <( ) >( ) , where
< EK means an energy just below and > EK just above the
Ti K edge, is related to the difference in opacity
∆ ∆τ τ τ τ= >( ) − <( ) = ( )E E RK K K: exp . More precisely, this
value is used as an initial guess in calculating the spectrum
above the K edge before its absorption and adjusting it to join
smoothly the measured spectrum below the K edge (see Fig. 6
in Ref. 1). For shot 13151 (with SSD) the Ti areal density is
found to be 1.7 mg/cm2, and for shot 13152 (without SSD) it
is 0.78 mg/cm2. Knowing the Ti concentration, the areal
density of the cold doped layer is found to be 7.3 mg/cm2 and
3.4 mg/cm2, respectively. These values of ρ∆R were obtained
from the time-integrated spectra because of their higher spec-
tral resolution as compared with the streak-spectra data; how-
ever, the streak data provide additional support for these
results. During the time when the core emission is intense, the
absorption seen in the streak data does not change appreciably
so that the peak ρ∆R does not exceed the average ρ∆R by more
than a factor of ~1.3. It should be noted that the background
continuum emitted by the laser-interaction region is distinct
from the core continuum in both time and space. Thus, in
determining the continuum absorption the background can be
removed through either time resolution or space resolution
(see Fig. 4 in Ref. 3).

In addition to the K-edge absorption, the absorption lines
around 4.6 keV yield the areal density of the cool region. Using
the method explained in Ref. 9 and used in Ref. 1, we derive
~3.5 mg/cm2 for the ρ∆R of that region. The total areal density
of the doped layer is the sum of the ρ∆R derived from the
K-edge absorption and the ρ∆R derived from the absorption
lines since, as Fig. 79.24 shows, the two absorptions for the
most part occur simultaneously. Thus, the total areal density of
the doped layer with and without SSD becomes 10.8 mg/cm2

and 6.9 mg/cm2, respectively. Applying a correction derived

from the streak spectra, the peak ρ∆R values are ~14 mg/cm2

and 9 mg/cm2, respectively. The uncertainty in these values
is ±25%.

Figure 79.23 shows that, whereas the K-edge jump differs
appreciably for the two spectra, the line absorption as well as
the core continuum emission is very similar. The two are
related because the lines are absorbed on the fringes of the hot
core; thus, the energy dumped into the core depends more on
the absorbed laser energy and less on the irradiation uniformity.

The total areal density of the compressed shell can be
obtained approximately by multiplying the measured ρ∆R of
the doped layer by a factor Q = (ρ∆R)0,unablated/(ρ∆R)0,doped,
where (ρ∆R)0, unablated is the areal density of the part of the
shell that is not ablated (i.e., is imploded) and (ρ∆R)0,doped
is the areal density of the doped layer, both in the initial
target. The former is known from burnthrough experiments.7

To demonstrate the validity of this procedure we show in
Fig. 79.25(a) the LILAC-calculated ratio R = ρ∆R(shell)/
ρ∆R(doped layer) as a function of time for various separations
S of the doped layer from the inner shell surface (in the original
target). For each curve the target is that of shot 13151, except
that S was assigned a different value in each case. The calcu-
lated shell ρ∆R is also shown (the peak ρ∆R is ~0.5 g/cm2).
During the first 3 ns of the pulse the ratio R decreases because
of ablation but during the following compression, especially
for S ~ 1 µm, it changes only slightly. Since an outer layer of
about 13 µm is ablated in shot 13151, the value of Q is ~2.5; as
Fig. 79.25(a) shows, when S ~ 1 µm, this value, when multi-
plied by the measured doped-layer ρ∆R, would yield the
correct total shell ρ∆R at peak compression. Thus, for targets
with S < 1 µm the procedure would overestimate the total
shell ρ∆R, whereas for S > 1 µm it would underestimate it. We
further calculate R by a model that assumes a constant-
density shell that converges radially without compression.
Figure 79.25(b) shows the results as a function of the com-
pression ratio; the various curves correspond to the curves of
Fig. 79.25(a). The initial target in Fig. 79.25(b) is a 12-µm-
thick shell, which corresponds to the unablated target in shot
13151. As seen, the corresponding curves in the two figures
are very similar, even though the ρ∆R values in the incom-
pressible model are much smaller than in the LILAC calcula-
tions. This indicates that the procedure is insensitive to the
details of the implosion.

The separation of the doped layer in the targets listed in
Table 79.III is larger than the optimal; thus, this method will
underestimate the total shell ρ∆R by about a factor of 2. Since
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the value of Q is ~2.5 for the shots of Fig. 79.23 and accounting
for this factor-of-2 underestimate, the total shell ρ∆R is found
to be 70 mg/cm2 for shot 13151 and 45 mg/cm2 for shot 13152.
The peak shell ρ∆R simulated by the 1-D code LILAC is
~500 mg/cm2. This value is higher by a factor of ~7 than what
was measured on shot 13151 (with SSD) and by a factor of ~11
on shot 13152 (without SSD). On the other hand, ORCHID
simulations yield a peak total ρ∆R of ~100 mg/cm2, which is
much closer to the experimental value. Further comparisons
between the experimental results and code simulations are
given below.

The areal-density values obtained above assume a uniform
ρ∆R over the shell surface. For a shell with modulations in
ρ∆R, the value ρ∆RM measured by opacity will always under-
estimate the average <ρ∆R> because low-opacity regions
have more weight in an integral opacity measurement. For
example, if we assume that a fraction α of the shell area
consists of radial holes (i.e., opacity τ = 0) and the rest has a
constant opacity τ,  we find

ρ ρ α α τ α τ∆ ∆R RM = − + −( ) −( )[ ] −( )ln exp ,1 1 (1)

which is always less than 1. Also, it can be shown that for a
given measured opacity τM, the relation α τ< −( )exp M  holds.
In Fig. 79.23 the opacity of the absorption lines reaches the
value 1.6 from which it follows that α < 0.2. In the last section
we describe a method for actually measuring the modulations
in the areal density of the shell.

The Temperature of the Compressed Shell
The temperature of the shell at peak compression is an

additional important parameter characterizing the implosion.
We first use the absorption lines in Fig. 79.23 to deduce the
temperature of the cool layer. These absorption lines each
correspond to a Ti ion with an increasing number of L-shell
vacancies; thus, the intensity distribution within the absorp-
tion-lines manifold corresponds to a distribution of ionization
states from Ti+13 to Ti+20. This distribution depends mostly on
the temperature but also on the density. We use the collisional-
radiative code POPION10 to calculate the distribution of Ti
ionization states as a function of temperature and density (for
the experimental case of a 6% atom concentration of Ti in
CH). Figure 79.26 shows as an example the average charge Z
of Ti ions as a function of temperature for two density values:
1 g/cm3 and 10 g/cm3. As shown later, the shell density at
peak compression is found to be within this range. POPION
calculations show that for densities within this range, the
measured absorption-line intensity distribution indicates a
temperature in the range ~250 to ~350 eV. Additionally, the
absorption-line intensity distribution is actually wider than
that calculated for any single temperature, indicating absorp-
tion over a temperature gradient. Including this effect, the total
range of possible temperatures indicated by the absorption
lines is ~200 to ~400 eV.

We next turn to the determination of the cold-shell tempera-
ture. Unlike the cool layer where absorption lines are formed,
no absorption lines are available for measuring the temperature

Figure 79.25
The calculated ratio R = ρ∆R(shell)/ρ∆R(doped layer) for various separations S of the doped layer from the inner shell surface (in the original target). (a) LILAC-
calculated R as a function of time; the curves correspond to shot 13151 except that S is different for each curve. The calculated shell ρ∆R is also shown. (b) Model-
calculated R as function of compression ratio; the initial target is assumed to correspond to shot 13151 after the ablation (of 13 µm CH) has been completed.
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of the cold shell (where there are no L-shell vacancies into
which absorption can take place). Instead, we can use the
fluorescent Kα lines that are emitted following photoioniza-
tion of K-shell electrons. To observe these lines more readily
we use an off-center view that misses the core emission. We
show in Fig. 79.27 the spectrum for shot 13151 in two views:
through the center of the target and off the center. Indeed, the
off-center view reveals a fluorescent Kα line emitted by F-like
ions, coinciding in energy with the lowest-energy, F-like
absorption feature. In the axial view this fluorescence cannot
be seen because of the overlapping absorption at the same
energy. For a colder shell the Kα line would appear at a slightly
lower-energy position, indicating ionization of M-shell but not
of L-shell electrons (the lowest-energy, or cold, Kα line is at
4.508 keV). In that case the Kα line would appear even in the
axial view, not being subject to absorption, as has been the case
in thicker-shell implosions.3 The F-like Kα line is emitted
following the K-shell photoionization of the Ne-like ions; thus,
the bulk of the cold layer is in the closed-shell, Ne-like state;
however, the width of the Kα line indicates that a smaller
fraction of the Ti ions may be in lower ionizations. Using this
result and POPION calculations we estimate the temperature
of the cold shell as T ~150 to ~250 eV. For shot 13152 (without
SSD) the cold-shell temperature is essentially the same.

It should be noted that in addition to the Kα line emitted in
the cold shell, fluorescent Kα lines corresponding to each of
the absorption lines of Fig. 79.27 should also be emitted within

Figure 79.26
The average charge Z of Ti ions as calculated by the collisional-radiative code
POPION. It is assumed that the titanium forms a 4% mixture (by atom) in CH.

the cool layer. They cannot be seen in the spectrum because the
ρ∆R associated with each species having L-shell vacancies is
only a fraction of the total cool-shell ρ∆R, which in turn is
smaller than the cold-shell ρ∆R.

The position of the K edge can in principle provide an
additional signature of the cold-shell temperature because for
successive ionizations the K edge shifts to higher energies (see
Fig. 72.8 in Ref. 2). For Ne-like Ti ions the K-edge shift is
~300 eV. This shift, however, is calculated for an isolated ion;
at high densities the K edge shifts to lower energies due to
interaction with neighboring ions. Using the model of Stewart
and Pyatt,11 assuming T ~ 200 eV and a density that changes
over the range of 1 to 10 times solid density, the K edge of Ne-
like Ti should shift toward lower energies by ~120 to
~300 eV; thus, the two effects partly cancel each other.
Indeed, no significant K-edge shift is seen in Fig. 79.23.
Accordingly, the K-edge shift is not a very useful diagnostic of
shell temperature.

Kααααα Imaging of the Cold Shell
Previously we have shown that Kα emission constitutes an

image of the cold shell around the time of peak compression.3,5

Using this method we show here that shell compression im-
proves with the implementation of SSD. In Ref. 5 a pinhole-
array spectrometer was used to obtain two-dimensional images,
whereas here a slit spectrograph is used to obtain essentially
one-dimensional images; for shaped-pulse implosions the core

Figure 79.27
Determination of the cold-shell temperature through the fluorescing Kα
lines. Only a view off the target center clearly shows the fluorescing line; its
state of ionization (F-like Ti) indicates a cold-shell temperature of ~200 eV.
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images are typically too weak to obtain high-quality images
with the former instrument. In Fig. 79.28 we show part of the
image obtained with the spatially resolving spectrograph, on
two comparable shots, with and without SSD. The slit provides
one-dimensional resolution in the vertical direction. In addi-
tion, the crystal provides low spatial resolution in the direction
of dispersion (due to the Bragg’s law); thus, the emission of Ti
lines caused by burnthrough, because of their large extent,
appears as two-dimensional images. This is important for
separating Kα emission pumped by coronal radiation traveling
inward during laser irradiation from Kα emission pumped by
core radiation traveling outward during peak compression (Kα
lines can only be emitted following pumping by a source
located in a hotter region). The images of the Ti Heα line and
its nearby satellites are elliptically shaped because there is no
magnification in the direction of dispersion, whereas magnifi-
cation in the perpendicular direction is provided by the slit. As
in the spectra of Fig. 79.23, we see a much higher intensity of
burnthrough radiation (e.g., the Ti Heα lines) in the no-SSD
case, indicating a faster (and thus deeper) burnthrough due to
instability growth. In fact, the Ti Heα line and its satellites
appear as three limb-effect rings in the upper spectrum but are
totally saturated in the lower spectrum. The lower spectrum
also shows ring images of shifted Kα lines in the range of 4.6
to 4.7 keV. Their size is slightly smaller than that of the Ti Heα
rings, indicating that they are pumped by radiation from the
burnthrough region during the laser irradiation (see Fig. 75.30

Figure 79.28
Effect of SSD as evidenced by x-ray spectra. A slit provides one-dimensional
spatial resolution in the vertical direction; the crystal provides a low spatial
resolution in the dispersion direction. Low-temperature Kα line (at
~4.52 keV) is pumped by core radiation; higher-temperature Kα lines (4.6
to 4.7 keV) are pumped by burnthrough to the Ti-doped layer.

in Ref. 12 and discussion thereof). The species emitting these
lines are of relatively high ionization (e.g., B-like and Be-like
Ti), indicating that radiation emitted during the burnthrough
preheats the outer layer of the cold shell, ahead of the heat front,
to ~300 to ~600 eV. These ring images show that the acceler-
ating shell does maintain its integrity with no large-scale
breakup seen. Such images can be used to study the uniformity
of the accelerating shell. As in these target shots, the doping
level can be made low enough so as not to greatly modify the
behavior of the target and the doped layer can be placed deep
enough that a burnthrough occurs at the end of the laser pulse.
In this way the radiation from the doped layer does not interfere
with the laser interaction and acceleration that occur earlier.
The radiation from the burnthrough thus provides a “flash”
photography of the shell at the end of the acceleration phase.

In addition to these emission rings of Kα lines, a much
stronger Kα line seen at ~4.52 keV (similar to that in
Fig. 79.27) is emitted around the core and is clearly pumped by
core radiation. The Kα lines are difficult to see in the streak
spectra (which would further prove this point) because the
integration over the target volume precludes an off-center
view; on the other hand, the emission of the cold Kα line at
peak compression was previously observed in streak data5

because, as explained above, it is not absorbed in the shell.
Also, related simulations described in Ref. 12 (Fig. 75.30)
strongly support this conclusion. The temperature indicated by
this feature has been estimated above to be ~150 to ~250 eV.
Thus, the outer part of the doped layer is heated by the laser
burnthrough to a temperature >1 keV (sufficient to excite
Ti+20 and Ti+21 lines); radiation from this heated region flows
inward and causes heating of additional material to ~300 to
~600 eV, all of which is ablated. The bulk of the doped layer,
however, remains colder and implodes, reaching temperatures
of ~150 to ~250 eV at peak compression. It should be noted that
most of the radiative preheating is caused by sub-keV radiation
whose range is smaller than the areal density of the initially
~5-µm-thick doped layer. Vertical lineouts through the Kα
feature at ~4.52 keV have been Abel inverted,13 separately for
the two branches above and below the core image. The results
(Fig. 79.29) clearly show that SSD smoothing results in both a
higher convergence and a higher shell compression. This is
consistent with the conclusion from Fig. 79.23 that SSD
smoothing leads to a higher shell ρ∆R.

The Kα profiles in Fig. 79.29 can be converted to density
profiles by requiring that the integral of the normalized profiles
yields the measured ρ∆R of the doped layer. Using this proce-
dure we obtain peak density of ~1.2 g/cm3 for shot 13936 and
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Figure 79.29
Abel inversion of image lineouts (from Fig. 79.28) at the F-like Kα line. The
curves delineate the position and thickness of the cold shell around the time
of peak compression. Higher convergence and compression due to SSD
smoothing are evident.

~0.5 g/cm3 for shot 13939. These values underestimate the
density because time integration broadens the Kα spatial
profiles. On the other hand, if the opacity above the K edge is
much larger than 1, the Kα profile will be narrower than the
density profile because of depletion of the pumping radiation;
this is not the case in the present results.

1-D LILAC and 2-D ORCHID Simulations
The shots listed in Table 79.III were simulated with both the

1-D code LILAC and the 2-D code ORCHID. Present low-
adiabat, shaped-pulse implosions perform below 1-D predic-
tions (even with SSD),14 and their replication is a stringent test
for 2-D simulations. A particularly sensitive parameter charac-
terizing target performance is the density profile of the cold
shell around peak compression. As explained above, this
density profile is determined by normalizing the Ti Kα fluores-
cence profiles (Fig. 79.29) to the shell ρ∆R as measured by the
K-edge absorption and the 1s–2l absorption lines. These pro-
files correspond to the part of the shell that is both doped and
cold. As noted above, the target parameters were chosen so that
all of the cold shell at peak compression would be doped so the
Kα profile would correspond to the entire cold shell. Since we
observe burnthrough of the laser into the doped layer (see
Figs. 79.23 and 79.28), we can safely assume that none of the
CH overcoat is cold during the compression. In Fig. 79.28, in
addition to the ring-shaped images of the Ti Heα line at

4.75 keV (and its nearby satellites), a strong emission of these
lines is also seen at the center of the target. To see this more
clearly, we show in Fig. 79.30 the spatial profile of the
calibrated intensity at the energy of the Ti Heα line, and at a
nearby energy of the continuum; comparing the two lineouts
clearly indicates a strong central emission of the Ti Heα line.
Thus, the inner part of the doped layer must be part of the hot
core, and the cold part of the shell contains only doped
material. If the shell becomes highly distorted during either the
acceleration or the deceleration, some of the Ti Heα emission
may be due to mixing; in this case, some of the cold material
will be undoped and the measured ρ∆R through Ti absorption
will underestimate the true cold-shell ρ∆R.

ORCHID simulations include the imprint of laser
nonuniformity. For each beam, the known mode spectrum due
to the phase plates was used, and modes up to l = 300 were
added with random relative phases. The effect of multiple-
beam overlap was calculated separately and accounted for. The
effect of SSD was simulated by randomly reversing the phase
of the laser modes at intervals equal to the coherence time
(which is inversely proportional to the bandwidth and de-
creases with increasing mode number). Figure 79.31(a) shows
typical profiles, azimuthally averaged, at peak compression;
the averaged temperature was weighted by the density. A hot
core is seen to be surrounded by a dense, colder layer. Before
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comparing the ORCHID results to the experiment we note that
the Ti Kα emission measures only the cold part of the shell.
More specifically, the Kα line was shown in Fig. 79.27 to be
emitted by neon-like and possibly lower ionizations. Thus, the
density profile measured by the Kα line fluorescence refers
only to that part of the total density that is cold enough to have
a charge state Z ≤ 12. To compare the ORCHID density profiles
to the experiment we multiply the former by the fraction of Ti
ions in charge states Z ≤ 12, calculated by the collisional-
radiative POPION code.10 For the most part, the Ti in these
calculations is in the neon-like state with only a small contri-

Figure 79.31
(a) Azimuthally averaged density and electron temperature profiles at peak
compression calculated by ORCHID for shot 13936 (with SSD). (b) Density
profiles of the cold shell for shot 13936. The 1-D LILAC profile shown is at
peak compression. Three typical 2-D ORCHID profiles during different
times of the compression are also shown. Using such profiles, the time-
averaged density profile was obtained, weighted by the core intensity. The
experimental time-integrated cold-shell density profile was obtained from
the Ti Kα image.

bution from lower ionizations. In Fig. 79.31(b) we show
typical cold-shell density profiles obtained in this way at three
times around peak compression. Finally, to allow for compari-
son with the time-integrated Kα profiles, we calculate the
time-averaged ORCHID density profile. We note that the Kα
line intensity is proportional to the intensity of pumping core
radiation (in addition to being proportional to the cold-shell
ρ∆R or, after Abel inverting, to ρ). Therefore, the average
density profile was obtained by weighting the instantaneous
density profiles by the core intensity just below the Ti K edge,
obtained from the streak spectrograph data. Good agreement is
seen in both the shape and absolute magnitude of the two
density profiles: the time-averaged ORCHID profile and the
profile measured through the Ti Kα fluorescence. On the other
hand, the 1-D code LILAC shows a much narrower profile of
vastly higher density (most of the sharp density peak in that
profile is cold and should have been measured by the Kα
profile in a 1-D implosion).

In spite of the inherent inaccuracies in both the experiment
and simulations, Fig. 79.31 shows that the cold-shell imaging
diagnostics employed here provides a sensitive signature for
testing the performance of 2-D codes in simulating unstable
implosions. Further comparisons of measured and ORCHID-
calculated modulations in compressed-shell ρ∆R are underway.

Measurement of Shell ρρρρρ∆∆∆∆∆R Modulation Through
K-Edge Imaging

In addition to the integral measurements of shell ρ∆R
described above, we introduce a new method for imaging the
shell ρ∆R at peak compression, effectively using the core
radiation as a backlighter for the shell. Such images are the
final product of shell deformation due to the Rayleigh–Taylor
instability and the Bell–Plesset effect and are thus of great
interest in laser-fusion studies. Spatial modulations in a core
image viewed through an absorbing shell depend on both the
modulations in core emission as well as the modulations in
shell ρ∆R. To isolate the latter, we use targets with a Ti-doped
layer embedded within the shell and take the ratio of an image
I<K just below the Ti K edge (at 4.96 keV) and an image I>K
just above it. Since the absorption µ>K above the K edge is
much higher (by a factor of ~9.5) than the absorption µ>K
below it, the ρ∆R image can be obtained through

ρ µ µ∆R I IK K K K= ( ) −( )< > > <ln . (2)

The method relies on the fact that the emitted continuum
intensity (before absorption) changes very little between the
two images. The thickness and doping level of the doped layer
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can be conveniently adjusted to result in an opacity ρ∆R µ>K
~1 to 2.

A particularly convenient way of obtaining such images is
by employing the recently developed pinhole-array spectrom-
eter.5 Several hundred narrow-bandwidth images in the range
of ~4 to ~7 keV are obtained at ~10-eV energy shifts between
adjacent images. This device is particularly useful for K-edge
imaging because monochromatic images provide high sensi-
tivity to ρ∆R modulations; also, the large number of images
obtained close to either side of the K edge enables an improved
noise analysis and consistency checks.

As a first test of the proposed method we applied it to an
implosion (shot 15156) using a 1-ns square laser pulse. This
choice was made because fast-rising pulses produce more-
intense core radiation. The target and laser conditions are listed
on the last line in Table 79.III. We use a pinhole-array spec-
trometer with 10-µm holes, giving a spatial resolution of
~16 µm. Figure 79.32 shows part of the image around the Ti K
edge (4.964 keV); the crystal dispersion is in the horizontal
direction. Each image is a monochromatic image of the core
(of ~100-µm diameter), at a slightly different energy. In the
vertical direction successive images are at energies separated
by ~10 eV; in the horizontal (dispersion) direction the separa-
tion is ~100 eV. The energy bandwidth for each image is
~5 eV.5 The six images on the left [Fig. 79.32(a)] are at ener-

Figure 79.32
Sample of time-integrated monochromatic images of the core radiation
obtained with a pinhole-array spectrometer, at energies (a) below the titanium
K edge and (b) above the titanium K edge.

gies just below the Ti K edge; the six images on the right
[Fig. 79.32(b)] are just above the edge. The emission from the
laser-interaction region is not seen in these images because,
unlike the shots shown in Figs. 79.23 and 79.27, there has been
no burnthrough to the Ti-doped layer in shot 15156. This is
because of the thicker CH overlayer and the shorter laser pulse
in this shot. The images below the K edge show structure on a
scale length of about 20 to 30 µm. The images above the K edge
show a similar structure. As explained, the structure in images
below the edge is caused by nonuniformities in the core
emission; the structure in the images above the edge reflects
those same nonuniformities, plus any nonuniformities in the
ρ∆R of the absorbing shell. The purpose of the analysis
described here is to separate the two sources of nonuniformity.
To that end we perform 2-D Fourier analysis of the images in
optical-density units and azimuthally average the results. In
most other shots under similar conditions the core emission is
more uniform; however, this shot was chosen to test the
method’s capability. The images in Fig. 79.32 are in optical-
depth units [i.e., OD ~ ln(I), where the intensity I was deduced
from the DEF-film density]. First, we must obtain the spatial
spectrum of the noise (both in the images and in the film); to
that end we subtract the Fourier spectra of two core images at
energies below the K edge. Since the gross structure in all the
images just below the K edge is the same, the difference
between such images is caused only by the noise. Figure 79.33
shows the noise spectrum (thin solid line) thus obtained as an

Figure 79.33
The azimuthally averaged Fourier amplitude of the measured optical depth
versus spatial frequency for (a) the noise in the images below the K edge
(thin solid line), (b) the film noise taken in an area between the images
(dashed line), and (c) the modulations in ρ∆R of the titanium-doped layer
(thick solid line).

E9930

(a) Below the Ti K edge (b) Above the Ti K edge

∆

E9931
Spatial frequency (1/mm)

0.06

0.04

0.02

0.00
0 20 40 60 80

A
zi

m
ut

ha
lly

 a
ve

ra
ge

d
Fo

ur
ie

r 
am

pl
itu

de
 (

O
D

)

Total noise

Film noise
ρρ R modulations



STUDIES OF TARGET IMPLOSION USING K-SHELL ABSORPTION SPECTROSCOPY OF AN EMBEDDED TITANIUM LAYER

148 LLE Review, Volume 79

azimuthally averaged Fourier amplitude of optical-depth modu-
lations versus spatial frequencies, using two of the images
shown in Fig. 79.32(a); the results of using different image
pairs from the same figure are very similar. The maximum
spatial frequency corresponds to the spatial resolution of
~16 µm. Next we deduce the spectrum of film noise by
analyzing in the same way a region on the film between the
images, of equal area to that of the images; the dashed line in
Fig. 79.33 shows the results. Finally, we derive the modula-
tions in shell ρ∆R by analyzing the difference in optical depth
between two images at energies below and above the K edge.
The spectrum of this difference, shown by the thick solid line
in Fig. 79.33, contains noise plus modulations in the opacity of
the titanium-doped layer. As seen in Eq. (2), the modulations
in optical depth are proportional to the areal-density modula-
tions of the doped layer. The three curves in Fig. 79.33 are very
close for spatial frequencies above ~10 mm−1 or wavelengths
shorter than 100 µm (the latter being about equal to the core
size), indicating that the film noise accounts for all the modu-
lations in the images; thus, there are no measured modulations
in the shell areal density above the noise level for wavelengths
between ~16 and ~100 µm. The sensitivity of this measure-
ment was estimated using the noise spectrum obtained above.
Assuming that modulations of the shell ρ∆R are contained in
the region of wavelengths from 10 to 80 µm, the σrms ampli-
tude of the layer modulations must be more than a third of its
thickness to become distinguishable from the noise. Thus, this
analysis does not show modulations exceeding ~30% in the
ρ∆R of the doped layer, of wavelengths longer than ~16 µm and
smaller than ~100 µm. We attribute this to the fast-rising
square laser pulse, which reduces laser imprint and thus target
distortions. Slower-rising pulse shapes (such as the ALPHA306
pulse used to obtain Fig. 79.23 data) are known to produce less-
stable implosions, but the core intensity in such target shots
was insufficient to perform meaningful analysis with this
method. In future experiments we plan to increase the sensitiv-
ity of the measurement by replacing the diffracting crystal in
the pinhole-array spectrometer with filters for sampling the
spectrum below and above the Ti K edge. The loss in spectral
definition can be partly offset by accounting for the spectrum,
independently measured from a target without a doped layer.
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In the direct-drive approach to inertial confinement fusion
(ICF), capsules are irradiated directly by a large number of
symmetrically arranged laser beams.1,2 Nonuniformities in
the laser irradiation may seed the Rayleigh–Taylor hydrody-
namic instability, which degrades target performance;3 there-
fore, a combination of beam-smoothing techniques is employed
to achieve the high irradiation uniformity required for direct-
drive laser-fusion experiments. These techniques, which in-
clude two-dimensional smoothing by spectral dispersion (2-D
SSD),4–6 distributed phase plates (DPP’s),7,8 polarization
smoothing (DPR’s),9–11 and multiple-beam overlap, will also
be implemented on the 1.8-MJ, 351-nm, 192-beam National
Ignition Facility (NIF),12 which is currently under construc-
tion at the Lawrence Livermore National Laboratory. Direct-
drive laser fusion requires a high degree of laser-irradiation
uniformity on target: the rms irradiation nonuniformity must
be below 1% when the laser intensity has been averaged over
a few hundred picoseconds.2,5

Characterization of the laser-irradiation nonuniformity is
essential for ICF research since the efficiency with which the
nonuniformities in the laser-irradiation imprint target mass
perturbations (i.e., laser imprint) depends on the early-time
intensity history and the spatial wavelength of the
nonuniformity.13 The strategy of 2-D SSD with phase plates,
which is the preferred mechanism for reducing laser-beam
irradiation nonuniformity in glass lasers, is to vary the interfer-
ence (speckle) pattern of the phase plate on a time scale that is
short compared to the characteristic hydrodynamic response
time of the target (i.e., imprinting time). (An alternate tech-
nique, ISI, has been developed for KrF lasers.14) Predictions
show that 2-D SSD smoothing with ∆νUV ≈ 1 THz will smooth
the spherical-harmonic modes of l = 20 through 150 to accept-
able levels for ICF.5 The bandwidth on OMEGA15 will be
increased from 0.2 to 1 THz during this year, which will
decrease the smoothing time by a factor of 5.

In this research the temporal rate of beam smoothing pro-
duced by 2-D SSD with the current bandwidth of ∆νUV
≈ 0.2 THz is quantified by analyzing measured ultraviolet

Experimental Investigation of Smoothing by Spectral Dispersion

equivalent-target-plane (UVETP) images of a single OMEGA
laser beam. The next three sections describe (1) laser-beam
smoothing with 2-D SSD and phase plates, (2) 2-D SSD model
calculations, and (3) the diagnostic used to record UVETP
images of laser pulses having constant peak power and varying
duration (100 ps to 3.5 ns). Power spectra calculated from the
measured UVETP images along with the measured smoothing
rate of 2-D SSD are presented and compared with theoretical
predictions in the Experimental Results and Analysis sec-
tion. This work shows that the theoretical predictions of 2-D
SSD laser-beam smoothing are in excellent agreement with the
measured temporal smoothing rates.

Background
Smoothing of laser beams using SSD has been described in

Ref. 4. On OMEGA the phase plates are placed before the
focusing lens and produce far-field spots with highly reproduc-
ible spatial intensity envelopes and speckle distributions.
Smoothing by spectral dispersion is achieved by frequency
modulating the phase of a laser beam, wavelength dispersing
the beam, and passing it through a phase plate so that the
spectral components are separated in the target plane by at least
one-half the beam’s diffraction-limited width. The reduction in
laser-irradiation nonuniformity is wavelength dependent. The
longest wavelength of nonuniformity that can be smoothed by
SSD is twice the maximum spatial shift Smax = F∆θ of the
speckle pattern that can be produced by the laser, where ∆θ is
the angular spread of the wavelength-dispersed light propa-
gating through the laser and F is the focal length of the
OMEGA lens. (The ultimate limit of S is given by the maxi-
mum allowable angular spread in the spatial filter in the laser
system.) Thus, spherical-harmonic modes of nonuniformity
down to l R Scut = ( )2 2π max , where R is the target radius, can
be smoothed with 2-D SSD.5 Spherical targets on OMEGA
have R � 500 µm, and the present 2-D SSD system has Smax
= 100 µm; hence lcut = 16.

Model Calculations
The time-integrated far field is calculated by temporal

integration of the modulus squared of a two-dimensional
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spatial Fourier transform of the UV near field. The complex-
valued electric field that describes the UV near field can be
written as

E x y t E x y t e e ei x y t i x y t i x yB, , , , ,, , , , ,( ) ≡ ( ) − ( ) ( ) ( )
0

2φ φ φD SSD DPP (1)

where E0(x,y,t) defines the temporal and spatial beam shapes,
φ2-D SSD(x,y,t) is the 2-D SSD phase contribution, φB (x,y,t) is
the intensity-dependent phase contribution of the B-integral,16

and φDPP(x,y) is the static phase-plate contribution, which
depends on the particular phase-plate design.

The spatially and temporally varying phase due to 2-D
SSD is17

φ δ ω ξ

δ ω ξ

2 3

3

− ( ) ≡ +( )[ ]

+ +( )[ ]

D SSD x y t t x

t y

Mx Mx x

My My y

, , sin

sin , (2)

where the x and y subscripts denote the two smoothing dimen-
sions, δMx,y is the modulation depth, vMx y Mx y, ,= ω π2  is the
RF modulation frequency, and ξx,y is the angular grating
dispersion. The factor of 3 in Eq. (2) indicates that the electric
field has undergone frequency tripling from the IR to UV. The
2-D SSD system parameters on OMEGA for the UVETP
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Phase
plate

OMEGA
lens

Vacuum
vessel

UG1 U360
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density
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To target
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D

E9950

~ ~ ~ ~ ~ ~
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4% of
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Figure 79.34
Schematic of the UVETP diagnostic. The on-target spot size is magnified by M = 46 on the CCD camera.

measurements are δMx = 5.12, vMx ≡ 3.3 GHz, ξx = 1.11 ns/m,
∆λMx = 1.25 Å, δMy = 7.89, vMy ≡ 3.0 GHz, ξy = 1.11 ns/m, and
∆λMy = 1.75 Å, assuming a nominal beam diameter of 27.5 cm.
The modulation depths and the bandwidths are given for
the IR. The maximum angular spread ∆θ is given by
∆ ∆θ ξ λ λ= ( )c , where c is the speed of light and λ = 1053 nm.
Cases without frequency modulation are modeled by setting
modulation depths equal to zero, i.e., δMx = 0 and δMy = 0.

Our simulations indicate that B-integral effects are negli-
gible for all cases except when the frequency modulation is
turned off.

UVETP Diagnostic
The layout of the diagnostic used to acquire the UVETP

images of a single OMEGA beam is shown in Fig. 79.34. Time-
integrated UVETP images were recorded with a CCD camera.
All of the measurements presented in this article exploit the
low noise level and the large dynamic range of the CCD to
extract power spectra from the UVETP images with negligible
noise levels. The UV-sensitive CCD camera is a back-thinned
SITe 003B chip in a Photometrics Series 300 camera.18 The
sensor has an array of 1024 × 1024 photosensitive elements
with a pixel size of 24 µm × 24 µm. The spatial sampling rate
is ~2 pixels/µm, which is approximately five times the f-
number-limited spatial frequency f0 ≡ ∆/λF, where D is the
beam diameter of the OMEGA lens and λ = 351 nm.
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A full-aperture optical wedge in one of the 60 laser beams
(BL-19) directs 4% of the laser light to an OMEGA focusing
lens (see Fig. 79.34). The phase plate is placed directly in front
of the lens, mimicking the target/beam configuration. The
beam is brought through focus in a vacuum tube, down colli-
mated with a doublet lens, brought to focus with a 2-m lens, and
relayed to the CCD camera with the final lens. The beam
intensity is reduced with three 4% reflections (not shown in
Fig. 79.34) and the fifth-order reflection of a rattle plate
(consisting of two surfaces with R = 70% per surface). The
optical background is reduced to negligible levels with a light
shield surrounding the CCD optics and the CCD camera. The
light levels incident on the CCD are optimized by attenuating
the beam with a neutral density filter that is placed after the
final lens. Background-visible and IR signals are blocked with
broadband UG119 and U36020 UV bandpass filters mounted in
front of the CCD camera. Compared with the laser spot size on
target the UVETP image on the CCD camera is magnified by
a factor of ~46.

Small-scale and whole-beam B-integral effects were found
to provide smoothing of beams without frequency modulation.
(The detailed analysis of beams without frequency modulation
will be presented in a later publication.) A UVETP image of a
laser pulse with zero accumulated B-integral (B-integral
<1.0 rad in the UV) and no frequency modulation was mea-
sured to quantify the amount of beam smoothing due to the B-
integral at higher laser powers. The power spectrum is the
azimuthal sum at each spatial frequency of the square of the
Fourier amplitudes. The power spectrum is normalized to the
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Figure 79.35
Power spectra obtained from a UVETP image of a laser pulse with zero
accumulated B-integral (B-integral < 1.0 radian in the UV) without frequency
modulation. The power spectrum is the azimuthal sum at each frequency of
the square of the Fourier amplitudes, and the cutoff wave number corresponds
to the f-number-limited spatial frequency. The power spectra are normalized
to the dc component, and the σrms is defined as the square root of the ratio of
the power in the high frequencies (i.e.,  k ≥ 0.04 µm−1 in the OMEGA target
plane) to the power in the low frequencies (i.e.,  k < 0.04 µm−1). Solid/dashed
lines represent measured/modeled power spectra. The predicted speckle
structure shows excellent agreement with the measurement; hence, the zero
accumulated B-integral shot serves as a calibration that demonstrates the
capability of the UVETP diagnostic to fully resolve individual speckles.

dc component, and the single-beam irradiation nonuni-
formity σrms is defined as the square root of the ratio of the
power in the high frequencies (i.e., k ≥ 0.04 µm−1 in the
OMEGA target plane) to the power in the low frequencies
(i.e., k < 0.04 µm−1). The highest (cutoff) wave number k
= 2.68 µm−1 corresponds to the f-number-limited spatial fre-
quency. A spectrum for a zero-B-integral laser pulse without
frequency modulation is presented in Fig. 79.35 and its irradia-
tion nonuniformity, σrms = 93.4%, is the highest measured
under any condition and is near the 100% value expected from
theory. The theoretical power spectrum simulated with the
time-dependent code (described in the previous section) is also
shown in Fig. 79.35 and includes the spatiotemporal near-field
irradiance and small-scale and whole-beam B-integral effects.
The higher value of σrms predicted by the model is caused by
the discrepancy between the model and the measurement in the
low wave numbers (see Fig. 79.35). Nevertheless, the pre-
dicted speckle structure shows excellent agreement with the
measurement; hence, the zero accumulated B-integral shot
serves as a calibration that demonstrates the capability of the
UVETP diagnostic to measure highly modulated spatial inten-
sity profiles of pulses with no frequency modulation.

Experimental Results and Analysis
Measured UVETP images of 3.5-ns square laser pulses

without frequency modulation and with 2-D SSD are presented
in Figs. 79.36(a) and Fig 79.36(b), respectively. These images
qualitatively illustrate the effect of laser-beam smoothing with
2-D SSD. The images with 2-D SSD show a smooth spatial
intensity envelope [see single pixel lineout overplotted on
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image in Fig. 79.36(b)], while the pulses without frequency
modulation have a highly modulated spatial intensity profile
[see single pixel lineout overplotted on image in Fig. 79.36(a)].
The spatial resolution and overall detector size of the CCD
restrict the UVETP measurement to slightly more than one-
half of the laser-beam profile. As seen in Fig. 79.36, the laser
beam is centered nominally on the photodetector, and 550 µm
of the 950-µm (defined as the 95% enclosed energy contour)
laser spot is sampled.

The temporal rate of 2-D SSD smoothing is deduced from
the power spectra of the measured UVETP images of laser

Figure 79.37
Power spectra calculated from UVETP images of (a) 100-ps and (b) 3-ns laser pulses with 2-D SSD. The thick, solid line represents the measured power
spectrum. The thick, dashed line represents the time-dependent simulation that includes both the spatiotemporal behavior of the near-field irradiance and
small-scale and whole-beam B-integral effects. The thin, dashed line represents a time-dependent model neglecting B-integral effects. Both models are in
agreement with the measured results, and B-integral effects are negligible for all cases except for pulses without frequency modulation.

Figure 79.36
Measured UVETP images of 3.5-ns square laser pulses (a) without frequency
modulation and (b) with 2-D SSD at ∆νUV ≈ 0.2 THz. As demonstrated with
the single pixel lineout through the center of the beam, the laser pulse with
2-D SSD has a smooth spatial intensity envelope, while the pulse without
frequency modulation has a highly modulated spatial intensity profile. The
spatial resolution and overall detector size of the CCD restrict the UVETP
measurement to slightly more than one-half of the laser-beam profile. The
laser beam is centered nominally on the photodetector, and 550 µm of the
950-µm laser spot (defined as the 95% enclosed energy contour) is sampled.

(a) (b)

E9939

pulses having constant peak power and pulse lengths ranging
from 100 ps to 3.5 ns. Power spectra calculated from measured
UVETP images of (a) 100-ps and (b) 3-ns laser pulses smoothed
with 2-D SSD are presented in Fig. 79.37. The time-dependent
nature of 2-D SSD smoothing is evident in the measured results
with lower measured values of σrms for the longer pulse
lengths. The low-wave-number power spectrum is determined
by the spatial intensity envelope of the far field. The UVETP
diagnostic was configured with a phase plate that produced a
far-field spot with a super-Gaussian spatial intensity envelope
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The 2-D SSD power spectra simulated with the time-
dependent code (described in a previous section) with and
without B-integral effects are plotted in Fig. 79.37. The
B-integral effects are completely negligible as shown in this
figure. The excellent agreement between the simulated power
spectra and the measured spectra is clearly apparent in
Fig. 79.37.

The measured temporal rate of 2-D SSD smoothing is
shown in Fig. 79.38, which is a compilation of data from over
150 laser shots that clearly demonstrates the decrease in the
measured σrms with increasing pulse length. Statistical error
bars are smaller than the symbols. The 3.5-ns pulse has the
lowest measured σrms = 6.0%. The measurement of the laser-
irradiation nonuniformity for the 3.5-ns pulses without fre-
quency modulation is also presented for comparison. The thin
line is the time-integrated simulation of the single-beam irra-
diation nonuniformity σrms that neglects the B-integral effects
and assumes a static near field with a uniform irradiance. It is
in agreement with the measured results (black circles), and it
predicts that an asymptotic level of smoothing is reached just
after 3 ns. The thick, solid line in Fig. 79.38 represents model
predictions for the σrms:

σ σ σrms asymp=
+







+0
2 2t

t t
c

c
, (3)

where tc = =1 5∆νUV ps is the coherence time, ∆νUV
= 0.2 THz is the UV bandwidth, t is the averaging time (i.e.,

Figure 79.38
A compilation of data from over 150 laser shots demonstrates the temporal
smoothing rates of 2-D SSD. Statistical error bars are smaller than the
symbols. The 3.5-ns pulse has the lowest measured σrms = 6.0%. The 3.5-ns
pulse without frequency modulation is shown for comparison. The thin, solid
line is the time-integrated simulation of the single-beam irradiation
nonuniformity σrms that neglects the B-integral effects and assumes a static
near field with a uniform irradiance. The thick, solid line represents the model
predictions for σrms using Eq. (3). The dashed line is the model prediction for
σrms with σasymp = 0.

pulse length), σ0 is the initial laser nonuniformity, and σasymp
is the asymptotic level of 2-D SSD smoothing calculated from
the time-integrated far-field simulation. This prediction adds
the asymptotic levels of smoothing in quadrature to the model
given in Ref. 14. The dashed line in Fig. 79.38 is a plot of
Eq. (3) with the σasymp set to zero. The deviation of the thick,
solid line from the dashed line around 1 ns signifies that the
beam smoothing is approaching its asymptotic limit. The
asymptotic behavior can be observed in the measured values
of σrms.

The dependence of the rate of smoothing on the wave
number k is examined in Fig. 79.39, where σrms is plotted as a
function of pulse length for the spectral wavelength ranges of
λ = 20-µm, λ = 30-µm, λ = 60-µm, and λ = 150-µm wave-
lengths, corresponding to k = 0.31 µm−1, k = 0.21 µm−1, k
= 0.10 µm−1, and k = 0.04 µm−1. Statistical error bars are again
smaller than the symbols for the majority of the data. For
OMEGA, this corresponds to spherical-harmonic modes of
l = 20 through 150, which are considered the most dangerous
for ICF implosions.5 Again the time-integrated 2-D SSD
predictions are in good agreement with the experimental ob-
servations (B-integral effects are negligible here, too). The
data have also been fitted using Eq. (3) with the approxima-
tion5,21

t kc = × ( )[ ]−∆ν δUV sin ,2
1

(4)

where δ is the separation between spectral modes. (For one
color cycle δ corresponds to one-half of a speckle width,
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i.e., δ = Fλ/D = 2.35 µm.) In a manner similar to Fig. 79.38, the
case neglecting the asymptotic behavior of Eq. (3) is also
plotted in Fig. 79.39. The initial value of the laser nonuniformity
σ0 for each spectral range was determined by taking the
average value of the measured σrms for shots without fre-
quency modulation. The data in Fig. 79.39 demonstrate that the

Figure 79.39
Temporal smoothing rates for specific spatial wavelengths (a) λ = 20 µm (k = 0.31 µm−1), (b) λ = 30 µm (k = 0.21 µm−1), (c) λ = 60 µm (k = 0.10 µm−1), and
(d) λ = 150 µm (k = 0.04 µm−1). Statistical error bars are smaller than the symbols for the majority of the data. The 2-D SSD predictions are in good agreement
with the experimental observations. The thick, solid line represents the model predictions for σrms using Eqs. (3) and (4). The dashed line is a model prediction
for σasymp = 0. The thin, solid line is the predicted σrms from a 2-D SSD simulation using a static near field with a uniform irradiance and neglecting B-integral
effects.

shorter wavelengths (λ = 20 µm) are smoothed more effec-
tively than the longer wavelengths. It can also be observed that
the longer-wavelength modes approach their asymptotic limits
sooner than the shorter ones. Only a small amount of smooth-
ing is observed for λ = 150-µm wavelength (corresponding to
l ≈ 20), which is in agreement with the prediction.
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Conclusion
Direct-drive ICF experiments require a laser system with

excellent irradiation uniformity. Two-dimensional smoothing
by spectral dispersion is currently the best mechanism for
reducing laser-beam nonuniformities for high-power/energy
glass lasers. UVETP images of a single OMEGA laser beam
were recorded to quantify the single-beam irradiation
nonuniformity. The smoothing rate of 2-D SSD (with the
current UV bandwidth of ∆νUV ≈ 0.2 THz) was determined by
analyzing the power spectra of measured UVETP images of
laser pulses having constant peak power and pulse lengths
ranging from 100 ps to 3.5 ns. Simulated 2-D SSD power
spectra and temporal smoothing rates are in excellent agree-
ment with the experimental data and permit confident extrapo-
lation to larger laser systems and higher UV bandwidths.
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In an inertial confinement fusion (ICF) implosion, the target is
hydrodynamically unstable, and, as a result, mass modulations
in the target (either existing or created by the drive) can grow
sufficiently large to disrupt the implosion, reducing its thermo-
nuclear yield.1 In direct-drive ICF, the nonuniformities in the
drive laser can create mass modulations in the target by a
process called laser imprinting. It is, therefore, important to
understand the evolution of three-dimensional (3-D) broad-
band initial spectra produced by laser imprinting. Target de-
signs2,3 rely on the saturation of unstable growth of these
broadband spectra by nonlinear effects (predicted by Haan’s
model4), so it is critical to the success of ICF that this satu-
ration be measured and understood.

The linear growth of the Rayleigh–Taylor (RT) instability
has been extensively studied in planar targets accelerated by
direct drive (laser irradiation).5–8 These experiments, gener-
ally performed with preimposed two-dimensional (2-D) sinu-
soidal perturbations, were well simulated by hydrocodes,
providing confidence that both the energy coupling and the
amount of unstable growth are well modeled. The experiments
discussed in this article are closely related to those that mea-
sure the growth of preimposed mass perturbations.5,8 The
latter provide a baseline calibration for various hydrodynamic
effects that occur in the broadband imprinting experiments.

Nonlinear effects are inherent and very important to the
evolution of broadband spectra. Several works9–13 that used
laser imprint as the initial perturbation for RT growth have
shown the nonlinear evolution of broadband imprinted fea-
tures. Because of the complexity of nonlinear physics, how-
ever, only a qualitative analysis of broadband saturation was
shown.9–13 In recent years several models have been devel-
oped to explain nonlinear RT evolution in Fourier4,14–18 and
real space.17 Multimode nonlinear behavior has been mea-
sured in indirect-drive RT experiments with preimposed 3-D,
multimode initial perturbations in planar targets.19,20

Recent work has shown experimentally21 that three-dimen-
sional broadband imprinted features exhibit growth that satu-

Nonlinear Evolution of Broad-Bandwidth, Laser-Imprinted
Nonuniformities in Planar Targets Accelerated by

351-nm Laser Light

rates at amplitudes consistent with Haan’s model.4 Here we
extended that work to provide a more-detailed analysis of the
RT nonlinear evolution of the broadband spectra seeded by
laser nonuniformities. In our experiments we used predomi-
nantly 20-µm-thick CH targets, which closely resemble the
target shells typically used on OMEGA spherical implosions.
On OMEGA,22 the planar targets were accelerated by 351-nm
laser beams. Various experiments were performed by different
beam-smoothing techniques including distributed phase plates
(DPP’s),23 smoothing by spectral dispersion (SSD),24 and
distributed polarization rotators (DPR’s).9,10 Through-foil
x-ray radiography was used to measure mass modulations
created in planar targets as a result of imprinting and subse-
quent growth.25,26 Experimental data are compared with pre-
dictions of the Haan model for the evolution of broadband
perturbation spectra. The limitations of RT growth by finite
target thickness and target “bowing” due to decreased drive
toward target edges are also discussed in this article.

It should be noted that the RT instability studied here exists
primarily at the ablation surface, the point where the steep
temperature front meets the cold overdense material of the
shocked target. Perturbations in the target result from both
mass modulations (ripples at the ablation surface) and density
modulations produced in the bulk of the target. The latter are
created primarily by the propagation of nonuniform
shocks5,27,28 produced by intensity nonuniformities in the
laser drive that modulate the drive pressure. Through-foil
radiographic systems are sensitive to the density–thickness
product (optical depth) of the target and, as such, cannot
distinguish between mass and density modulations.5,8 After
about 1 ns of acceleration in these experiments, the variations
in optical depth produced by the nonuniform shocks become
negligible compared to those produced by the ablation-front
amplitude. At this point, it is reasonable to ascribe most of the
modulation in measured optical depth to the amplitude of the
perturbations at the ablation surface.5

The next four sections of this article describe experimental
configuration, Haan’s model for nonlinear saturation of broad-
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band nonuniformities, data analysis techniques, and measure-
ments of saturation levels for broadband spectra. The last four
sections discuss late-time evolution of broadband spectra,
target bowing, limitations of RT growth by finite target-
thickness effects, and, finally, results.

Experimental Configuration
Initially smooth, 20- and 40-µm-thick CH targets (ρ

= 1.05 g/cm2) were irradiated at 2 × 1014 W/cm2 in 3-ns
square pulses by five overlapping UV beams (see Fig. 79.40).
All five beams had distributed phase plates (DPP’s)23 to
enhance the on-target uniformity. Each of the drive beams was
focused to a ~900-µm-diam spot size (at the 5% intensity
contour) with an on-target intensity distribution measured to
be I r r~ exp −( )[ ]0

4 .8 The energy per beam delivered on a
target was ~400 J. For some shots SSD24 and DPR’s9,10 were
used. The 2-D SSD had IR bandwidths of 1.25 Å × 1.75 Å
producing a 0.25-THz bandwidth at 351 nm. The resultant,
five-beam overlapped spot (time integrated) had a constant-
intensity region of ~600-µm diameter. The experiments were
conducted with three different configurations of beam-smooth-
ing techniques: (1) with DPP’s, (2) with DPP’s and SSD, and
(3) with DPP’s, SSD, and DPR’s. The on-target uniformity for
these cases can be estimated by dividing the time-integrated,
single-beam nonuniformities (98%, 8.5%, and 6%) by the
square root of 5 (for five beams), yielding 44%, 3.8%, and
2.7%, respectively, for the three configurations.9,10 The targets
were backlit with x rays produced by a uranium backlighter
located 9 mm from the driven target and irradiated at
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Figure 79.40
Experimental configuration. Five overlapped beams drive a 20-µm-thick
CH foil. An additional 12 beams produce x rays from a uranium backlighter
foil. X rays traverse the target and are imaged by a pinhole array on a
framing camera.

~1 × 1014 W/cm2 (using 12 additional beams). X rays transmit-
ted through the target and a 3-µm-thick aluminum blast shield
(located between the backlighter and drive foils) were imaged
by 8-µm pinholes on an x-ray framing camera filtered with
6 µm of aluminum. This yielded the highest sensitivity for an
average photon energy of ~1.3 keV. The distance between the
target and the pinhole array was 2.9 cm, and the distance
between the pinhole array and the framing camera was 35 cm,
resulting in a magnification of ~12. The framing camera
produced eight temporally displaced images, each of ~80-ps
duration. The use of optical fiducial pulses coupled with an
electronic monitor of the framing camera output produced a
frame-timing precision of ~70 ps. The framing camera images
were captured on Kodak T-Max 3200 film, which was digi-
tized with a Perkin-Elmer PDS microdensitometer with a
20-µm-square scanning aperture. The measured target optical
depth is the natural logarithm of the intensity-converted im-
ages of a target.

The experiment involved multiple shots where radiographs
were obtained at different times. For each shot, up to six images
of the same area (400 µm square) of the target (found by the
cross-correlation method described later in this article) were
analyzed. These images were acquired in time intervals 1.0 to
2.8 ns after the beginning of the drive. The backlighter shape
was removed by subtracting a fourth-order, two-dimensional
envelope fit to data. The resulting images were the measured
modulations of optical depth Dm(f). Using the measured sys-
tem resolution, noise, and sensitivity, we applied a Wiener
filter to reduce noise and deconvolved the system’s modulation
transfer function (MTF) to recover the target’s areal-density
modulations Dt(f).26 The noise in these measurements was
dominated by photon statistics of the backlighter x rays, and
the system resolution was limited by an 8-µm pinhole.26

The primary objective of this experiment is to recover the
amplitude of the perturbation at the ablation surface using the
measured optical-depth modulations. To do this rigorously
requires significant effort. One approach is to use computer
simulations of the experiment and detection system to quantify
the relationship between modulations in the radiographs and
perturbations in the target.29 Since three-dimensional simula-
tions of laser-imprinted perturbations are difficult, it is advan-
tageous to obtain this relationship experimentally. We simplify
the latter process by establishing several reasonable assump-
tions about the detection system. First, as a result of Al filters,
a relatively narrow band (∆E � 200 eV) of x rays around
1.3 keV is used for radiography. Around 3.5 keV (uranium M-
band emission) the spectral component’s effect on system
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sensitivity and resolution was measured and calculated to be
negligible.26 Second, the backlighter spectrum and filter trans-
mission remain constant during the measurement. Third, the
backlighter is produced by 12 beams with phase plates, result-
ing in a very uniform and predictable backlighter shape.
Fourth, there is little heating of the solid part of the target;
therefore, the mass absorption coefficient µ is constant in time.
Fifth, the amplitudes of the growing imprinted features are
large enough that the propagation of a nonuniform shock has
little effect on the total optical depth of the target.5 Given these
assumptions, the measured optical depth and the optical depth
of the target (areal density) are linearly related as

D t d R D tm tr r r r r, , ,( ) = ′ − ′( ) ′( )∫ sys (1)

where Rsys is the point spread function (PSF) of the entire
system. The latter is the convolution of the PSF’s of the
pinhole, the framing camera, the film, and the digitizing
aperture of the densitometer. In frequency space, the total
system modulation transfer function (MTF) is the product of
the MTF’s of each of these components. Equation (1) has been
derived assuming that the amplitude of the target’s optical-
depth modulations is small compared to unity. Since Eq. (1) is
a linear approximation, it does not treat the generation of
harmonics and coupling of modes produced by nonlinearities
in the detection system. We have simulated these nonlinearities
for modulation amplitudes greater than those measured rou-
tinely in our experiments and found that nonlinear effects were
negligible compared to the noise in the system. This knowl-
edge was used to create a Weiner filter that uses a linear
approximation to the detection system in order to recover the
target areal-density modulations.26

As an example, Fig. 79.41 shows a fully processed image
of the target optical depth at 2.4 ns for a shot with all of the
laser-smoothing techniques (DPP’s, SSD, and DPR’s) em-
ployed. The range of 3.6 OD corresponds to a target areal-
density (ρR) modulation of about 3.6 × 10−3 g/cm2. For
comparison, the areal density (ρR) of the undriven target is
about 2 × 10−3 g/cm2.

At early times, the contribution to areal-density modula-
tions in the bulk of a target, produced by the propagation of
nonuniform shocks, is comparable to those from amplitude
modulation at the ablation surface.5 After ~1 ns of drive,
however, the ablation-front modulations with spatial frequen-
cies in the region 10 to 100 mm−1 (where measurements are
performed) experience sufficient RT growth to dominate any

Figure 79.41
Fully processed image of the target optical depth (OD) perturbations captured
at 2.4 ns for one of the six shots with all smoothing techniques including
DPP’s, SSD, and DPR’s.

density modulation produced by nonuniform shocks. Thus, at
times >1 ns, the amplitude at the ablation surface is well
represented by measured modulations.

Once the modulation in target optical depth Dt(r,t) is ob-
tained, the perturbation amplitude in the target ξ(r,t) can be
found using spectrally weighted attenuation length λCH,26

which is inversely proportional to the mass absorption coeffi-
cient and the target density:

ξ λr r, , .t D tt( ) = ( ) CH
(2)

λCH can be constructed using the target compression Cp
calculated by 1-D hydrocode LILAC30 and the measured
attenuation length λx of the undriven target:

λ λ
CH = x

pC
. (3)

This relation can be used as long as the driven target maintains
the cold value of its mass absorption coefficient. Typically,
during our experiments the calculated target temperature
(T < 10 eV) is far below the values that could change the mass
absorption coefficient to ~1-keV x rays. λx was measured by
radiographing undriven, 20-µm-thick CH targets that had
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preimposed, low-amplitude (0.5-µm) sinusoidal modulations
with wavelengths of 60 and 30 µm. Using these modulations as
control references, λx was determined to be 10±2 µm. These
experiments also showed that both backlighter spectrum and
filter transmission remained constant during the measurements.

Haan’s Model for Broadband Spectra
In the linear regime of the RT instability, individual modes

do not interact and therefore grow exponentially at rates
determined by the dispersion relation31–33

γ α β=
+

−kg

L k
kV

m
a1

, (4)

where γ is the instability growth rate, k is the wave number
of the perturbed mode, g is the target acceleration, Lm is the
minimum density-gradient scale length, and Va is the ablation
velocity. For CH targets Lm ~1 µm and the constants have
values of α ~ 1 and β ~ 1.7. Equation (4) determines how the
actual growth rate differs from the classical rate γ ~ kg  as a
result of density scale length and ablation. For a single-mode
initial perturbation, nonlinear effects cause the exponential
growth of the mode to saturate at an amplitude ξk � 0.1 λ and
to subsequently grow linearly in time.4 Harmonics of the
fundamental mode are generated by mode coupling14 during
the exponential growth (in linear phase), leading to the forma-
tion of bubbles (penetration of lighter fluid into heavier) and
spikes (penetration of heavier fluid into lighter).

The evolution of 3-D broadband perturbations is more
complicated. The fastest-growing modes rapidly drive har-
monics and coupled modes. The contribution of the mode
coupling becomes comparable to the exponential growth for
some of the modes, even at small (in the linear regime)
amplitudes. As a result, some modes grow faster than others,
while some shrink and change their phase;18 however, the
average amplitude of all of the modes at a given spatial
frequency grows exponentially at a rate given by Eq. (4).4,14

Saturation occurs due to the collective behavior of modes
because adjacent modes can constructively interfere to create
local structures with amplitudes much larger than those of
individual modes. As these features experience saturation, the
individual modes saturate at amplitudes much less than 0.1 λ.
After reaching this saturation level, the modes grow, on aver-
age, linearly in time. The transition from the linear (exponen-
tial growth) to the nonlinear stage (linear growth) is continuous.
Haan formulated a model4 for the saturation of a 3-D broad-
band spectrum and found a saturation level of the azimuthally

averaged amplitude given by15,16

S k Lk( ) = 2 2 , (5)

where L is the size of the analysis box. The L dependence
occurs because the individual Fourier amplitudes of the broad-
band features depend on the size of analysis region; whereas
the rms amplitude σrms, a measure of the deviation of the
function ξ(x) from its average value ξ , does not. Using the
Fourier transform ξ(k) of the function ξ(x), the rms amplitude
σrms is defined as

σ ξ ξrms = ( ) − =( )∑ k k2 2
0

k
. (6)

The rms amplitude is the physically measurable quantity and
therefore must have the same value independent of how it is
derived. The number of Fourier modes decreases as the box
size is reduced. The nonuniformity’s σrms is the square root of
the sum of all modes’ absolute values squared, as shown by
Eq. (6), so the amplitudes of the modes must, concomitantly,
increase to keep the nonuniformity’s σrms constant.

After it reaches the saturation level S(k), the evolution of the
average amplitude ξk(t) is given by4

ξ
ξ

k
kt S k

t

S k
( ) = ( ) +

( )
( )























1 ln ,
exp

(7)

where ξ ξ γk kt t texp exp( ) = =( ) ( )0  is the exponential growth in
the linear stage of instability. This is equivalent to growth at a
constant velocity V(k) in the saturation regime

V k S k k( ) = ( ) ( )γ . (8)

The behavior predicted by this model is shown in Fig. 79.42
for an initial perturbation spectrum that had constant power per
mode as a function of spatial frequency. This is representative
of the broadband features imprinted by irradiation non-
uniformities that arise primarily from the speckle pattern pro-
duced by DPP’s and SSD.34 The evolution of this spectrum
(plotted as the average amplitudes versus spatial frequency for
seven different times between t = 1.3 to 2.2 ns) is modeled
simply by applying the growth-rate dispersion relation
[Eq. (4)], the saturation level [Eq. (5)], and the evolution in the
saturation regime [Eq. (7)], where the target acceleration
g = 50 µm/ns2, ablation velocity Va = 2.5 µm/ns, and the
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nonuniformity’s initial σrms = 0.09 µm. The amplitudes are
converted to target optical depth by dividing by the measured,
spectrally weighed, attenuation length λx = 10±2 µm and
multiplying by the simulated compression of the target (about
2 for 1.5 ns). The simulated target density at the ablation
surface is shown in Fig. 79.43. The high-frequency modes
grow most rapidly and saturate at the level given by Eq. (5),
while the low-frequency modes grow more slowly. As a result,
the mid-frequency modes experience the largest growth fac-
tors, producing a peak in the spectrum. As the evolution
progresses, the mid-frequency modes begin to saturate, and the
peak moves to longer wavelengths. This behavior is relatively
insensitive to the initial spectrum or drive conditions; there-
fore, most broad-bandwidth initial spectra will evolve simi-
larly given sufficient time. Variations in growth rates of up to
50%, or in the σrms of the initial spectrum of up to two orders
of magnitude, have little effect on the predicted spectral
evolution; the only requirement is that the spectrum be broad-
band. For example, according to Haan’s model the initial
perturbation spectrum that has constant Fourier amplitude and
σrms = 0.5 µm undergoes similar evolution to that shown in

Figure 79.42
Predicted Fourier amplitudes of optical depth using Haan’s model for an
assumed spectrum of perturbations with initial flat power per mode
(σrms = 0.09 µm) spectrum, target acceleration of g = 50 µm /ns2, ablation
velocity of Va = 2.5 µm /ns, and L = 400 µm at times 1.3, 1.4, 1.6, 1.8, 1.9,
2.0, and 2.2 ns. Haan’s saturation amplitude S is shown by the dashed line.
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Figure 79.43
Calculated target density at the ablation surface as a function of time.

Fig. 79.42 but it occurs at earlier times (between t = 0.8 to
1.6 ns) if the drive conditions are the same. This behavior has
been tested experimentally by varying amplitudes of initial
perturbation using a variety of laser-smoothing techniques.

Image Cross-Correlations
The experiment involves multiple shots with CH targets

and with different smoothing techniques applied. For each
shot, up to six unfiltered images of the same area of the target,
found with a cross-correlation technique, were processed with
a 400-µm analysis box. Figure 79.44 shows two images of the
target acquired at 2.4 ns and 2.5 ns for a shot with all smoothing
techniques employed. The same 400-µm-sq area of the target
was found in each of these images when the cross-correlation
between the two analysis regions was maximized. The cross-

2.5 ns 2.4 ns

E9538 1 mm

Figure 79.44
Two images of the target acquired at 2.4 ns and 2.5 ns for a shot with all
smoothing techniques employed. Two 400-µm-square regions indicated by
the square boxes were taken for cross-correlation analysis.
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correlation function for two images with target optical depths
Dt1(r) and Dt2(r) is given by

C
d D D

d D d D

t t

t t

r
r r r r

r r r r
( ) =

′ ′ +( ) ′( )
( ) ( )

∫
∫ ∫

1 2

1
2

2
2

. (9)

If two images of the target are shifted by some distance a, then
the maximum of the cross-correlation function C(r) will be
shifted by the same distance from the center of coordinates (r
= 0), as can be seen from Eq. (9). For example, if two images
at 2.4 ns and 2.5 ns are misaligned by ax = 133 µm in horizontal
and ay = 67 µm in vertical directions, the peak of the cross-
correlation function between these two images is shifted from
the center of coordinates by the same distances ax and ay as

Figure 79.45
The cross-correlation function between two images. (a) Two images are shifted by 133 µm in the horizontal direction and 67 µm in the vertical direction,
respectively. The cross-correlation coefficient between the two images is 17%. (b) When two images are aligned, the maximum of the cross-correlation function
is then located at the center of coordinates at r = 0. The cross-correlation coefficient between the two images increases to 34%. (c) The cross-correlation func-
tion between the two images taken on different shots showing little correlation. (d) The lineout through the center of coordinates of the cross-correlation
function shown in (c) for two images taken at different shots (dashed line). The lineout through the center of coordinates of the cross-correlation function shown
in (b) for 2.4-ns and 2.5-ns images taken during the same shot (solid line).

shown in Fig. 79.45(a). When one of the images is moved by
the distances ax and ay, aligning these two images, the peak of
the cross-correlation function moves toward the center of
coordinates as shown in Fig. 79.45(b). At the same time, the
cross-correlation coefficient between these two images, which
is defined as the maximum of C(r), increases from 17% for
misaligned images to 34% for aligned images because larger
areas of the target overlap for two aligned images.

The details of target nonuniformity structure are unique and
specific only to images taken at the same shot. It is therefore
expected that the cross-correlation technique should find little
correlation between two images taken from different shots.
The typical cross-correlation function of two images taken on
different shots is shown in Fig. 79.45(c). This function has no
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pronounced peaks; it fluctuates around zero, as shown by the
dashed line in Fig. 79.45(d), which is the lineout of this
function through the center of coordinates. This indicates that
there is no correlation between features in images from differ-
ent shots. In contrast, images taken on the same shot (such as
those acquired at 2.4 and 2.5 ns and shown in Fig. 79.44) are
well correlated. This is shown by the lineout through the center
of their cross-correlation function as shown in Fig. 79.45(d) by
the solid line. The cross-correlation between images greatly
increased after they were Wiener filtered: for example, the
cross-correlation coefficient between these images increased
from 34% to 70%. This indicates that the image processing
efficiently reduced the noise in these images. The upper limit
of the cross-correlation is determined by the amount of evolu-
tion the target perturbations experienced between the times the
images were captured.

The accuracy of the image alignment using the cross-
correlation technique has been defined in the following way:
For a particular shot, five images (A, B, C, D, and E) were
aligned with a sixth image (F) by moving the peaks of all five
cross-correlation functions toward their centers of coordi-
nates. Then each of the five images was cross-correlated to
each other. It was found that the peaks of all these cross-
correlation functions were located no farther than 1 pixel
(1.67 µm) from the centers determined by the first step. This
indicates that the accuracy of the alignment is not worse than
2 µm.

Figure 79.46 shows six fully processed (Wiener-filtered)
sub-images (L = 100 µm) of the target optical depth for one
of the shots with full smoothing (DPP’s, SSD, and DPR’s
applied) captured at 1.6, 1.9, 2.0, 2.2, 2.4, and 2.5 ns and
aligned by the cross-correlation technique. The temporal evo-
lution to longer-scale structures is evident. All images are well
correlated indicating that the evolution is of the same features.
Figure 79.47 shows the cross-correlation coefficients C (r = 0)
between these different images. The solid line shows that the
cross-correlation C (r = 0) of the image at 2.5 ns with itself
equals 1 (at 2.5 ns) and its cross-correlation with other images
(at other times) decreases as a time separation between images
increases. The dashed line in Fig. 79.47 shows the same
behavior for the cross-correlation of the image at 2.2 ns with
the other images. In fact, the same behavior has been observed
for each time frame in all six shots, i.e., the cross-correlation
between neighboring images is always higher than with more-
distant images, which confirms that the image processing
allows an observation of the evolution of the same features of
target perturbations.

Figure 79.46
Fully processed sub-images (with a box size of 100 µm) of the target optical
depth captured at (a) 1.6, (b) 1.9, (c) 2.0, (d) 2.2, (e) 2.4, and (f) 2.5 ns for one
of the six shots taken with laser conditions that include DPP’s, SSD, and
DPR’s. The evolution in time to longer-scale structures is evident.

Nonlinear Saturation of RT Growth
As was pointed out earlier, predictions by the Haan’s model

for the shape of the late-time spectrum are relatively insensi-
tive to the initial perturbation spectrum; therefore, most broad-
bandwidth initial spectra evolve similarly. Variations of up to
two orders of magnitude in the initial amplitudes of the
spectrum have little effect on the predicted spectral evolution.
This prediction has been tested experimentally by varying the
amplitudes of initial perturbation using different laser-smooth-
ing techniques. The primary experiment involves multiple
shots with planar, 20-µm-thick CH targets taken with different
smoothing techniques employed: with DPP’s, SSD, and DPR’s
(six shots), with DPP’s and SSD (three shots), and with DPP’s
only (two shots).
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Figure 79.47
Cross-correlation of different time images for one of the six shots taken with
laser conditions that include DPP’s, SSD, and DPR’s. The cross-correlation
coefficients of images captured at 2.5 ns and 2.2 ns with all other images are
shown by the solid line and the dashed line, respectively.

The evolution of the averaged amplitudes (obtained by
azimuthally averaging the Fourier amplitudes at each spatial
frequency) of the measured target’s optical-depth modulation
as a function of spatial frequency with planar, 20-µm-thick CH
targets is shown in Fig. 79.48(a) for one shot at times of 1.4 to
2.2 ns and in Fig. 79.48(b) for another shot at somewhat later
times of 1.6 to 2.4 ns. In these shots laser beams had full
smoothing techniques employed (i.e., DPP’s, SSD, and DPR’s).
Figures 79.48(c) and 79.48(d) show the evolution of
nonuniformity spectra for shots with DPP’s and SSD for times
of 1.6 to 1.9 ns for one shot and of 1.6 to 2.0 ns for the other,
and Figs. 79.48(e) and 79.48(f) for shots with DPP’s only for
times of 1.3 to 1.5 ns for one shot and of 1.6 to 1.8 ns for the
other. The initial amplitudes of imprinted perturbations are
expected to be higher in shots with less laser uniformity.

One can readily see that the measured spectra are peaked
and that the peak shifts toward longer wavelengths as time
progresses, similar to the predicted behavior shown in
Fig. 79.42. Moreover, the dashed line, which shows the Haan
saturation level, is in good agreement with the position of the
spectral peak. The saturation level was converted to optical
depth using the spectrally weighed attenuation length λx and
the predicted compression (about 2 at times ~1 to 2 ns). Similar
behavior was observed for all shots taken under all drive
conditions with different smoothing techniques employed. For
the data with less laser uniformity [Figs. 79.48(e) and 79.48(f),
DPP’s only], the initial imprinted amplitudes are higher, and as
a result, the RT evolution is observed earlier in time than in the

case with more-uniform drive, which includes SSD and DPR’s
[Figs. 79.48(a) and 79.48(b)].

Figure 79.48 shows that the measured growth of the ampli-
tudes at 20-µm wavelength is much less pronounced than that
of 30 µm for all shots. This is because the amplitudes at 20 µm
are predicted to be already above Haan’s saturation level at
about 0.01 OD, while amplitudes at 30 µm experience a
transition from exponential growth to the saturated growth
with constant velocity at about 0.022 OD. The amplitude at
60 µm is predicted to be below the saturation level and
therefore should grow exponentially during this time interval.
To support these assertions, we measured the growth of low-
amplitude, preimposed, 2-D, 60-µm-wavelength and 30-µm-
wavelength, single-mode, sinusoidal perturbations on
20-µm-thick CH foils driven with the irradiation conditions
that included DPP’s, SSD, and DPR’s. Targets with initial
perturbation amplitudes of 0.05 and 0.125 µm at 60-µm wave-
length and 0.025 µm at 30-µm wavelength were used. These
initial amplitudes are sufficiently low that they are expected to
be in the linear regime for at least 2.5 ns, yet have high enough
amplitudes that mode coupling from the broadband spectrum
has no effect on their evolution. Figure 79.49(a) shows that the
broadband features at 60 µm (the combined data from six
shots) grow at a similar rate as the preimposed 60-µm modu-
lations (upper data points for two shots). Exponential fits to
these data (three solid lines) indicate growth rates of 0.96
±0.02 ns−1 and 1.02±0.02 ns−1 for the preimposed modulations
and 0.91±0.05 ns−1 for the broadband modulations. Fig-
ure 79.49(b) shows that the broadband features at 30 µm (the
combined data from six shots) experience a transition from
linear to nonlinear phases at an amplitude of about 0.02 OD,
which is 30 times lower than the single-mode saturation value
of 0.6 OD (0.1 λ). At the same time, the two preimposed 30-µm
modulations (upper data points) grow exponentially with growth
rates of 1.45±0.02 ns−1 and 1.54±0.02 ns−1, respectively. These
data clearly show the wavelength-dependent saturation level.

The preimposed 30-µm and 60-µm modulations were fitted
with an exponential in order to compare growth rates with
those measured for early times5,8 (see later in the Finite Target
Thickness Effect section). For broadband modulations, both
exponential and polynomial fits have been used to quantify
the transition from the exponential to saturated growth. Fig-
ure 79.49(b) shows that for broadband modulations at 60 µm,
the exponential fit (solid line) closely matches the third-order
polynomial fit (dashed line). The standard deviations are
0.0021 OD and 0.0022 OD, respectively. For 30-µm broad-
band modulations shown in Fig. 79.49(b), however, the expo-
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Figure 79.48
The measured azimuthally averaged Fourier amplitudes of the optical-depth modulations as a function of spatial frequency for six shots: (a) a 20-µm-thick foil
at times 1.4, 1.8, 1.9, and 2.2 ns with laser conditions that include DPP’s, SSD, and DPR’s; (b) at 1.6, 1.9, 2.2, and 2.4 ns with DPP’s, SSD, and DPR’s; (c) at
1.6 and 1.9 ns with DPP’s and SSD; (d) at 1.6 and 2.0 ns with DPP’s and SSD; (e) at 1.3 and 1.5 ns with DPP’s; and (f) at 1.6 and 1.8 ns with DPP’s. Haan’s
saturation amplitude S is shown by the dashed line.

nential (dashed line) does not fit data well (the standard
deviation is 0.0039 OD) compared to the polynomial fit (solid
line; the standard deviation is 0.0022 OD), which closely
follows the saturated evolution of these broadband data.

Figure 79.50 summarizes data from 11 shots performed
with (1) DPP’s, SSD, and DPR’s [six shots, Figs. 79.50(a),
79.50(d), and 79.50(g) for the average broadband amplitudes
at wavelengths of 60 µm, 30 µm, and 20 µm, respectively],
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(2) DPP’s and SSD [three shots, Figs. 79.50(b), 79.50(e), and
79.50(h)]; and (3) DPP’s only [two shots, Figs. 79.50(c),
79.50(f), and 79.50(i)]. It is expected that SSD smoothes out
perturbations at high spatial frequencies much more efficiently
than at low spatial frequencies;34 therefore, the expected initial

Figure 79.49
(a) Average Fourier amplitudes of optical depth of imprinted features versus
time at 60-µm wavelength for six shots (distinguished by different symbols)
and the amplitude of preimposed 60-µm perturbations of corrugated targets
with initial amplitudes of 0.05 and 0.125 µm (upper data). (b) The same for
the 30-µm wavelength with the amplitudes of initial, preimposed, 30-µm
perturbations of 0.025 µm (upper data). Exponential fits (solid lines) were
used for the preimposed corrugation data, 60-µm imprinted data (solid lines),
and 30-µm imprinted data (dashed line), and a third-order polynomial fit was
used to the imprinted data at 60 µm (dashed line) and 30 µm (solid line).

imprinted spectra with and without SSD have not only differ-
ent nonuniformities σrms, but also different shapes. According
to Haan’s model, however, later in time, and after considerable
RT growth, the perturbation spectra are expected to be similar
but shifted in time with the evolution occurring later in the case
of DPP’s plus SSD compared to DPP’s only.

The measured temporal evolution for all three cases is
similar, as evident from the evolution of the amplitudes of
broadband perturbations at 60-µm, 30-µm, and 20-µm wave-
lengths. The 30-µm- and 20-µm-wavelength perturbations sat-
urate at different times for different smoothing conditions but
always at the same levels. The 60-µm perturbations grow in the
linear regime (exponential growth) with similar growth rates
(0.70±0.05 ns−1, 0.93±0.05 ns−1, and 0.91±0.05 ns−1 with
DPP’s only; DPP’s and SSD; and DPP’s, SSD, and DPR’s,
respectively, for all smoothing conditions). As shown earlier,
these growth rates are in very good agreement with the mea-
sured growth rates of preimposed 2-D sinusoidal perturbations
at a 60-µm wavelength [Fig. 79.49(a), upper data points].

For cases with less laser uniformity [case (3): DPP’s only],
the initial imprinted amplitudes are higher, and as a result, the
RT evolution is advanced in time [~250 ps earlier than in case
(2), and ~500 ps earlier than in case (1)]. This observation is
evident for the 60-µm, 30-µm, and 20-µm wavelengths of
broadband perturbations. Note also that the 30-µm-wave-
length perturbations saturate at higher amplitude than the
20-µm perturbations, as expected.

Even though the experimental data (see Fig. 79.48) cannot
show the saturation level S (k) = 2/Lk2 explicitly, it was tested
by comparing peaks of measured Fourier spectra with those
predicted by using Haan’s model. Such comparison becomes
possible because the shape of Fourier spectra and the position
of their peaks depend primarily on the saturation level rather
than on the initial or drive conditions (shown experimentally in
Fig. 79.48). For example, from Fig. 79.48(a) one can see that
measured spectral peaks at spatial frequencies of 30 mm−1 and
50 mm−1 are positioned at the values of Fourier amplitudes
of approximately 2.7 × 10−2 and 1.2 × 10−2 OD, at times 2.2 ns
and 1.4 ns, respectively. The predicted spectral peaks at these
spatial frequencies are at the values of approximately 3.7
× 10−2 and 1.2 × 10−2 OD, respectively, as shown in Fig. 79.42.

The main experimental errors in measurements of target
optical depth shown in Fig. 79.48 include noise in the experi-
mental system (dominated by photon statistics of the backlighter
x rays), uncertainty of the system resolution, and nonlinearities
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Figure 79.50
(a) Average Fourier amplitudes of optical depth of imprinted features versus time at 60-µm wavelength for six shots (distinguished by different symbols) with
DPP’s, SSD, and DPR’s. Exponential fit (solid line) indicates the growth rate of 0.91±0.05 ns−1. (b) The same for the three shots with DPP’s and SSD.
Exponential fit (solid line) indicates the growth rate of 0.93±0.05 ns−1. (c) The same for the two shots with DPP’s only. Exponential fit (solid line) indicates
the growth rate of 0.70±0.05 ns−1. (d) Average Fourier amplitudes of optical depth of imprinted features versus time at 30-µm wavelength for six shots with
DPP’s, SSD, and DPR’s. The solid line is a third-order polynomial fit. (e) The same for the three shots with DPP’s and SSD. (f) The same for the two shots
with DPP’s only. (g) Average Fourier amplitudes of optical depth of imprinted features versus time at 20-µm wavelength for six shots with DPP’s, SSD, and
DPR’s. The solid line is a third-order polynomial fit. (h) The same for the three shots with DPP’s and SSD. (i) The same for the two shots with DPP’s only.

in the detection system, which was considered to be linear
during Wiener filtering and MTF deconvolution.26 The total
uncertainty of optical-depth measurements at the spatial fre-
quency range of 30 to 50 mm−1 was determined to be about
10−3 OD. It included the relative error of system resolution
measurement, which was about 4%, and the uncertainty due to
nonlinearity in the detection system, which was about 2% of
the noise in the experimental system.26

The Haan’s model predictions shown in Fig. 79.42 were
converted to the optical depth using spectrally weighted at-
tenuation length λCH,26 which depends on the calculated target
compression Cp and the measured attenuation length λx of
the undriven target [see Eq. (3)]. λx was determined to be
10±2 µm,26 and the target compression was calculated to be
about Cp = 1.7±0.3 during the time interval of 1.4 to 2.2 ns.
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Using all of these uncertainties, the measured amplitudes
of optical-depth modulations that have been converted to
perturbation amplitudes in the target [using Eq. (2)] are 15.9
× 10−2±4.5 × 10−2 µm and 7.1 × 10−2±1.6 × 10−2 µm at spatial
frequencies of 30 mm−1 and 50 mm−1, respectively. Those
predicted by Haan’s model are 18 × 10−2 µm and 6.0 × 10−2 µm
at spatial frequencies of 30 mm−1 and 50 mm−1, respectively.

To demonstrate the agreement of these data with the Haan’s
model, we have compared the measurements and the predic-
tions for the peak of the nonuniformity spectrum in accelerated
targets. As has been discussed, the location of the peak follows
the predicted trend to longer wavelengths, but it is important to
compare the actual amplitude of that peak. Since that ampli-
tude is independent of the initial conditions, we are able to plot
together all data shown in Fig. 79.48, irrespective of the
different laser-uniformity conditions. Again, the amplitude is
obtained using the measured attenuation length of the undriven
target and the calculated target compression (Fig. 79.43 shows
the density as a function of time). In Fig. 79.51, the amplitudes
at which the peaks in the measured spectra occur are plotted
versus those for the predicted spectra. These data show that
the Haan’s model well represents the spectral peaks of broad-
band nonuniformities.
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Figure 79.51
The amplitude of measured spectral peak as a function of predicted
spectral peak.

In summary, broad-bandwidth perturbations were observed
to saturate at levels predicted by Haan’s model,4 which were
much lower than the single-mode saturation levels (0.1 λ). This
has been shown by the combined data from shots having
different drive uniformities. This behavior was noted in both
the shape of the spatial Fourier spectra and the temporal

behavior of modes at various wavelengths. In addition, it was
found that the growth of 3-D perturbations from the broad-
band spectrum in the linear regime is the same as that for the
linear growth of preimposed 2-D perturbations, also in agree-
ment with Haan’s model. The measured spectral evolution
including the saturation level is insensitive to the details of the
initial perturbation spectrum; this is also in agreement with
Haan’s model.

The relationship between the evolution of the preimposed
modes and their coupling to the broadband spectrum must be
clarified. The results inferred from Fig. 79.49 require that the
growth of the preimposed modes remain in the linear regime
(exponential growth) and unaffected by mode coupling. It was
experimentally observed that the absolute values of Fourier
amplitudes of the broadband spectra are randomly distributed
from zero to about twice the average level 2ξk t( )  for any
azimuthal lineout with wave vector k and at any time t.
Therefore, the evolution of any mode ξk(t) from the azimuthal
lineout at a wave vector k of the broadband spectrum is
confined between zero and 2ξk t( ) . This means that the effects
of nonlinear mode coupling on any particular mode ξk(t) from
all other modes is of the order of ξk t( ) or less. This observation
is in agreement with the theoretical work performed by Haan14

for ablatively accelerated targets. If the amplitude of some
particular mode ξk(t), growing in the linear regime, is much
higher than the average level of broadband spectrum
ξ ξk kt t( ) >> ( ) as for the preimposed modes from Fig. 79.49,
then nonlinear effects will be only a small fraction of its
amplitude ξk(t). For example, the evolution of the mode ξk(t)
can be approximated to second-order accuracy and neglecting
high-order terms by14
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where ξ ξ γk t t k texp exp( ) = =( ) ( )[ ]0  is the exponential (or first-
order) amplitude of mode k. If the amplitude of some particular
mode ξk(t), growing in the linear regime, is much higher than
the average level of broadband spectrum ξ ξk kt t( ) >> ( ) as for
preimposed modes from Fig. 79.49, then nonlinear effects will
be only a small fraction of its amplitude ξk(t) [i.e., the first
linear term in Eq. (10) is much larger than the second nonlinear
term]. This means that the effect of mode coupling on the
amplitudes of 60-µm and 30-µm preimposed modes [which
are 10 to 20 times above the average level of broadband
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amplitudes (see Fig. 79.49)] is small (of the order of 5% to
10% of their amplitudes) and can be neglected compared with
their exponential growth in the linear regime.

The same concept can be expected in a simple physical
picture. Figure 79.52 schematically shows an image of the
driven target that has a single-mode perturbation (dashed lines)
and broadband features with individual 3-D bubbles (solid
lines). In some small regions (containing only one or two
bubbles), the material flow in the horizontal direction can be
dominated by the flow from individual 3-D bubbles. In 3-D,
the material from bubbles flows in all directions, but it flows
only in one horizontal direction from 2-D bubbles. In the whole
region of box size L, however, the material flow in the horizon-
tal direction is dominated by the flow from the tips of the 2-D
bubble (dashed lines) because the overall contribution to the
flow in this direction from the 3-D bubbles becomes much
smaller in the whole region with box size L. Therefore, the
overall effect of the broadband features on the evolution of a
single mode is insignificant providing that the amplitude of the
single mode is high enough. This consideration in real space is
complimentary to that in Fourier space described in the previ-
ous paragraph.

E9543
L

Figure 79.52
Schematic image of the driven target, which has a single-mode perturbation
(dashed lines) and broadband features with individual 3-D bubbles (solid
lines). In the small regions (containing only one or two bubbles), the material
flow in the horizontal direction can be dominated by the flow from individual
3-D bubbles (solid lines). In the whole region with box size L, however, the
material flow in the horizontal direction is dominated by the flow from the
tips of the 2-D bubble (dashed lines).

Late-Time Perturbation Evolution
In Fig. 79.50, the amplitudes of both the 20-µm- and 30-µm-

wavelength broadband perturbations decrease late in time (at
2.5 to 2.8 ns for the case with all smoothing techniques
employed). In the nonlinear regime, Haan’s model predicts the
growth of these perturbations to be linear in time (constant
velocity growth) after they reach their saturation levels. This is
in contradiction with experimental data. Figure 79.53 shows
nonuniformity spectra at 2.5 ns (dashed line) and 2.8 ns (solid
line) for one of the shots with all laser-smoothing techniques
employed including DPP’s, SSD, and DPR’s. It clearly shows
a decrease in amplitude of all spatial frequencies higher than
30 mm−1. Figure 79.54 shows images of the target at 2.5 ns (a)

E9181

t = 2.5 ns
t = 2.8 ns

Fo
ur

ie
r 

am
pl

itu
de

 ×
 1

0–
2

(o
pt

ic
al

 d
ep

th
)

= 60 30 20   m

Spatial frequency (mm–1)

0 20 40 60

4

3

2

1

0

2

Lk2
S =

µλ

Figure 79.53
Experimentally measured late-time perturbation spectra. Azimuthally aver-
aged Fourier amplitude of the optical-depth modulation as a function of
spatial frequency for a 20-µm-thick foil at 2.5 and 2.8 ns and with laser-
smoothing techniques including DPP’s, SSD, and DPR’s. The saturation
amplitude S is shown by the dashed line.

(a) (b)
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Figure 79.54
Late-time images of the target optical-depth perturbations captured at
(a) 2.5 ns and (b) 2.8 ns with a 20-µm-thick target and with laser-smoothing
techniques including DPP’s, SSD, and DPR’s.
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and 2.8 ns (b). Compared to the image at 2.5 ns, features in the
2.8-ns image become much more round as neighboring bubbles
coalesce, and the typical scale length of all the features be-
comes larger in the latter image. A 2-D model for bubble
competition17 predicts that such bubble coalescence occurs at
higher bubble amplitudes and consequently much farther into
the nonlinear regime than shown here. At the end of the drive
(~3 ns) 1-D LILAC simulations predict an increase in ablation
velocity (by a factor of 2) with the target decompressing
quickly. In this case, target perturbations in optical depth could
decrease because of the stabilizing effect of ablation.

Another possible explanation for the observed spectral
behavior is that even earlier in the nonlinear regime (before the
bubble coalescence), some short-scale-length bubbles move
underneath larger, long-scale-length bubbles because larger
bubbles grow faster than smaller bubbles.17 The areal-density
(or optical-depth) measurement becomes insensitive to short-
scale-length bubbles because, in the direction of the x-ray
propagation, the short-scale-length bubble becomes a part of
the long-scale-length bubble, even though physically the two
bubbles are still separate.

 “Bowing” of the Target
Bowing of the target is another effect that has been observed

and quantified in these experiments. Figure 79.55 schemati-
cally explains this effect. Before the shot, the CH target is
attached to the massive Mylar washer. Without this washer a
part of the laser energy from the laser beams, which irradiate
the target at non-normal incidence, would miss the target and
propagate toward opposing ports of the OMEGA target cham-
ber, threatening to damage the laser system. During the drive,

Figure 79.55
Schematic of the foil setup. The CH foil is attached to the massive Mylar
washer. After the drive begins, it bows (dashed contour) because the drive
pressure is applied only to its central part.

the central ~1-mm portion of a target accelerates, while the
portion attached to the washer stays undriven. Toward the end
of the drive the target becomes “stretched” (see Fig. 79.55).
Experiments performed by Knauer5 with the same drive con-
dition on similar targets with preimposed 2-D corrugation
showed that the wavelength of the corrugations increased 7%
to 10% toward the end of the drive. This effect was explained
by the target bowing and, as a result, stretching all features on
the target, as though they were magnified.

Figure 79.56 describes this effect quantitatively for one of
the shots, using six target images of different time frames at
1.6, 1.9, 2.0, 2.2, 2.4, and 2.5 ns. It was assumed (for simplic-
ity) that the main effect of the bowing was a magnification of
late-time images with respect to early-time images. If so, the
correlation of the magnified early-time image with late-time
image should be higher than the correlation of the unmagnified
images. (The bowing analysis was performed using raw, unfil-
tered target images because Wiener-filtered images were all
processed with a fixed box size, not allowing this box size to
vary, which is necessary to perform bowing analysis.) The
dotted line in Fig. 79.56 shows the cross-correlation coeffi-
cient of the image at 2.2 ns with the image at 2.5 ns as the
function of the magnification of the 2.2-ns image. The cross-
correlation coefficient is maximized when the 2.2 ns image
is magnified 1.04 times. To maximize the correlation of the
same 2.2-ns image with the early-time image at 1.6 ns, it
must be demagnified 0.97 times as shown by a dashed line in
Fig. 79.56. The thick solid line shows the cross-correlation

Figure 79.56
“Bowing” of the target. The cross-correlation of the image at 2.2 ns with the
images at 2.5 ns, at 2.4 ns, itself, at 2.0 ns, at 1.9 ns, and at 1.6 ns as a function
of the magnification of the 2.2-ns image. The smoothing techniques for this
shot included DPP’s, SSD, and DPR’s.
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coefficient of the image at 2.2 ns with itself. The shorter the
time interval between images, the less magnification (or
demagnification) is required for one of the images to be
maximally correlated to the features in the other images. This
analysis shows that as time progresses, the target images
become magnified by about 7% to 10% between the 1.6-ns and
2.5-ns images. This effect is small enough to have minimal
effect on the perturbation evolution. For example, Fig. 79.56
shows that all features of the 2.4-ns image are magnified by
~2.5% with respect to the earlier image at 2.2 ns. Fig-
ure 79.48(b) shows the spectral evolution for the same shot.
The spectrum is peaked at ~34 mm−1 for the image at 2.2 ns,
and the peak is shifted to ~20 mm−1 for the image at 2.4 ns. This
~40% change in the wavelength of the spectral peak has only
a ~2.5% contribution from the bowing effect.

Finite Target Thickness Effect
The growth rates for 60-µm and 30-µm preimposed modu-

lations, measured from 1.6 to 2.5 ns, are smaller by a factor of
2 to 2.5 than those measured for earlier times (from 0 to 1.2 ns)
by Knauer5 in similar experiments. These experiments used a
larger initial amplitude of preimposed modulations (a0
= 0.5 µm) and were driven with full smoothing techniques
employed. This effect can be attributed to the perforation of the
target by short-wavelength perturbations.

The short-wavelength perturbations imprinted by the laser
beams are too small to be resolved in the experiments de-
scribed in this article. Yet, they are estimated to evolve at late
times to a σrms amplitude that equals about three to four
(compressed and ablated) thicknesses of the target. If some
bubbles penetrate the target, the mass available to feed the
growth of the longer-wavelength preimposed modulations by
lateral flow is limited; therefore, the growth of these modes
is reduced.15

This effect has been studied numerically using calculations
on the hydrocode LEEOR2D.18 These simulations were con-
ducted for conditions corresponding to the experiment with
20-µm-thick targets irradiated with five overlapped laser beams
having various smoothing techniques and with various pulse
shapes. One of the pulse shapes used was, as in the experi-
ments, a 3-ns square with an exponential rise of 100 ps per
decade and a peak intensity of 2 × 1014 W/cm2.

Two levels of laser nonuniformity were simulated. The first,
using DPP smoothed beams, had the same 1-D nonuniformity’s
power per mode as experimentally measured using 2-D time-
integrated photographs of laser beams.9 The second was of

beams smoothed by DPP’s, SSD and DPR’s. The smoothing
time of the SSD was 25 ps, approximately the effective
smoothing time for the pulse used here.34 Simulations using
smooth laser beams were also performed.

2-D calculations of the perturbation evolution with an
initial broadband spectrum of laser nonuniformities with and
without preimposed 60- and 30-µm-wavelength, single-mode
perturbations with initial amplitudes of 0.05 µm have been
performed. For each case, the 2-D calculation with the
preimposed modulation represents the direction of the
preimposed modulation in the 3-D experiment, and the calcu-
lation without the preimposed modulation represents the per-
pendicular direction. The calculated amplitude of the
preimposed mode was defined as the Fourier component of
that mode in the latter calculation subtracted from that in the
former calculation.

Even though the drive and smoothing conditions used in the
simulations were similar to those used in the experiments
described above, the comparison between the results of the
2-D simulations and the 3-D experiments must be considered
only qualitatively because both the initial perturbations and the
RT evolution are similar but not identical in 2-D and 3-D.
Figure 79.57 shows the calculated evolution of the amplitude
of the target areal density (normalized to the initial target
density) of the preimposed 60- [Fig. 79.57(a)] and 30-µm-
wavelength [Fig. 79.57(b)] modes for the three levels of laser
nonuniformity described above. The amplitude of the
preimposed modulations grows similarly for all cases until
~1.5 ns. After 1.5 ns, the amplitude of the preimposed mode
continues to grow in the case of the smooth drive but is reduced

Figure 79.57
The evolution of the amplitude of the target areal density (normalized to the
initial density) of preimposed (a) 30-µm- and (b) 60-µm-wavelength modes
with smooth laser beams (solid), with DPP’s, DPR’s, and SSD (dash-dot), and
with DPP’s only (dashed) calculated using 2-D hydrodynamic simulations.
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in the cases of the perturbed drives. This reduction is greater
and starts earlier for the case of DPP only, without SSD
and DPR’s. This behavior is attributed to the perforation of
the foil by the short-wavelength modes introduced by the
laser nonuniformities.

This evolution can also be seen in Fig. 79.58, where the
logarithmic growth rate of the areal-density perturbations of
the preimposed modes γ = ( )[ ]d da t a  is plotted versus time.
The growth rate decreases for both 60- [Fig. 79.58(a)] and
30-µm [(Fig. 79.58(b)] wavelengths of the preimposed mode
due to the presence of the broadband spectrum of perturbations
introduced by the laser nonuniformities.
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Figure 79.58
The evolution of the logarithmic growth rate γ = ( )[ ]d da t a  of the areal-
density perturbations of (a) 30-µm and (b) 60-µm preimposed modes with
smooth laser beams (solid), with DPP’s, DPR’s, and SSD (dash-dot), and
with DPP’s only (dashed).

The perforation of the target is most clearly seen in the
density maps of the target, shown in Fig. 79.59 for the various
30-µm-wavelength calculations. It can be seen that the short-
wavelength perturbations in the target perforate it at t = 1.4 ns
for the case of DPP [Fig. 79.59(b)] and at t = 1.6 ns for the case
of DPP’s, SSD, and DPR’s [Fig. 79.59(f)]. In the case of the
uniform drive, the target is not yet perforated at these times, as
can be seen in Fig. 79.60. When looking at later times, how-
ever, the perforation can clearly be seen to occur between
t = 1.8 ns and t = 2 ns (Fig. 79.60).

One can clearly see the correlation between the times of
perforation of the target in these density maps and the satura-
tion in the growth of the preimposed modes, seen in Figs. 79.57
and 79.58. This correlation strengthens the explanation sug-
gested above, that the growth of the preimposed modes is
reduced when the broadband perturbations introduced by the
laser nonuniformities perforate the target. The reason this

Figure 79.59
Density color maps of the target from the calculation with preimposed
30-µm mode driven by laser beams having DPP’s only at (a) t = 1.2 ns,
(b) t = 1.4 ns, (c) t = 1.6 ns, and by laser beams having DPP’s, SSD, and
DPR’s at (d) t = 1.2 ns, (e) t = 1.4 ns, and (f) t = 1.6 ns.

reduction has not been measured in other experiments5 is that
the initial amplitude of the imposed perturbation in these
experiments was larger; therefore, all measurements were
performed at earlier times, when the imprinted perturbations
had not yet evolved to large enough amplitudes and therefore
the target was still not perforated.

To confirm that the saturation level and the late-time spectra
do not depend on the target thickness, Fig. 79.61 shows the
results of an additional experiment using a laser drive with
DPP’s only for 40-µm foil thickness. The measured spectra are
shown for a 40-µm CH foil at 2.7 for one shot, and at 2.7 and
2.8 ns for the other shot. The saturation level was again
calculated using the spectrally weighed attenuation length λx
(which does not change significantly going from 20- to 40-µm
foils) and the predicted compression (about 2 at ~2 to 3 ns). It
can be seen that the finite target thickness does not affect the
saturation level since the shapes of measured spectra are
similar for both 20- and 40-µm target thicknesses, which is also
in agreement with Haan’s model. Note that the resulting
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Figure 79.60
Density color maps of the target from the calculation with preimposed
30-µm mode driven by uniform laser beams at (a) t = 1.2 ns, (b) t = 1.4 ns,
(c) t = 1.6 ns, (d) t = 1.8 ns, and (e) t = 2.0 ns.

Figure 79.61
Experimentally measured perturbation spectra using
DPP-only drive beams and 40-µm-thick foils. Azi-
muthally averaged Fourier amplitude of the optical-
depth modulation as a function of spatial frequency for
(a) one of the two shots at 2.7 ns and (b) for the other
shot at 2.7 and 2.8 ns. The saturation amplitude S is
shown by the dashed line.

acceleration of the 40-µm-thick foils was about a factor of 2
lower and the shock breakout time a factor of 2 later compared
to 20-µm foils. The measured noise level is also about twice as
high since approximately four-times-fewer photons are trans-
mitted through the 40-µm foil. As a result, the imprint was

detected only near the end of the drive and with DPP-only
drive. When additional smoothing by SSD and DPR’s were
added, the initial imprinted amplitudes of target nonuniformity
were small enough that, even at the end of the drive, no signal
was measured above the noise.

Summary
This article has presented the measured evolution of 3-D

broadband perturbations produced by laser imprinting in CH
foils, accelerated by UV light. Using through-foil radiography
these features were observed to saturate at levels in agreement
with those predicted by Haan’s model.4 This behavior was
noted in both the shape of the spatial Fourier spectra and in the
temporal behavior of modes at various wavelengths. In addi-
tion, we noted that the growth of perturbations from broadband
spectrum in the linear regime was the same as that for the linear
growth of preimposed 2-D perturbations, also in agreement
with the Haan model. These experiments were designed to test
predicted saturation levels that are used in target designs for
ICF experiments. We believe this is a clear experimental
demonstration that the Haan model correctly predicts the
saturation levels, spectral shape, and temporal evolution of
broadband perturbations that are RT unstable. The contribu-
tions of measurement error and the effects of finite target
thickness and target bowing have been shown to have little
effect on our conclusions.
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Owing to its excellent homogeneity and low-intrinsic absorp-
tion properties, fused silica remains the preferred material for
high-power laser applications over a wide wavelength range,
but especially in the UV. In particular, large-aperture glass and
excimer lasers, such as Nova, Beamlet, OMEGA, NIKE, and,
in the foreseeable future, the National Ignition Facility (NIF),
the Megajoule laser (LMJ, France), and others, owe their
existence to readily available, large-diameter fused silica find-
ing use in the form of beam-transport lenses and windows.
Often these lenses and windows separate atmospheric pressure
from vacuum areas, such as on spatial filters and target tanks,
experiencing not only high-fluence irradiation conditions but
also pressure-differential–induced stresses. The combination
of the two presents an interesting challenge in terms of laser
damage, as the formation of pits and cracks during conven-
tional damage may get aggravated by the presence of stress and
lead to dramatic device failure by fragmentation and accelera-
tion of the lens or window shards into the evacuated space.

Even in the absence of a vacuum issue with its concomitant
stress, laser damage to fused silica under periodic illumination
by UV light, such as found in UV-lithography or medical-
instrument applications, limits system performance and in-
creases maintenance costs. This motivates the search for simple
methods to alleviate the onset of or, at least, the detrimental
consequences of laser damage. In earlier work,1–4 dynamic
aspects of laser-induced crack formation in fused silica and its
correlation with stress, both self-induced2 and externally ap-
plied,3,4 have been studied by us with an eye toward preparing
the foundation for such remedies. In the current work, we try to
answer several important questions raised by this prior work.

In brief, a laser-initiated crack has been shown to grow upon
repeated irradiation by either IR5 or UV1,5 laser pulses, caus-
ing a hoop stress2 to form in its immediate surroundings, the
existence of which is essential for further growth. This causal
relation was tested by breaking the hoop-stress symmetry with
the help of an external stress field and thereby arresting further
crack propagation, even at pump fluences much larger than

Uniaxial/Biaxial Stress Paradox in Optical-Materials Hardening

those necessary for starting the crack initially. This was dem-
onstrated for fused silica initiated at either the substrate exit or
entrance surface. Surfaces, with few exceptions, suffer from
lower laser-damage thresholds than bulk—a fact attributable
to the consequences of the requisite, but extremely intrusive,
acts of cutting, grinding, polishing, and cleaning the surfaces.
Cleaved surfaces that are spared these procedures offer compa-
rably higher damage thresholds.6 The surfaces of fused silica
are of special interest in that a near-surface layer of material
densification7 is surmised to be formed during polishing,
which, by itself, may prompt near-surface residual-stress
fields to develop. One key question arising from the prior
work3,4 thus became whether or not, in the absence of a
densification layer and its residual-stress field, the effects
observed in fused silica will remain. Or, put another way, will
externally applied stresses also delay laser-damage initiation
in cleaved silica bulk and/or in materials for which no such
densification layer exists? To find the answer, this work ad-
dresses, in addition to polished fused silica, alternate model
systems: cleaved silica bulk and BK-7, borosilicate glass.

A second question arises from the earlier observed increase
in surface-damage initiation threshold and crack growth ar-
rest with external stresses applied in the laser-beam direction.
The question is whether or not the direction of the applied load
has an effect on the surface-damage initiation threshold and
crack growth. To answer this question, different applied load
configurations are considered in this work; among them are the
uniaxial compressions in the x or z direction, the biaxial
compression in the x and z directions for rectangular samples
(fused silica and BK-7), as well as radially applied pressure for
round fused-silica samples.

Sample irradiation was carried out by the fundamental and
frequency-tripled outputs of a Nd:glass oscillator/single-pass
amplifier system. This system produced a beam of nearly
Gaussian profile after passage through a vacuum spatial filter,
prior to any frequency conversion. The beam was then focused
by a 2-m-focal-length fused-silica lens to a ~600-µm spot size
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at the sample entrance surface. Laser pulses, produced at a
repetition rate of one pulse every 10 s, had nominal pulse
duration of 1 ns at 1053 nm and 500 ps at 351 nm.

A PDP-II computer and CAMAC [computer-aided mea-
surement and control (J. White Co. 800)] crate system were
used for data acquisition and experiment control. The system
included a charge-injection-device (CID) camera located in a
sample-equivalent plane for recording the fluence distribution
in the beam spot.

The beam-incident direction was chosen to be ≤10° off-
normal to the sample entrance face to prevent any back-
reflection of residual, unconverted IR from seeding the amplifier
in the backward direction, and setting up a 351-nm Fresnel
interference pattern between the sample entrance and exit sur-
faces that would invalidate the calculated fluence distribution.

In this work, damage is defined to be any visible permanent
modification to the surface of the glass material, observable
with a 110×-magnification, dark-field microscope. The small-
est damage spots observed as faint scatter sites were approxi-
mately 0.5 to 1 µm in diameter. Due to the thickness of the
samples, spatial and temporal distortions of the beam were
avoided; therefore, both front- and exit-surface damages were
considered. Damage thresholds were determined by averaging
between the highest laser fluence incident on the sample that
produced no damage and the lowest laser fluence that did
produce damage.

The samples studied in this work were rectangular, 64 ×
13.6 × 4.3-mm and circular, 50-mm-diam, fused-silica samples
of Corning 7940 UV, grade A. They were conventionally pitch
polished to laser quality (rms ≤ 10 Å) on the entrance and exit
surfaces and to cosmetic quality around the edges to monitor
in situ the crack propagation, as were the BK-7 samples, which
were also commercial blocks (52 × 11.5 × 5 mm).

Samples were mechanically loaded by clamping each be-
tween aluminum plates separately attached to a load cell
(Eaton, Model 3397-25, max. load capacity: 25 lbs). A prede-
termined, constant uniaxial, compressive load was applied in
each geometrical configuration. Details of the experimental
setup of the applied load used in the laser-beam direction can
be found in Ref. 8.

Laser-damage thresholds (for pulse lengths greater than
picoseconds) are always reported as average values derived

from a statistical number of sample sites per tested specimen.
In all nondeterministic, i.e., extrinsic-impurity-driven laser-
damage processes, the damage occurrence hinges on the statis-
tical presence or absence of one or more absorbing impurities
within a given irradiated area. This statistical distribution in
defect volume density is now convoluted by a site-to-site–
varying stress distribution. In an ideal experiment, a large
enough number of tests on samples and sites with precisely
known local stress will deconvolve the two distributions. In
practice, however, this is unrealistic. Rather, simulation of
local stress conditions by finite-element methods permits one
to find with acceptable accuracy, for various loading-geom-
etry-boundary conditions, the stresses within the aperture,
based on which one may choose many irradiation sites on a
single sample. A three-dimensional, finite-element analysis
code ANSYS 5.4A®, developed by ANSYS Inc., was used to
determine the stress distribution within loaded samples.

Figure 79.62 shows the 500-ps/351-nm damage-onset
fluence threshold for fused-silica exit and entrance surfaces
versus the stress σzz resulting from a compressive load in the
laser-beam direction. The question to address is whether or not
a link exists between the silica surface–densification layer
(and its residual-stress distribution) and the damage-threshold

Figure 79.62
Entrance (•)- and exit (×)-surface, 351-nm damage-initiation thresholds as
functions of applied stress in fused silica for the laser beam direction–loading
configuration.
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trend. Applying external stresses will bias these effects. In light
of Fig. 79.62, it appears plausible that increasing stresses
within the sample are decreasing the effect of the densified
layer and, at the same time, are increasing the damage-onset
threshold. To confirm or rule out this premise, further tests
were needed on cleaved silica bulk and on a material that does
not densify when polished. Figure 79.63 displays the exit-
surface-damage-threshold results versus applied stress ob-
tained for BK-7 with 1-ns, 1053-nm pulses. A data point from
Ref. 9, obtained at 1 ns, 1064 nm (also represented in
Fig. 79.63), shows good agreement with our stress-free mea-
surements. Furthermore, Fig. 79.64 illustrates the front-sur-
face-damage thresholds against the externally applied stresses
obtained for cleaved bulk silica. From Figs. 79.63 and 79.64,
it becomes clear that a damage-initiation-threshold enhance-
ment in response to externally applied stress is also obtained
for borosilicate glass as well as for cleaved bulk silica, ruling
out causal relations between densification, applied stress, and
damage-initiation-threshold enhancement in all systems con-
sidered here.

Next, we address correlations between (1) the external
stress and the laser-beam polarization and/or (2) the external
stress and thermal stress. In other words, (1) What is the effect
of external stress on the damage threshold and crack growth
for a certain beam polarization? and (2) What is the magni-
tude of transient, thermal stresses induced by laser heating of

Figure 79.63
Exit-surface, 1053-nm damage-initiation threshold as a function of exter-
nally applied stresses obtained with borosilicate glass (BK-7) for the same
loading configuration as Fig. 79.62. For comparison a data point (triangle)
obtained at 1064 nm, 1 ns from Ref. 9 is reported.
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Figure 79.64
Entrance-surface, 351-nm, 500-ps, damage-initiation threshold as functions
of applied pressure in the z direction (perpendicular to the laser beam) in
cleaved silica bulk.

the material compared to the magnitude of the externally
applied stresses?

The answer to the second question was obtained by using
ANSYS in a thermal, transient analysis. A metallic defect
(Hf) of size 200 × 200 × 100 Å embedded in the fused-silica
matrix was considered and assumed to have reached a tempera-
ture of 20,000 K by the end of the laser pulse (1 ns). Details of
the transient thermal finite-element analysis can be found in
Ref. 10. The thermal stresses deduced from ANSYS {~αE∆T,
where α is the thermal expansion coefficient, E the Young’s
modulus, and ∆T the temperature [relative to the strain-free
temperature (room temperature)] of a given point in the ma-
trix} were found to be two orders of magnitude larger than the
applied mechanical stresses, rendering them all but irrelevant.

The issue of mechanical stress versus beam polarization
was addressed by using the original loading setup in two
different geometrical loading configurations; the load was first
applied in the x direction (Fig. 79.65), and second in the z
direction (Fig. 79.66). For these two configurations, the result-

(Ref. 9)
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ing stress estimated from ANSYS is uniaxial along the x axis
or the z axis, respectively. For uniaxial stress, Figs. 79.65 and
79.66 show the damage threshold to reach a maximum around
−5 psi and to drop to its initial, stress-free value for loads larger
than −15 psi. The same behavior was obtained with BK-7
loaded in the z direction (Fig. 79.66), ruling out any relation-
ship between the stress-onset damage threshold and the laser-
beam polarization.

To investigate the effect of the loading geometry on the
damage threshold, a setup was designed that provided simul-
taneous stresses in both the x and z directions. Figure 79.67
shows the results obtained with this configuration for both
entrance and exit surfaces of fused silica. The damage thresh-
old reaches a maximum around σzz = σxx = −5 psi and stays
constant thereafter, a behavior similar to that found for the

Figure 79.65
Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the x direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.

Figure 79.66
Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the z direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.

configuration in Fig. 79.62, where the ANSYS-derived stress
distribution shows stresses in both the x and z directions,
although σzz > σxx. On the other hand, experiments carried out
on circular fused-silica samples are illustrated in Fig. 79.68.
Although the current setup did not permit pressures larger than
4.2 psi to be applied, Fig. 79.68 hints that the maximum
threshold would be reached also around 4 to 5 psi.

Key results from Fig. 79.62 and Figs. 79.65–79.68 are:
(1) Independently of the loading geometry used, the maximum
threshold for fused silica is obtained around an applied stress
of −5 psi. (2) A geometrical loading approximating practical
situations is that of Fig. 79.62, where a plateau is reached (the
configuration used in Fig. 79.67 is very difficult to implement
in practice).
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Figure 79.67
Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds
as functions of applied stresses in polished fused silica for the case of a
compression load in the x-z plane.

Figure 79.68
Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds
as functions of applied pressure in round, polished-fused-silica samples.

Experiments on crack growth using uniaxial stress configu-
rations were also carried out, but no crack arrest was observed
for any of these configurations, leading one to conclude again
that the optimum result for both damage-threshold enhance-
ment and crack-growth arrest in fused silica can be obtained
only in a biaxial stress configuration.

In conclusion, this work presents experimental results on
stress-inhibited, laser-driven crack growth and stress-delayed,
laser-damage-initiation thresholds in fused silica and borosili-
cate glass (BK-7). The use of different loading geometries
providing uniaxial and biaxial stresses shows that the biaxial
stress configuration offers superior efficiency in raising the

laser-damage-initiation threshold by up to 78% and arresting
crack growth down to 30% relative to stress-free conditions.
The results also raise the intriguing paradox of biaxial symme-
try breaking proving superior to uniaxial effects—a paradox
that calls for further tests.
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Since the discovery of the ponderomotive force over 40 years
ago, it has been known that charged particles interacting with
an oscillating electromagnetic field will seek regions of low
intensity.1 It was immediately proposed that with the appropri-
ate field distribution, particles could be trapped with this
force.2 The case of electron confinement with a specially
shaped laser focus has been discussed since then.3–5 Recently
we reported on the optical generation of a three-dimensional,
ponderomotive-optical trap with a high-peak-power laser.6 In
this article we present the first evidence of electron trapping in
a high-intensity laser field, with confinement of electrons with
energies up to 10 keV. To our knowledge, this work represents
the first controlled manipulation of electrons in a high-inten-
sity laser field by the modulation of the spatial intensity
distribution of the beam. This opens up a new direction of
study in high-intensity laser–electron interactions. Here, we
present the effects of trapping on linear Thomson scattering. A
trapping beam could also be used to enhance the recently
observed nonlinear Thomson scattering.7 While some further
experiments may use the particular geometry described in this
work, more generally we have shown that near-field phase
control of a high-power laser beam can lead to tailored focal
regions that may be optimized for a myriad of experiments.

Electrons interact with a laser field via the Lorentz force.
For field distributions with a slowly varying temporal and
spatial envelope, the motion of the electrons can be decom-
posed into a high-frequency quiver and a slower, “dark-
seeking” drift.8 The quiver motion is a direct result of the
rapidly oscillating electromagnetic field, while the drift is a
consequence of the ponderomotive force (the cycle-averaged
Lorentz force). The ponderomotive force takes the form
Fpond =  −∇∇∇∇∇  Upond, where U e I mcpond =( ) ( )2 2 32λ π  (I is the
intensity, λ is the wavelength, c is the speed of light, and e and
m are the electron charge and rest mass, respectively). At low
intensities, the quiver velocity is nonrelativistic and the mag-
netic field term in the Lorentz force can be ignored. The
electron motion is a result of the electric field alone and is
purely harmonic. Under these conditions, the electron under-
goes linear Thomson scattering.9 For high intensities

Observation of Electron Trapping in an Intense Laser Beam

(I ~ 1018 W/cm2 for λ = 1-µm light), the fully relativistic
Lorentz force must be used and the electron quivers
anharmonically. In this case, the electron emits harmonics of
the incident field (nonlinear Thomson scattering).7,10,11 To
reach such intensities, a short-pulse, high-energy laser beam
must be focused to a small spot size. Tight focusing yields high
peak intensities but also results in large-intensity gradients
and, therefore, large ponderomotive forces. In an ordinary
centrally peaked focus, the strongest gradients point radially
inward, so the ponderomotive force pushes electrons outward,
directly away from the regions of high intensity.

To control the drift of electrons from the focal region, we
have developed a scheme to create a focus with a local
minimum at its center.6 A uniphase laser beam, regardless of its
amplitude distribution, will focus to a centrally peaked spot
due to the constructive interference at the center of the focal
region. By inducing a π-phase shift in the central portion of an
incident beam, the light from the unshifted outer region will
destructively interfere with the shifted light. If half of the
incident field is shifted, there will be complete destructive
interference at the center of the focus, creating a field null
surrounded on all sides by regions of nonzero intensity. This
occurs for a π-region diameter of 1.65w for a Gaussian beam,
where w is the incident beam’s 1/e2 (in intensity) radius.6

Computer simulations of electron trajectories in a Gaussian
focus and a trapping focus have been performed. With the trap,
the electrons spend a significantly longer time interacting with
the intense field. In one simulation, the electrons were released
into the field by barrier-suppression ionization12 from He1+ at
an intensity of 1.5 × 1015 W/cm2 by a laser pulse with the same
characteristics as in our laboratory:13 Ipeak = 1018 W/cm2, w0
= 5 µm, τ  = 2 ps, λ = 1.05 µm, where Ipeak is the peak intensity
of the ordinary beam, w0 is the 1/e2 (in intensity) radius of the
focal spot, τ is the FWHM pulse width, and λ is the central
wavelength. The fully relativistic Lorentz force was used in
this and all subsequent simulations. A typical electron released
into the trapping region experiences an average intensity
approximately three times as high for a time approximately six
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times as long as an electron released into a comparable Gaussian
focus (generated with the same near-field power distribution).
These values depend on the electron’s initial location in the
focal region. Similar results are obtained with different gas
species and charge states. By tuning the trap minimum away
from zero (by changing the size of the π region),6 the peak
intensity that the electron experiences can be increased by a
factor of 10, while maintaining trapping.

The most direct signature of electron trapping is the en-
hanced linear Thomson scattering that results from the in-
creased laser–electron interaction. Figure 79.69 shows the
results of a computer code used to generate images of
Thomson-scattered radiation from three different focal re-
gions. The code uses the same laser pulse as described above
and propagates electrons ionized from up to the first eight
charge states in argon by barrier-suppression ionization. Since
the total, time-integrated Thomson scattering is a linear func-
tion of intensity, interaction time, and number of electrons, the
total signal at a given point in the focal region was approxi-
mated as the sum over all times of the product of electron
number, instantaneous laser intensity, and time step. Fig-
ure 79.69(a) shows the w0 = 5-µm Gaussian focal-plane
image, Fig. 79.69(b) the focal-plane image generated by a flat-
top incident beam (which mimics the extra structure present in
the experimental, unaltered focal spot), and Fig. 79.69(c) the
focal-plane image generated by passing a flat-top incident

Figure 79.69
Computer simulations of Thomson scattering. (a) Focal-plane image of a Gaussian beam, (b) focal-plane image generated with a flat-top incident beam, (c) focal-
plane image of a trapping beam generated with a flat-top incident beam, (d) image of the Thomson-scattered light from a Gaussian focus as viewed orthogonally
to the plane of polarization, (e) Thomson-scattered image from the flat-top beam, (f) Thomson-scattered image from the trapping flat-top beam, (g) total
Thomson-scattered signal as a function of z (laser propagation direction) for the Gaussian beam (thin dashed line), the nontrapping flat-top beam (dot–dashed
line), and the trapping flat-top beam (solid line). The increase in signal from the center of the trapping focus is due to the confinement of electrons, while the
decrease away from z = 0 is due to more-rapid ponderomotive expulsion along the steeper gradients in those portions of the trapping focal region.

beam through an appropriately sized π-phase plate. The value
of the intensity walls surrounding the central minimum of the
trapping beam is approximately 12% of the nontrapping
beam’s peak intensity. For the peak intensity achievable with
this laser system, this corresponds to a wall intensity of 1.2
× 1017 W/cm2, which is equal to a ponderomotive barrier of
12 keV. Figure 79.69(d) shows the two-dimensional x,z pro-
jection of the Thomson-scattered light from the Gaussian focus
(the laser is polarized along the x direction and propagates
along the z direction), Fig. 79.69(e) shows the predicted signal
from the flat-top beam, and Fig. 79.69(f) shows the predicted
signal from the trapping flat-top beam. Figure 79.69(g) shows
the total predicted Thomson-scattered signal for each beam
type as a function of z. This corresponds to a transverse integral
along x for each z position. The thin dashed line is the signal
from the Gaussian focus, the dot–dashed line is the signal
from the nontrapping flat-top focus, and the solid line is the
signal from the trapping flat-top focus. The signal from the
regular flat-top focus is substantially higher than the signal
from the Gaussian focus at z = 0. This is due to the weak
trapping that occurs in the low-intensity rings that surround the
central spot. Even though the rings can capture only low-
energy electrons, they represent a large volume and therefore
add considerably to the total signal. At z = 0, the peak intensity
value of the rings is 2% of the peak intensity of the central spot.
A central peak intensity of 1018 W/cm2 corresponds to 2-keV
electrons being trapped by the rings. In contrast, the trapping
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focus generated with the phase plate can confine 12-keV
electrons at z = 0. As expected, the trapping focus has the
largest signal in the central focal region. Away from z = 0, the
signal is lower than in the nontrapping case because of the more
strongly peaked beam profiles of the trapping beam in those
regions, resulting in more-rapid ponderomotive expulsion.

To generate the trapping focus in the laboratory, a seg-
mented wave-plate arrangement was used to induce the π-
phase shift on the laser pulse.6 A disk and annulus were cut
from a half-wave plate, and the disk was rotated by 90° with
respect to the annulus. In this position, the o axis of the disk
coincided with the e axis of the annulus and vice versa. Since
the operation of a half-wave plate relies on the retardation of a
half-wave between the o and e waves, this simple arrangement
adds a π-phase shift to the inner portion of the beam with
respect to the outer region. The size of the disk (4-cm diameter)
was chosen such that approximately half of the incident field
was shifted. The laser beam had an essentially flat-top profile
of 6.5-cm diameter, with extra energy at the center and edges
of the beam.

The experimental setup for imaging Thomson-scattered
radiation from the laser focus is shown in Fig. 79.70. The
horizontally polarized (perpendicular to the plane of the fig-
ure) laser pulse enters a high-vacuum chamber from the right
and is focused by an internally mounted aspherical focusing

CCD1

Camera lens
IR bandpass filter

High-vacuum
chamber

To CCD2

4×
objective

PC-mounted
frame grabber

Scattered
light

Segmented
wave-plate

pieces

Laser
pulseFocusing
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E9684

Figure 79.70
Experimental arrangement for imaging Thomson-scattered light from a high-
intensity laser focus. The tube and cone serve to reduce the substantial laser
light background, and recombination light is eliminated by an infrared
bandpass filter. The chamber is typically backfilled with a low density (1 to
5 Torr) of argon or nitrogen.

lens (f = 20 cm, φ  = 12 cm, with an 8-mm-diam block in the
center). The chamber is typically backfilled with 1 to 5 Torr of
nitrogen or argon. To generate the trapping beam, the wave-
plate pieces are placed directly before the entrance window.
The focused beam passes into and out of an aluminum tube
(outer diameter of 4.4 cm) through a pair of 1.9-cm holes. The
end of the tube is blocked by a solid aluminum cone that serves
as a dark background for the height-adjustable 4× microscope
objective. Both the tube and the cone were bead blasted and
black anodized for maximum absorption of background light.
The focal region is transversely imaged onto a CCD camera
(CCD1) by the objective and a camera lens (back focal length
of 15 mm, open aperture of 10 mm) after passing through an
infrared bandpass filter (Tmax = 38% at λ = 1055.5 nm, λFWHM
= 2.5 nm). The tip of the objective was approximately 8 mm
from the laser axis. The total magnification of the imaging
system (from the laser focus to the 4.8-mm × 3.6-mm CCD1
array) was 1.0. After passing through the tube, the diverging
laser beam is refocused by a second lens (identical to the
focusing lens) onto a second CCD camera (CCD2) approxi-
mately 6 m away (the convergence angle of the beam is
exaggerated in the schematic). CCD2 was used to take typical
focal-plane images.

The experimental results for Thomson-scattered radiation
from 2.5 Torr of argon are shown in Fig. 79.71. Figure 79.71(a)
shows the nontrapping focal-plane image at CCD2 (which was
coupled to a 10× microscope objective for a total magnifi-
cation of 150 from inside the vacuum chamber to the CCD2
array). Figure 79.71(b) shows the trapping focal-plane image
generated with the wave-plate pieces in place. The value of the
intensity walls surrounding the central minimum of the trap-
ping beam at z = 0 is approximately 15% of the nontrapping
beam’s peak intensity, and the central minimum is less than 3%
of the nontrapping beam’s peak intensity. For a nontrapping
beam’s peak intensity of 1018 W/cm2, this corresponds to a
trap depth of 12 keV at z = 0. Away from z = 0, the trap wall’s
height falls to approximately 10% of the nontrapping beam’s
peak intensity, giving a three-dimensional trap depth of ap-
proximately 7 keV. The focal-plane images were not notice-
ably affected for backfill pressures of less than 10 Torr. Fig-
ure 79.71(c) shows the image of the Thomson-scattered radia-
tion from the regular beam, and Fig. 79.71(d) the scattered
image from the trapping beam. Each image is an average of 30
laser shots. The average laser energy was 500 mJ, which
corresponds to a peak intensity of 7 × 1017 W/cm2 for the
nontrapping beam. The shape of the images was independent
of gas species (argon or nitrogen) or pressure (1 Torr or
2.5 Torr), and the total signal strength varied linearly with
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pressure. Rotating the polarization of the incident beam so it
was aligned with the observation direction completely extin-
guished the signal, as expected for linear Thomson scattering.
The total signal as a function of z [as in Fig. 79.69(g)] is shown
in Fig. 79.71(e). The signal from the trapping focus is higher at
z = 0 because of electron confinement and lower away from
z = 0 because of steeper intensity gradients, in agreement with
predictions [see Fig. 79.69(g)]. The asymmetry in the signal
about z = 0 is due to the asymmetry in the intensity distribution
of the laser along the propagation direction.

In addition to increased signal strength, the signal shows the
expected enhanced dependence on laser intensity. In a smooth,
Gaussian focus, electrons exit the focal region well before the
peak of the pulse. For an electron from a given charge state
released into the field at a given position, the initial intensity
and spatial intensity gradient that it experiences will be the
same regardless of peak intensity. As the electron leaves the
laser focus, the intensity that it experiences as a function of
time will be only slightly modified by the change in its
temporal position in the laser pulse envelope. The total signal
will, however, increase because of the increasing focal volume
with intensity.14 The effect of the increase in focal volume can
be minimized by considering only the signal from the center of
the focal region (−z0 < z < z0, where z0 = 75 µm is the Rayleigh
range of a Gaussian beam with w0 = 5 µm). With the trapping
focus, electrons interact with the laser pulse for a much longer
period of time; therefore, the Thomson-scattered signal will be
more sensitive to the peak intensity of the laser.

Figure 79.71
Observed focal-plane images and Thomson-scattered images. (a) Ordinary-beam focal-plane image taken at high power (E = 500 mJ) with CCD2, (b) trapping-
beam focal-plane image, (c) image of Thomson-scattered radiation taken with CCD1 (30-laser-shot average) generated with the ordinary beam with 2.5 Torr
of argon, viewed normal to the polarization direction, (d) image generated with the trapping beam, (e) total Thomson-scattered signal as a function of the laser-
propagation direction (z). The signal from the trapping beam is greater at the center of the focal region and smaller on either side, as predicted.

Figure 79.72(a) shows the experimentally measured,
Thomson-scattered signal from the center of the focal region as
a function of laser intensity. The horizontal axis represents the
peak intensity of the unaltered, nontrapping beam (laser energy
could have been used equally well, where 700 mJ is equal to
1018 W/cm2). The solid line is a straight-line fit to the trapping-
beam signal (open squares), and the dashed line is a fit to the
unaltered-beam signal (open circles). The gas species was
either argon or nitrogen at a pressure of 1.0 or 2.5 Torr for any
given run. The signal value is the total signal from the center
of the focal region (−75 µm < z < 75 µm); the data from each
run was normalized to the average signal strength (at E
= 700 mJ) for each beam type, and each shot was background
subtracted. The normalization of the trapping-beam data was
performed independently of the normalization of the
nontrapping-beam data. As expected, the signal strength and
slope are enhanced for the trapping beam. The scatter in the
data is likely due to fluctuations in the beam quality.

Figure 79.72(b) shows the predicted intensity scaling from
the computer simulation for an ordinary focus (open circles,
dashed line) and a trapping focus (open squares, solid line)
generated from an incident flat-top beam focused into argon
gas. The choice of gas species is arbitrary since the overall
trends are universal. As in Fig. 79.72(a), the signal is taken
from the center of the focal region. Because of the minimal
amount of trapping with the ordinary beam, the scattered signal
is low and varies weakly with laser intensity. As in the experi-
ment, the signal from the trapping beam is larger and depends
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more strongly on laser energy. The calculated contrast in signal
strength and slope between ordinary and trapping beams is
even greater when using a perfect Gaussian incident beam. A
greater calculated signal enhancement is observed when using
a “bright” trap, whose trapping region has a nonzero intensity
minimum.6 In such a trap, the effect on the nonlinear Thomson-
scattered signal is especially pronounced since electrons are
confined in a region of high field. Simulations also show that
for an unaltered beam’s peak intensity of I0 = 1019 W/cm2, the
nonlinear Thomson-scattering signal10,11 from the center of a
bright trap (Icenter = 0.20 I0) is 2.2 × 104 times larger than the
signal from the center of a Gaussian focus.

Figure 79.72
Energy dependence of Thomson-scattered light from the center of the focal
region. (a) Experimental results of linear Thomson scattering from several
data-taking runs with the ordinary beam (open circles, dashed line) and the
trapping beam (open squares, solid line). (b) Results from a computer
simulation with an ordinary focus (open circles, dashed line) and a trapping
focus (open squares, solid line) generated by an incident flat-top beam. Both
experiment and simulation show an increase in signal strength and energy
dependence for the trapping beams due to the increased electron–laser
interaction.

In conclusion, we have made the first observation of elec-
tron trapping in an intense laser beam. A novel, segmented-
wave-plate scheme was used to generate the trapping focus.
Electron trapping in the altered focus resulted in enhanced
linear Thomson scattering from the center of the focal region
as predicted by computer simulations. The observed increase
in energy dependence was also expected. Computer simula-
tions show that the trapping focus would also increase the
signal generated by nonlinear Thomson scattering.

ACKNOWLEDGMENT
The authors thank A. Maltsev for machining the λ/2 plate. We also thank

N. P. Bigelow, J. H. Eberly, Y. Fisher, and T. J. Kessler for helpful
discussions. This research was supported by the National Science Founda-
tion, with additional support by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FC03-
92SF19460, the University of Rochester, and the New York State Energy
Research and Development Authority. The support of the DOE does not
constitute an endorsement by the DOE of the views expressed in this article.

REFERENCES

1. H. A. H. Boot and R. B. R.-S.-Harvie, Nature 180, 1187 (1957).

2. A. V. Gapanov and M. A. Miller, J. Exptl. Theoret. Phys. (USSR) 34,
242 (1958).

3. N. J. Phillips and J. J. Sanderson, Phys. Lett. 21, 533 (1966).

4. U. Mohideen et al., J. Opt. Soc. Am. B 9, 2190 (1992).

5. C. I. Moore, J. Mod. Opt. 39, 2171 (1992).

6. J. L. Chaloupka, Y. Fisher, T. J. Kessler, and D. D. Meyerhofer, Opt.
Lett. 22, 1021 (1997).

7. S. Chen, A. Maksimchuk, and D. Umstadter, Nature 396, 653 (1998).

8. J. H. Eberly, in Progress in Optics, edited by E. Wolf (North-Holland,
Amsterdam, 1969), Vol. 7.

9. J. D. Jackson, Classical Electrodynamics, 2nd ed. (Wiley, New York,
1975).

10. Vachaspati, Phys. Rev. 128, 664 (1962).

11. E. S. Sarachik and G. T. Schappert, Phys. Rev. D 1, 2738 (1970).

12. S. Augst, D. D. Meyerhofer, D. Strickland, and S. L. Chin, J. Opt. Soc.
Am. B 8, 858 (1991).

13. Y.-H. Chuang, D. D. Meyerhofer, S. Augst, H. Chen, J. Peatross, and
S. Uchida, J. Opt. Soc. Am. B 8, 1226 (1991).

14. M. D. Perry et al., Phys. Rev. A 37, 747 (1988).

Si
gn

al
 (

ar
bi

tr
ar

y 
un

its
)

0.5 1.0 1.50.0 2.0

0.5

1.0

1.5

2.0

0.0

Intensity (1018 W/cm2)

(b)

(a)

Si
gn

al
 (

ar
bi

tr
ar

y 
un

its
)

0.5

1.0

1.5

2.0

0.0

E9686



MODELING LASER IMPRINT FOR INERTIAL CONFINEMENT FUSION TARGETS

LLE Review, Volume 80 185

In inertial confinement fusion (ICF), a spherical shell filled
with a DT-gas mixture is compressed to high densities and
temperatures to achieve ignition condition.1 Degradation from
spherical symmetry during the implosion, however, limits the
achievable compression ratios and could quench the ignition.
The main source of such asymmetry is hydrodynamic insta-
bilities (such as the Rayleigh–Taylor and Bell–Plesset insta-
bilities) seeded by both irradiation nonuniformities and
impurities in the target materials. In this article we describe a
process that generates mass perturbations on an initially uni-
form target driven by a modulated laser illumination. Such a
process is referred to as a “laser imprint.” The control of laser
imprint is of crucial importance for the successful implosion
of direct-drive ICF targets. To evaluate the imprint growth,
the following two physical problems must be considered:
(1) generation of nonuniformities in ablation pressure due to
spatial modulations in a laser intensity, and (2) mass perturba-
tion growth on a target driven by nonuniform ablation pres-
sure. A detailed analysis of the first problem can be found in
Refs. 2. The second problem, however, has not been ad-
equately treated in the past. In Ref. 3, for example, perturbation
growth was derived by using the Chapman–Jouguet deflagra-
tion model. As discussed in Refs. 4, such a model neglects
thermal smoothing of perturbations in the conduction zone (a
region between the critical surface and ablation front), and in
addition, it does not reproduce the main restoring force, which
is due to a difference in the dynamic pressure at the peaks and
valleys of the front distortion.5,6 An improved model has been
proposed in Ref. 4, where thermal smoothing of the pressure
perturbations has been included. At the ablation front, how-
ever,  the authors used the “Landau–Darrieus” boundary con-
dition that, similar to the result of Ref. 3, neglects the main
stabilizing force due to the dynamic overpressure.

The main goal of this article is to give a theoretical descrip-
tion of the hydrodynamic coupling between the pressure per-
turbation and the ablation-front modulation. The developed
theory is relevant to the stability of high-isentrope (α ≥ 2,
where α is the ratio of the pressure at a given density to the

Modeling Laser Imprint for Inertial Confinement Fusion Targets

Fermi pressure) ICF targets directly driven by a laser pulse that
consists of a low-intensity (a few 1013 W/cm2) foot followed
by the main drive pulse. During the foot pulse, the ablation
pressure created by the mass ablation generates a shock wave
that propagates through the shell. Since the laser intensity is
constant during the shock transit time, the pressure behind the
shock is uniform and the ablation front travels at a constant
velocity. Later, as intensity increases during the main pulse (in
direct-drive cryogenic target designs the beginning of the main
pulse is timed to the first shock breakout of the shell7), the shell
starts to accelerate and front perturbations η begin to grow
because of Rayleigh–Taylor (RT) instability η η γ~ ,0e tRT  where
γRT is the RT instability growth rate. If the perturbation ampli-
tude becomes too large during the implosion, the shell breaks
up, and the ignition condition cannot be reached. To quantify
the shell integrity, we introduce an “integrity factor”
� = A Rmix ∆ ,  which is defined as a ratio of the mix amplitude
(bubble amplitude) Amix to the shell thickness ∆R. The bubble
amplitude is taken to be1 Amix = 2σ ,  where

σ η π2 2
4= ∑ ( ) ( )l m l m t, ,

is the rms sum of the modes, ηl m l md Y R t, ,
* , ,= ( ) ( )∫ Ω Ω Ω  R(Ω,t)

is the radius at solid angle Ω and time t, and Yl m,
*   is the complex

conjugate of the l,m spherical harmonic. The shell remains
intact during the implosion if the integrity factor is less than
unity (� < 1 for all time). Simulations performed for direct-
drive cryogenic OMEGA and NIF target designs show that to
satisfy the condition � < 1 during the implosion, the integrity
factor �0 at the shock breakout time tbr must be less than

  
�0 0 01max . .=  In this article we present a model to estimate

  
�0

imp  due to the laser imprint. Such a model sheds some light
on physical mechanisms driving the laser-imprint growth. To
proceed with our analysis, first we note that during the prepulse,
the shell’s outer radius R is much larger than the target thick-
ness ∆R, and convergence effects can be neglected. All pertur-
bations are then decomposed in the Fourier space
η η= ∑k k

ikxe , where
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η η

πk l m
l

� , ,
2 1

8

+( )

k � l/R is the wave number, and l is mode number. Since the
perturbation amplitude in the linear regime is proportional to
the laser nonuniformity, we introduce a normalized amplitude
η η δδk I k kI I, ,≡ ( )0  where δIk is the Fourier component of the
intensity modulation and I0 is the average intensity. Then, the
integrity factor takes the following form:

  
� �2 2

0
2

≡ ∑ = ∑ ( )k k k k I kI I Rη δδ, .∆

Nonuniformity in the laser illumination δI Ik 0  can be ob-
tained from the spectrum of the laser speckle on target pro-
duced by the distributed phase plates (DPP’s). Thus, to estimate
the integrity factor, we must calculate an imprint amplitude
η η δimp ≡ k I R, ∆  at the shock breakout time (beginning of the
main pulse) t t R Us= =br ∆ 0 ,  where ∆R0 is the uncompressed
shell thickness and Us is the shock speed. For strong shocks
[when the ratio of the ablation pressure pa and the initial
pressure of the undriven shell p0 is large Π ≡ >>( )p pa 0 1 ]
and the ratio of specific heat γ = 5/3, the shock breakout time
is t R csbr � 2∆ ,  where cs is sound speed of compressed mate-
rial and ∆ ∆R R� 0 4.

The laser imprint growth is determined by several physical
effects. First, as the laser energy is absorbed by the outmost
layer of the shell at the beginning of implosion, the shell
material heats up, launching a heat wave toward the pellet
center. Material behind the heat front expands outward, creat-
ing an ablation pressure pa that induces a shock wave propagat-
ing through the shell. Nonuniformities in the intensity across
the laser beam cause different parts of the beam to ablate shell
material at different rates, generating an ablation-pressure
modulation p̃a  along the ablation front. Since the shock speed
Us scales as a square root of the shock strength Π ( Us ~ Π  for
Π >> 1), stronger shocks launched at the peaks of ablation
pressure propagate faster than the shocks launched at the
pressure valleys. A difference in the shock speed distorts the
shock front and creates a perturbed velocity field inside the
compressed region. A velocity perturbation at the ablation
front, in turn, leads to a linear-in-time front distortion growth

  η ~ ˜ ,vxt  where    
˜ ~ ˜ ,vx a s ap U p2( )  and the x axis points in the

direction of laser propagation. Note that such a growth is
wavelength independent. Then, in order to conserve the tan-
gential component of the fluid velocity,  a rippled shock front
generates a lateral mass flow from the convex part of the shock
front (which protrudes the most into the cold region) into the

concave part (Fig. 80.1). A change in density, according to the
adiabatic condition ∂ = ∂t s tp c˜ ˜ ,2 ρ  leads to a pressure deficiency
in the convex part and a pressure excess in the concave part.
Since the pressure perturbation at the ablation front is fixed by
the laser-beam nonuniformities, the lateral flow creates a
negative pressure gradient toward the convex part of the shock
front and a positive one toward the concave part. The pressure
gradient accelerates fluid elements ρ η ρd a pt x a

2 = ∂˜ ~ ˜ , lead-
ing to an additional perturbation growth η ρ~ ˜ ,∂ ( )x ap t2 2

where ρ is the compressed density and η is the ablation front
amplitude. After the shock front has moved a distance of the
order of perturbation wavelength from the ablation front, the
latter reaches a steady state (assuming that the ablation pres-
sure modulation is constant in time), and the pressure pertur-
bation in the vicinity of the ablation front obeys Laplace’s
equation ∂ − =x p k p2 2 0˜ ˜ . Keeping only a decaying solution of
that equation, ˜ ~ ˜ ,p p ea

kx−  leads to a finite pressure gradient,
a perturbed acceleration of the ablation front,

  ̃ ~ ˜ ˜ ,a p kpx a a∂ ρ ρ�  and a quadratic-in-time asymptotic per-
turbation growth η ρkc t p kts a>>( ) ( )1 22~ ˜ .
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Figure 80.1
Lateral mass flow generated by the rippled shock creates a pressure excess
behind the concave part of the shock front and a pressure deficiency behind
the convex part.

A rigorous derivation of the perturbation evolution in the
“classical” case (constant-in-time ablation-pressure modula-
tion and no mass ablation) is performed by solving the mass,
momentum, and energy conservation equations. Such a deriva-
tion (to be discussed in detail in a forthcoming paper8) yields
a result similar to the one obtained above by using a simple
physical argument. For strong shocks Π >> 1 and γ = 5/3, the
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solution is

  
η t

p

p
c t kc ta

a
s s( ) +( )�

˜
. . .0 7 0 3 2 2 (1)

Note that Eq. (1) can be reproduced by solving a simple
second-order differential equation

d a k
p

p
ct

a

a
s

2 2η
γ

= =˜
˜

(2)

with the initial conditions η(0) = 0 and ′( ) = ( )η 0 0 7. ˜ .p p ca a s
To calculate the imprint amplitude ηimp, we assume2  p Ia ~ 2 3

and δI I p pk a a0 3 2= ( ) ˜ , hence

  
ηimp

cl � �0 8 0 9 0 8 0 9. . . . ,k R
l

A
∆ + + (3)

where A = R/∆R is the shell’s in-flight aspect ratio (IFAR).
Equation (3) shows that the imprint amplitude of long-wave-
length modes (k∆R << 1 or l < 15 for directly driven NIF
targets) is wavelength independent; at short wavelengths,
however, the imprint amplitude is proportional to the mode
number l and inversely proportional to the IFAR. In addition,
the imprint amplitude in the classical case does not depend on
the laser intensity. Next, we calculate the integrity factor for a
direct-drive α = 3 NIF target design7 using ηimp in the form of
Eq. (3). The amplitudes δIk/I0 can be estimated by using the
results of Ref. 9. The calculation yields     �0 0 2imp � . ,  which is
a factor of 20 larger than the stability threshold   �0

max. The RT
instability seeded by such a perturbation would disrupt the
shell during the acceleration phase of implosion and quench
the ignition. In direct-drive ICF, however, several physical pro-
cesses significantly reduce the imprint growth. Next, we consider
the main stabilizing mechanisms inherent to laser-driven targets:
thermal conduction smoothing and mass ablation.

Thermal Conduction Smoothing
As the heat front (ablation front) propagates into the cold

portion of the target, material heats up and expands outward
creating a hot plasma corona. The laser light is absorbed in a
region (absorption region) where the density of blown-off
material is much lower than the compressed shell density.
Thus, a finite zone (conduction zone) of hot plasma exists
between where the laser energy is deposited and the ablation
front. Because of the high temperatures, any pressure perturba-
tions inside such a region are smoothed out by the thermal
conduction. The simplest theory10 predicts that pressure per-
turbations decay exponentially away from the critical surface

(“cloudy-day effect”) ˜ ~ ;p e kx−  thus, nonuniformities in the
ablation pressure are reduced by a factor e kDc− ,  where Dc is a
distance between the absorption region and the ablation front.
More-sophisticated models of thermal smoothing2 yield simi-
lar behavior of the reduction coefficient. To simplify the
analysis, the distance Dc is taken to be   D V tc c� ; this leads to
an exponential decay in the ablation pressure perturbation

  ̃ ˜ .p p ea a
kV tc� 0( ) −  After t kVc= ( )−1

,  laser nonuniformities with
the wave number k decouple from the ablation front, nullifying

the k-Fourier component of the perturbed acceleration ã . The
ripple of the ablation front, however, continues to grow due to
a finite velocity perturbation

η t kV tc x> ( )[ ]−1
~ ˜ .v

Scaling laws of the perturbation growth can be derived by
solving Eq. (2) and substituting ˜ ˜p p ea a

kV tc= ( ) −0  into its
right-hand side:

d k
p

p
c et a

a

a
s

kV tc2 20η
γ

= ( ) −˜
. (4)

The imprint amplitude in this case takes the following form:

  
ηimp

th �
0 4

1 0 9 0 8
2

.
. . ,

A

l

c

V
e

c

V
s

c

s

c

c






−( ) + +−∆ (5)

where ∆c = 2(l/A)Vc/cs. Equation (5) shows that for modes with
∆c > 1 (l > 10 for direct-drive NIF targets) thermal smoothing
reduces the imprint amplitude by a factor η ηimp

th
imp
cl ~ .A l

Mass Ablation
An additional reduction in the imprint growth is due to the

mass ablation. The main stabilizing mechanism produced by
ablation is the dynamic overpressure or “rocket effect”5,6 that
can be described as follows: Laser-beam nonuniformities
create ablation-pressure modulations along the target surface.
Such modulations (see discussion earlier in the text) distort the
ablation front: front peaks protrude into the hot plasma corona,
and the valleys move toward the cold target material. Analysis
of Ref. 5 shows that because of high thermal conductivity in
the blowoff region, temperature is uniform along the heat
(ablation) front. Thus the ablation front’s distortion growth
slightly increases the temperature gradient at the front peaks
and decreases it at the front valleys. An increase in the tempera-
ture gradient leads to an additional heat flow that speeds up the
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heat front and increases the velocity of the blown-off material
Vbl. Higher blowoff (“exhaust”) velocity creates an excess in
the dynamic pressure (“rocket effect” increases). At the pertur-
bation valleys, the picture is reversed:  a reduction in the
temperature gradient decreases the ablation and blowoff ve-
locities, thus the dynamic pressure and the rocket effect are
also reduced. We can conclude that the modulation in the
dynamic pressure created by the thermal conduction reduces
the perturbation growth and ultimately stabilizes the growth
completely. Calculations5 show that the amplitude of the
dynamic pressure is proportional to the front distortion
˜ ˙ .p mV kd = bl η  Hence, perturbations reach a saturation value
ηsat when the dynamic-pressure modulation balances the abla-
tion-pressure modulation ˜ ~ ˙ ,p mV ka bl satη  where ṁ V= ρ  is
the mass ablation rate. Next, to perform a quantitative stability
analysis, we solve the system of conservation equations as-
suming a sharp interface at the ablation front and a constant-in-
time ablation-pressure modulation ˜ .pa

8 Skipping lengthy
calculations, we report a final formula for the asymptotic
behavior (kcst >> 1) of the front-surface perturbations in the
case of strong shocks Π >> 1 and γ = 5/3:

    

η
γ ω

ω

ω
ω η

t

p p

kc
D t

c c

V
D t t

a a

s

s s

( )
( ) −( )

+ −






+ ( )

˜
cos

. sin ,

�
2

2 1

1 2
2

bl
v (6)

where D e kV ta= −2 , Va and Vbl are the ablation and blowoff
velocities, respectively, and ω = k V Va bl .  The last term ηv is
due to the vorticity convection from the shock toward the
ablation front:

  
η τ τ ωτ

v = ( ) −





−∞
∫

2
2 1 2

c

kV
e e d D ts kV t

kV t
a

abl
Ω . cos ,

where

  Ω = ∇ ×( ) ( ) ( ) − ( )i kc p p J Jz s a av ˜ γ τ τ� 3 20 4

is the normalized vorticity and Jn(τ) is the Bessel function.
Equation (6) shows that the front perturbation grows according
to Eq. (1) until the distortion amplitude becomes big enough
and the dynamic overpressure balances the ablation-pressure
perturbation. After that time, the ablation front oscillates
around an average amplitude <η> = ηsat. In addition, the
difference in the ablation velocity at the distortion peaks and
valleys and also the vorticity convection from the ablation

front damp the perturbation amplitude [factor e kV ta−2  in
Eq. (6)].

The next step is to combine effects of the mass ablation and
thermal smoothing. An analytical solution of conservation
equations in this case has a very lengthy form.8 We omit a
rigorous derivation of such a solution in this article, however,
noting that the essential physics of the imprint growth reduc-
tion can be described by an approximate solution derived from
Eq. (2) with the following modifications: To take into account
the mass ablation effects, first, we add to the left-hand side of
Eq. (2) the stabilizing term due to the dynamic overpressure
(rocket effect) ω2η, and then, the damping term 4kVadtη,
which is due to the difference in the mass ablation rate at the
front peaks and valleys and also to the vorticity convection
downstream from the ablation front. Thermal smoothing of the
pressure perturbations inside the conduction zone is included,
the same way as in Eq. (4), by introducing a reduction factor
e kV tc−  into the right-hand side of Eq. (2). As a result, the
equation describing the evolution of the ablation-front distor-
tion takes the following form:

d kV d k
p

p
c et a t

a

a
s

kV tc2 2 24
0η η ω η

γ
+ + = ( ) −˜

. (7)

Observe that neglecting the reduction factor e kV tc−  yields
solution (6) (except for the vorticity term ηv). Substituting the
solution of Eq. (7) into the definition of the imprint amplitude
gives

    

η η

η η

imp
abl

bl

bl
bl

imp

� 0 4

0 9 0 8

2

2

. ˆ cos

. . ˆ sin ,

A

l
e e

e V

c

c a

a c

s

− −

−

−( )

+ +






+

∆ ∆

∆

∆

∆
∆ v (8)

where

ˆ ,η = +( )c V V Vs a c
2 2

bl

∆a a sl A V c= ( )2 ,

∆bl bl= ( )2 l A V V ca s ,
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and

  

η

τ ττ

v
imp

bl

bl

= ( )( )

× ( ) −−∞ −∫

0 8

2 1 2 2

.

. cos .

A l c V e

e d e

s a
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a

∆

∆
∆Ω ∆

Equation (8) shows that in the presence of the mass ablation,
the imprint amplitude has an oscillatory dependence on the
mode number. For modes with ∆a < 1, the oscillation period
and amplitude are determined by the velocity and acceleration
perturbation growth reduced by the dynamic overpressure and
the mass ablation [the first two terms in Eq. (8)]. For modes
with ∆a > 1, the acceleration and velocity perturbations depos-
ited at the ablation front are damped by the mass ablation
[factor e kV ta−2  in Eq. (6)], and the behavior of such modes are
determined by the vorticity convection from the shock front
[the last term in Eq. (8)]. Figure 80.2 shows a comparison of the
imprint amplitude calculated for conditions specified in Ref. 7
with and without stabilizing effects. Observe a significant
reduction in the imprint growth due to the thermal smoothing
and the mass ablation. To apply Eq. (8) to the ICF target
designs, the blowoff velocity is taken to be6,11

V V kLabl = ( )( )[ ]µ ν ν
0

1
,

where ν is the power index for thermal conduction, L0 is the
characteristic thickness of the ablation front,

µ ν ν νν= ( ) +( ) +2 1 1 0 121 2Γ . ,

and Γ(x) is the gamma function. The parameters L0 and ν are
obtained by using the fitting procedure described in Ref. 11.
For a direct-drive, “all-DT,” α = 3, NIF cryogenic target
design,7 the 1-D numerical simulations and the fitting proce-
dure give Va = 2.5 µm/ns, Vc � 30 µm/ns, cs � 37 µm/ns, L0 �
0.03 µm, and ν � 2. The imprint efficiency calculated by using
Eqs. (3), (5), and (8) is plotted in Fig. 80.2 (solid line). For
comparison, the results of the 2-D ORCHID12 simulations of
single-wavelength imprint amplitudes (dashed line) are shown
on the same plot with the model prediction. Observe that the
developed model accurately reproduces the oscillatory behav-
ior of the imprint growth. Next, using Eq. (8), the integrity
factor is calculated to be   �0

21 2 10imp = × −. . Since the outer-
surface roughness and also the perturbation “feedout” from the
inner surface13 make an additional contribution to the rms
nonuniformity, the total integrity factor is expected to exceed
the stability threshold   �0

max, thus an additional reduction in
the imprint amplitude is required for a successful implosion. A
significant improvement in beam uniformity has been made in
recent years by introducing SSD14 (smoothing by spectral
dispersion) and ISI15 (induced spatial incoherence) smoothing
techniques. To include the effect of SSD in our simulations, the
intensity nonuniformities have been reduced by factor

t t tc c +( )4

that gives on average a reduction in rms nonuniformity

σ σ= t tc avg 0,

where the coherence time is taken to be14

t kc = ( )[ ]−∆ν δsin ,2
1

∆ν is the bandwidth, tavg is the averaging time, and δ is the
speckle size. Simulations show that using the 2-D SSD smooth-
ing technique with 1-THz laser bandwidth reduces the integ-
rity factor to   �0

310imp = − , which is a factor of 10 lower than
the threshold �0.

In summary, a model describing the evolution of the laser
imprint was developed. The model shows that the imprint
growth is determined by the velocity and acceleration pertur-

Figure 80.2
Plot of imprint amplitude versus mode number calculated using Eqs. (3), (5),
and (8) (solid lines) and 2-D ORCHID simulation (dashed line) for a direct-
drive, “all-DT,” α = 3, NIF target design.
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bations generated by the laser-beam nonuniformities. Thermal
smoothing inside a hot plasma corona suppresses only the
acceleration perturbation, while the mass ablation suppresses
both velocity and acceleration perturbations. The model pre-
dicts that a direct-drive cryogenic NIF target will remain intact
during the implosion when the laser is smoothed with 1-THz
SSD used in current direct-drive target designs.
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The filamentation instability causes local intensity maxima in
a laser beam propagating through a plasma to self-focus to high
intensities. This process can affect many aspects of the beam
propagation and absorption, so it has long been a subject of
interest in laser–plasma interaction research. The theoretical
thresholds and growth rates for the linear phase of the
filamentation instability are readily determined analytically.1

As the instability develops beyond the linear phase and the
filament becomes smaller and more intense, the self-focusing
effect is counterbalanced by diffraction. This leads to the
possibility of a nonlinear inhomogeneous equilibrium—a
steady-state, high-intensity, low-density filament in which the
plasma pressure outside is balanced by the ponderomotive
force of the light inside. This nonlinear phase of the instability,
which produces the highest intensities and is therefore of the
greatest practical interest, is difficult to treat analytically
because of the strong density and intensity inhomogeneities
associated with such a filament. The nonlinear stage of
filamentation is usually studied using simulation codes that
directly integrate the equations of motion for the fields and
particles or fluids.2 One important problem that is difficult to
study in this way, however, concerns the long-term stability of
the nonlinearly saturated filament, once formed. A stable
filament would have a greater influence on absorption
nonuniformity and on beam bending3—important consider-
ations for direct- and indirect-drive laser-fusion schemes,
respectively. It would also be expected to make a greater
contribution to parametric instabilities.4–6 An investigation of
the stability of a filament through simulation would require the
simulation to cover a large spatial extent of plasma over a long
period of time. At present, due to computational limitations,7

such extensive simulations necessitate some approximations
in the equations used to describe the filament, in particular the
paraxial approximation to the wave equation for the light
propagation. This approximation requires that the propagating
light not develop wave-vector components that deviate far
from the initial direction of the beam. Recent studies8 indicate,
however, that the filaments most likely to be stable are very
intense and have very small radii, of the order of the light
wavelength, so that the paraxial approximation is question-

Stability of Self-Focused Filaments in Laser-Produced Plasmas

able. Moreover, a simulation can treat only one specific set of
irradiation and plasma parameters at a time, and extrapolating
from simulations based on a limited sampling of parameter
space to general results on stability is problematic.

A purely analytic approach to filament stability requires
many approximations and idealizations to render the problem
at all tractable; for this reason applying the few results that
have been obtained analytically to realistic filaments is diffi-
cult. These results do suggest, however, that filaments may be
unstable to kinking or bending perturbations9 and to necking
or “sausage” perturbations,10 with the latter having a faster
growth rate.

In this article the stability problem of a realistic filament
will be addressed for the first time using a semi-analytic
approach. A dispersion relation is obtained that describes the
linear growth of a sausage-type perturbation of a self-consis-
tent, self-focused cylindrical filament in equilibrium. This
dispersion relation is analogous to the simple polynomial
dispersion relations obtained for the instabilities of a plane
electromagnetic wave in a homogeneous plasma.11 Rather
than being a polynomial in the perturbation wave number and
frequency as in the homogeneous case, however, the filament
dispersion relation depends on these quantities through ordi-
nary differential equations that must be solved numerically for
each value of the frequency and wave number. This is still
much easier than the simultaneous solution of several coupled
partial differential equations as required by a simulation, yet it
allows the consideration of a physically realistic filament
equilibrium, arbitrarily long space and time intervals, and the
use of the full wave equation to describe the light propagation.

We will show that filament stability depends crucially on
filament size. First, consider the case where the filament is
small enough that only one waveguide mode will propagate.
The pump (laser) light propagates through the filament in this
fundamental mode at frequency ω0 and axial wave number k0.
Amplitude modulation (sausaging) results from adding a per-
turbing light wave in the same mode at a differing frequency
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ω0 + ∆ω and wave number k0 + ∆k,  ∆ω and ∆k being related
by the dispersion relation for the waveguide mode. This
intensity modulation itself has frequency ∆ω and wave number
∆k and tends to move along the filament at the waveguide
group velocity ∆ ∆ω k , which in general is comparable to the
speed of light. Because the speed of the perturbation greatly
exceeds the ion-sound speed, the perturbation interacts weakly
with the surrounding plasma, limiting potential growth rates.
A much stronger interaction can be expected if the filament is
large enough to allow two or more waveguide modes to
propagate. In this case the perturbing light can be in a second
mode with a different dispersion relation. Thus, it can have a
frequency ω1 ≅  ω0 but a significantly smaller axial wave
number k1 < k0, so that ∆ ∆ω ω ωk k k= −( ) −( )0 1 0 1  is much
smaller than the speed of light and can be comparable to the
ion-sound speed, leading to an enhanced interaction.

To explore these ideas quantitatively, we consider an equi-
librium filament consisting of a low-density cylindrical chan-
nel in a higher-density homogeneous background plasma. The
channel is formed by the ponderomotive pressure of light
propagating within the channel in the fundamental waveguide
mode. Assume that in equilibrium the axis of the filament lies
in the z direction and the filament intensity and density vary
only as a function of r. Write the electric field E0 of the pump
wave as

e

v m
E r z t r e
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i k z t
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ψ ω
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0 0, , ( ) .,( ) = +−( ) c.c (1)

so that ψ0 represents the oscillatory velocity v0 = eEmax/mω0
normalized to νT, the electron thermal velocity. The pump
satisfies the wave equation in cylindrical geometry
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with boundary conditions ψ0(r) → 0 as r → ∞, (dψ0/dr)r = 0
= 0 for a bound-state waveguide mode propagating in a
cylindrical filament. The square of the plasma frequency
ωp r0

2 ( ) is proportional to the density, which is determined by
pressure balance with the ponderomotive force of the pump:
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where N0 is the background density outside the filament and nc
is the critical density. Equations (2) and (3) give a nonlinear
differential equation for ψ0, which together with the boundary
conditions results in an eigenvalue problem determining k0,
ψ0, and the filament density profile n0(r). The pump propa-
gates in the fundamental mode; however, if the filament is deep
and wide enough, higher-order waveguide modes will also
propagate in it. These eigenmodes satisfy the equation
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where j = 0 represents the fundamental mode, s ≡ ω0r/c, and
the eigenvalue Γj determines the relation between the axial
wave number kj of the eigenmode and its frequency
ω ω ω ωj j j jc k: 2 2

0
2 2

0
2− = Γ . In general, the spectrum of

eigenvalues Γj will contain discrete values for bound modes
with Γ j cN n− 0  and a continuum of unbound modes with
Γ j cN n− 0 . Since we are interested in instability, we will
be primarily concerned with the bound modes; the unbound
modes propagate away from the filament before they have an
opportunity to grow significantly. The eigenfunctions are
orthogonal and assumed normalized to unity. The pump is
assumed proportional to the fundamental eigenmode:
ψ α φ0 0 0s s( ) = ( ) , where α0 may be taken real and represents
the pump amplitude.

We employ fluid equations for the plasma density; lineariz-
ing n around the equilibrium density profile n0(r) results in an
inhomogeneous driven wave equation for the density perturba-
tion n1(r,z,t):
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where cs is the ion acoustic speed, Z and M are the ion charge
and mass, respectively, and Fp is the ponderomotive force
resulting from the electromagnetic waves.

The density perturbation n1 is assumed to have real wave
number k in the z direction (along the filament) and frequency
ω, which may be complex: n r z t n r ei kz t

1 , ,( ) = ( ) +−( )ω c.c.  The
interaction of the density perturbation with the pump generates
a perturbed electromagnetic wave:
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where, since the frequency ω may be much smaller than ω0,
both upshifted and downshifted terms are kept. The linearized
wave equation then becomes
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The first-order ponderomotive force resulting from the beating
of the pump and perturbed electromagnetic waves is
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In Eqs. (6) and (7) we have introduced the dimensionless
quantities Ω = ωc/ω0cs, κ = ω0k/c, ς = ω0z/c, and τ = csω0t/c.
Substituting Eq. (7) into Eq. (5), we obtain an equation for the
perturbed density in terms of the perturbed electromagnetic
fields:
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It is useful to expand the electromagnetic fields in terms of the
orthonormal eigenfunctions φj(s) of Eq. (4):

ψ β φ±
±

=

∞
( ) = ( )∑s sj

j
j

1
.

Defining ηj(s) as the solution of

d

ds s n

dn

ds

d

ds n

dn

ds

n

d n

ds n s

dn

ds
s

n s

n

d

ds s n

dn

ds

d

ds

j

c

2

2
0

0 2 2

0
2

0
2

0

2
0

2
0

0

0
2

2
0

0 2

1 1 1

1 1 1

1 1

+ −






+ − + 











− −



 ( )

= − ( ) + +






−












Ω κ

η

κ φ

  

00 s sj( ) ( )φ , (9)

satisfying the boundary conditions ′ ( ) =η j 0 0  and outgoing
waves as s → ∞, we see from Eq. (8) that the density perturba-
tion can be written as
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Combining Eqs. (6) and (10) then gives a linear relation among
the coefficients β j
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where the Ljj� denote the integrals over the wave functions:
L s s s sdsjj j j′

∞
′= ( ) ( ) ( )∫ φ η φ

0 0 .

While the sums in Eq. (11) extend over an infinite range of
j, only the finite number of discrete bound states are of interest
in studying instabilities, and in small filaments only a few of
these may exist. Truncating the sums in Eq. (11) to the bound
states leads to a finite set of linear homogeneous equations in
the β j

± , and setting the determinant of the coefficients to zero
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gives a dispersion relation relating Ω and κ. Unlike the homo-
geneous case, however, this dispersion relation is not a polyno-
mial but a more complicated function of Ω and κ, since the
coefficients Ljj� depend on Ω and κ through the solutions of
the differential equation (9). These solutions are readily ob-
tained numerically, however, allowing the evaluation of the
dispersion relation and the determination of the unstable modes
of the filament and their growth rates.

As an example, consider a background plasma with a
uniform density of half-critical, N0/nc = 0.5, and an ion sound
speed of cs = 10−3 c, corresponding to an electron temperature
of approximately 1 keV. For a given central field amplitude
ψ0(0), the filament density and intensity profiles are found by
integrating Eqs. (2) and (3), adjusting the axial wave number
k0 so that the boundary conditions are satisfied. The waveguide
modes are then found from Eq. (4). At this density and tem-
perature a central intensity of ψ0 00 7( ) ≡ =v vT  is found to
be sufficient to produce a filament wide enough to allow
two electromagnetic modes to propagate. The resulting pump
field amplitude and filament density profile are shown in
Fig. 80.3(a), and the two normalized waveguide modes are
shown in Fig. 80.3(b).
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Figure 80.3
(a) Self-consistent equilibrium field and density profiles for a filament with
background plasma density n0/nc = 0.5 and central intensity ν0/νT = 7; (b) the
two normalized bound eigenmodes for this filament.

The temporal growth rates and real frequencies for pertur-
bations having the form of the fundamental eigenmode are
shown in Figs. 80.4(a) and 80.4(b), plotted against the normal-

ized axial wave number κ. The group velocity of the perturba-
tion normalized to the sound speed can be obtained from the
slope of the real frequency curve in Fig. 80.4(b) and, as
expected, is near the speed of light: νg/cs ≅  900 (recall c/cs
= 1000 in this example). Thus, a perturbation will propagate
along the filament at nearly the speed of light as it grows,
leading to a spatial growth rate that can be estimated by
dividing the temporal growth rates in Fig. 80.3(a) by νg/cs
≅  900. This spatial growth rate is quite small, of order
10−4 ω0/c. For a typical laser-fusion experiment wavelength of
0.351 µm, for example, a small perturbation to a filament could
propagate for several thousand microns before becoming large
enough to disrupt the filament. Laser-produced plasmas of
interest are generally much smaller than this, so that small
filaments (radius < one wavelength) are effectively stable to
perturbations of this form.
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Figure 80.4
Growth rates (a) and real frequencies (b) for perturbations in the form of the
fundamental eigenmode (solid line) in Fig. 80.3(b).

The situation is more interesting for filaments large enough
that two or more waveguide modes will propagate. Fig-
ures 80.5(a) and 80.5(b) show the temporal growth rate and
real frequency for the perturbation corresponding to the second
waveguide mode for the same filament parameters as in
Fig. 80.4. Note that the growth rate is now considerably larger,
but more significant is the fact that the axial wave number of
the perturbation (given by the difference in the two waveguide-
mode wave numbers) is much larger than in the single-mode
case. This makes the group velocity [Fig. 80.5(c)] at which
the perturbation propagates much smaller, and the resulting
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spatial growth rate much larger. This effect is due to the fact
that having two different dispersion relations for the interact-
ing modes allows larger values of ∆k for a given ∆ω. More
importantly, however, the fact that the group velocity in
Fig. 80.5(c) passes through zero suggests the possibility of an
absolute instability, which grows without propagation. If we
define κmax to be the value of κ  for which the temporal growth
rate in Fig. 80.5(a) is a maximum, and Ω Ω Ωmax max max, ,′ ′′  to
be the corresponding frequency and its first and second deriva-
tives with respect to κ, the condition for absolute instability
is12
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Evaluation of these quantities shows that this condition is well
satisfied (the left side in this example is 0.164, and the right is
0.047), so that the instability is indeed absolute. This means
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Growth rates (a), real frequencies (b), and group velocities (c) for perturba-
tions in the form of the second eigenmode (dashed line) in Fig. 80.3(b).

that the perturbation will remain in place as it grows, rather
than propagating along the filament. Unless saturated by some
nonlinear mechanism, such an instability would be expected to
quickly disrupt the filament.

When the filament is large enough that many modes will
propagate, one approaches a “classical” regime where the
propagating light may be treated by the paraxial approxi-
mation or ray tracing. From the above analysis it is expected
that such filaments would be unstable, which seems to be the
case in simulations.7,8

The above stability analysis has been concerned with a
sausage-type perturbation, i.e., one with no azimuthal varia-
tion in the cylindrical coordinates centered on the equilibrium
filament. “Kink-type” modes, with nonvanishing azimuthal
wave numbers, could be treated using a straightforward exten-
sion of the above analysis. Such modes would, of course,
require a filament large enough to carry these higher-order
modes, so small single-mode filaments would be unaffected.
Larger filaments could be unstable to both kink and sausage
perturbations; which one dominates in practice is a subject for
further research. Another topic requiring further study is the
effect of plasma inhomogeneity, though by analogy with other
wave–plasma interactions, inhomogeneity might be expected
to reduce instability growth rates.

In conclusion, the first analysis of filament stability using a
realistic self-consistent filament equilibrium and a wave-equa-
tion treatment of light propagation has been carried out using
a semi-analytic approach. It is found that small filaments that
carry light in only one waveguide mode have only a weak
convective instability and, in most cases of interest in laser–
plasma interactions, may be regarded as essentially stable.
Filaments large enough to carry two or more waveguide modes
are unstable to sausage-type perturbations, which can be abso-
lutely unstable and may lead in typical cases to distortion or
breakup of the filament within a few tens of microns.
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High laser-irradiation uniformity is an important requirement
for successful implosions of inertial confinement fusion (ICF)
targets,1 particularly for the direct-drive OMEGA laser system
that directly illuminates ICF targets. Direct-drive laser irradia-
tion that is not perfectly uniform imprints on the target surface
and perturbs the spherical symmetry. This seeds the Rayleigh–
Taylor hydrodynamic instability during the target acceleration
phase and can severely degrade target performance. Target
imprinting is determined when the critical surface decouples
from the ablation surface. The critical surface corresponds to
the highest density reached by the plasma, where the laser
frequency equals the plasma frequency. The ablation surface
corresponds roughly to the surface separating the inward-
flowing (imploding) plasma and the outward-flowing “ex-
haust.” Direct-drive smoothing techniques must minimize the
level of irradiation nonuniformity on a time scale comparable
to or shorter than this imprinting phase. Initial target experi-
ments indicate that this imprinting phase lasts for several
hundred picoseconds on OMEGA and depends on the spatial
wavelength of the most important perturbations.

Direct-drive laser irradiation uniformity for different ranges
of spatial frequencies is achieved on OMEGA by a number of
techniques.1 The number of beams, as well as power and energy
balance among beams, predominantly affects irradiation
nonuniformity at low spatial frequencies, while higher spatial
frequencies are determined by the individual beam uniformity
achievable with smoothing by spectral dispersion (SSD).

The technique of SSD significantly reduces irradiation
nonuniformity by rapidly shifting the laser speckle pattern
generated on the target by distributed phase plates (DPP’s).2 A
high-frequency electro-optic phase modulator produces a time-
varying wavelength modulation that is angularly dispersed by
a diffraction grating. Significant smoothing is achieved on a
time scale approximately equal to the inverse bandwidth im-
pressed by the phase modulator. Two-dimensional SSD (2-D
SSD) extends the smoothing benefits of SSD by combining the
deflections of the laser speckle pattern on target in two or-
thogonal directions. Two separate stages of bulk electro-optic

Broadband Beam Smoothing on OMEGA with Two-Dimensional
Smoothing by Spectral Dispersion

phase modulators and gratings are employed that generate and
disperse bandwidth in two orthogonal directions.

Broadband Two-Dimensional SSD Generation
The principal relationships governing irradiation unifor-

mity with SSD are illustrated in Fig. 80.6(a), which plots the
rms irradiation nonuniformity for all spatial frequencies (for
modes with l ≤ 500) on target for several different SSD
configurations versus integrating time. The initial smoothing
rate is directly proportional to the SSD bandwidth since the
coherence time for the speckle pattern produced by the DPP is
inversely related to the effective bandwidth in any time slice of
the pulse. The asymptotic nonuniformity is inversely related to
the square root of the number of independent speckle patterns
on the target. For an SSD system employing critical dispersion,
this corresponds to the number of FM sidebands imposed on
the beam by the phase modulator.

Incorporating a higher-frequency phase modulator in the
2-D SSD system offers two different approaches to improving
irradiation uniformity on OMEGA: increasing the total SSD
bandwidth or producing multiple SSD color cycles.

1. Large SSD bandwidths can be generated for a given number
of critically dispersed FM sidebands and propagated through
the laser system since less grating dispersion is required to
achieve a single color cycle. Increased SSD bandwidths
smooth laser irradiation faster. An asymmetric 2-D SSD
configuration on OMEGA using phase modulators operat-
ing at 3.3 and 10.4 GHz can produce infrared bandwidths of
1.5 × 11 Å at nominally 1 × 1 color cycles, respectively. This
infrared bandwidth corresponds to a UV bandwidth of
approximately 1 THz.

2. Multiple SSD color cycles can be produced with a higher
modulation frequency using the current grating design
without exceeding the beam divergence limit imposed by
the laser system pinholes. Increasing the number of color
cycles accelerates the smoothing at the mid-range spatial
frequencies (l = 50–200) that pose the greatest threat of
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seeding hydrodynamic instabilities in direct-drive implo-
sions. The current OMEGA FCC configuration can effi-
ciently convert infrared bandwidths of 1.5 × 3.0 Å from
modulators operating at 3.3 and 10.4 GHz to generate 1 × 3
color cycles, respectively.

The single-beam smoothing performance for several 2-D
SSD implementations on OMEGA is compared in Fig. 80.6.
Total rms nonuniformity is plotted versus integration time in
Fig. 80.6(a). The original 2-D SSD implementation on OMEGA
delivered approximately 0.2 THz of total SSD bandwidth in
the ultraviolet (1.25 × 1.75 Å IR, 1 × 1 color cycles). Asymp-
totic nonuniformity levels of better than 2% are achieved after
approximately 250 ps when multiple-beam overlap is in-
cluded. In comparison, the 1-THz system (1.5 × 11 Å, 1 × 1
color cycles) planned for installation in November 1999
achieves improved asymptotic uniformity since it produces a
larger number of independent speckle patterns and larger beam
deflections. Furthermore, the integration time required to
achieve 2% nonuniformity is reduced to about 70 ps.

The total smoothing performance of the three-color-cycle
2-D SSD system recently installed on OMEGA (1.5 × 3.0 Å,
1 × 3 color cycles) is also shown in Fig. 80.6(a). Poorer
asymptotic performance is expected than for either of the other
two systems since fewer independent speckle patterns are
produced. Figure 80.6(b) presents the rms nonuniformity for

the mid-range spatial frequencies versus integration time for
the same 2-D SSD systems shown in Fig. 80.6(a). For these
spatial frequencies, it can be seen that the smoothing perfor-
mance of the three-color-cycle system is comparable to the
1-THz system. Direct comparisons of the target performance
with both of these improved 2-D SSD systems will be per-
formed once the 1-THz system is implemented.

For OMEGA, it is advantageous to implement the larger
bandwidth and beam divergence in the second direction of the
2-D SSD setup since the bandwidth from the second modulator
is not dispersed until after the most-limiting spatial-filter
pinhole located in the large-aperture ring amplifier (LARA)3

in the driver line. This constraint results from spatial-filtering
requirements associated with the serrated aperture apodizer
used to set the OMEGA beam profile. A slotted LARA spatial-
filter pinhole with its long axis aligned along the direction of
dispersed bandwidth is employed to maximize spatial filtering
of the beam.

Larger spatial-filter pinholes are another important require-
ment for propagating broadband 2-D SSD on OMEGA. Pin-
hole sizes for the spatial filters in each of the six stages of
OMEGA were originally chosen such that computed instanta-
neous intensities on the edge of any pinhole did not exceed
100 GW/cm2(4) for a non-SSD, 1-ns FWHM Gaussian pulse.
To perform this computation, a complete diffraction and non-

Figure 80.6
The intial rate of SSD smoothing is governed by the total bandwidth, while the asymptotic nonuniformity is related to the total number of independent speckle
patterns on target. If at least one SSD color cycle is present, this corresponds to the number of FM sidebands produced by the phase modulators. (a) Plotting
total nonuniformity (l ≤ 500) versus averaging time shows that comparable smoothing levels should be achieved approximately four times sooner with the
1-THz SSD (1.5 × 11 Å, 1 × 1 color cycles) system than the original 2-D SSD (1.25 × 1.75 Å, 1 × 1 color cycles) system implemented on OMEGA, while the
three-color-cycle 2-D SSD (1.5 × 3 Å, 1 × 3 color cycles) system actually achieves worse asymptotic levels since fewer independent speckles modes are produced.
(b) Smoothing performance for the spatial frequencies associated with l-modes in the range between 50 and 200 shows different behavior. The three-color-cycle
SSD system performance during the first stage of smoothing is comparable to the 1-THz SSD system since the multiple color cycles preferentially smooth these
spatial frequencies.
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linear propagation model of the system was constructed. Am-
plitude noise, using the data of Stowers and Patton,5,6 was
applied to optical surfaces and the resulting pinhole irradiance
calculated. For pinholes early in the system where spatial noise
and its nonlinear growth were not an issue, the pinhole sizes
were set no lower than approximately 13 times diffraction-
limited in order to facilitate fabrication and alignment. Later
optical time-domain reflectometry (OTDR) measurements on
OMEGA indicated that in the beamline stages, the pinhole
sizes were close to optimum for non-SSD high-energy shots.
These same pinholes were operated with 1.25 × 1.75-Å band-
width SSD with no deleterious effect or resultant amplitude
modulation. Spatial noise measurements were also performed
on OMEGA using a high-dynamic-range, far-field diagnostic,
as shown in Fig. 80.7. The nonlinear growth of this noise was
analyzed to establish the largest acceptable pinholes.
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Figure 80.7
OMEGA spatial noise measurements and growth analysis set how much
pinholes could be enlarged to accommodate broadband 2-D SSD.

For the current 1.5 × 3.0-Å SSD bandwidths, the pinholes
were increased in diameter by the increase in the major dimen-
sion of the far-field spot (~50%). Since increased pinhole size
increased the risk of system damage due to ripple growth7 and
Narcissus8 (pencil beam) spots, a single beamline (40) of
OMEGA was operated with these larger pinholes for a full year
prior to their installation in the remainder of the system. No
damage was observed in any of the optics in that beamline,
which was exercised over the full range of OMEGA output
energy and pulse shapes.

The 2-D SSD architecture implementing double-pass phase
modulators and gratings shown in Fig. 80.8 was chosen for
several reasons. Double-pass operation of a phase modulator
increases its effective modulation efficiency, provided proper
phase matching of the second pass is maintained. As a result,
significantly lower microwave powers are required to achieve
a given bandwidth while reducing the risk of air breakdown
from the microwave fields in the microwave modulator reso-
nators. Multiple-pass modulator operation can further increase
the modulation efficiency but at the expense of increased
system complexity.

Including a double-pass grating in the first SSD dimension
also significantly reduces the space envelope required. Com-
bining the first dimension predelay (G1) and dispersion
(G2) functions into a single grating requires a far-field retrore-
flection to accomplish an image inversion; otherwise, the
second pass through the grating would produce additional
pulse distortion.
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The two most important aspects of system performance for
the improved 2-D SSD systems developed for OMEGA are
bandwidth and FM-to-AM conversion. The 2-D SSD system is
utilized as a “two-dimensional spectrometer” to measure the
SSD bandwidths generated by each modulator, while an infra-
red streak camera system was developed to identify, measure,
and minimize FM-to-AM conversion in the 2-D SSD system,
as detailed below.

Accurate SSD bandwidth measurements for both phase
modulators can be obtained simultaneously by capturing a far-
field image of an SSD beam, as shown in Fig. 80.9, since the
bandwidth generated by each phase modulator is dispersed in
essentially orthogonal directions. Corrections for inexact dis-
persion matching between gratings G3 and G4, as well as
imprecise image rotation between SSD directions, are ac-
counted for using image-unwarping algorithms. The phase-
modulation depth produced by each modulator is then

determined by identifying the value for which a simulated
spectrum best reproduces the measured spectral lineouts in
each SSD direction, including the instrument’s point spread
function. For the three-color-cycle 2-D SSD system, FM
spectra produced by the 10.4-GHz modulator are self-calibrat-
ing since the individual FM sidebands are completely resolved
and the modulation frequency is accurately known.

Measuring the FM-to-AM conversion performance of the
2-D SSD systems is difficult, particularly for the 10.4-GHz
modulation, since an instrument with sufficient bandwidth to
measure the microwave modulation frequency and its harmon-
ics is required. Additionally, the ability to verify performance
across the beam profile is also important since some FM-to-
AM conversion mechanisms manifest themselves in local
variations. These requirements, plus the low repetition rate of
our SSD pulses (5 Hz), eliminate sampling techniques and
make an infrared streak camera the best instrument. The

Figure 80.9
Far-field images of the 2-D SSD can be evaluated to measure FM bandwidth produced by each SSD modulator. (a) A raw image is captured on a scientific CCD.
(b) The image for an unmodulated pulse is also captured to establish the instrumental response. (c) The image is corrected to account for image rotation errors
introduced by the 2-D SSD system. In the corrected image, the bandwidth produced by each modulator is dispersed in orthogonal directions. (d) and (e) The
bandwidth produced by each modulator is estimated by finding the simulated spectra (dashed), including the instrumental response, that best fit the measured
spectra (solid).

M
od

 #
1 

ba
nd

w
id

th
 (

Å
)

–2 0 2–2 0 2

Mod #2 (Å)

–2 0 2

Mod #2 (Å)

E9981

1.2

0.8

0.4

0.0 0.0

0.2

0.4

0.6

0.8

1.0

1.2

Mod #2 bandwidth (Å)

0

2

–2

–2 0 2

Mod #2 (Å)

M
od

 #
1 

(Å
)

X-spectra

(a) (b) (c)

(d) (e)

Y-spectra

Mod #2 bandwidth (Å)
–2 0 2

M
od

 #
1 

ba
nd

w
id

th
 (

Å
)



BROADBAND BEAM SMOOTHING ON OMEGA WITH TWO-DIMENSIONAL SMOOTHING BY SPECTRAL DISPERSION

LLE Review, Volume 80 201

uncoated photocathode of the streak camera is index matched
to a wedged, AR-coated window to eliminate spurious etalon
effects that would otherwise introduce amplitude modulation
artifacts. Streak camera flat-field and time-base corrections are
applied to account for instrumental nonlinearities.

FM-to-AM conversion in the 2-D SSD system is discrimi-
nated from modulation in the shaped-pulse input by transmit-
ting a reference signal sampled before the 2-D SSD system
to the streak camera using an optical fiber, as shown in
Fig. 80.10(a). Lineouts at different spatial locations of the
streak image [Fig. 80.10(b)] are normalized to this reference
signal and the amplitude modulation estimated by finding the
peak-to-valley variations of the ratio of these signals
[Fig. 80.10(c)]. The signal-to-noise ratio of this measurement
depends on the number of pixel rows averaged to produce the
lineouts and appears to be limited by photon statistics. The
harmonic content of the AM is easily obtained by fast Fourier

Figure 80.10
An infrared streak camera was employed to identify and measure sources of FM-to-AM conversion. (a) Streak camera measurements of FM-to-AM conversion
were performed by comparing the pulse shape at the image plane of the SSD gratings after the SSD system to the pulse shape injected into the 2-D SSD system
that is sampled by an optical fiber. (b) The SSD region is divided into regions, and average row lineouts are calculated. A reference pulse shape from the optical
fiber delayed input is also acquired. The SSD and reference signals are energy normalized and aligned in time. (c) The ratio of each SSD signal to the reference
is used to measure the FM-to-AM conversion. The peak-to-valley in a 333-ps sliding window is calculated for each lineout, and the average value is used as
an estimate for the AM. (d) The spectra of the amplitude modulation for a number of different image conditions shown in Fig. 80.11(a) show peaks at the
modulation frequency (3.3 GHz) as well as the second harmonic (6.6 GHz) when grating imaging is not optimized. An underlying 1/f-like noise spectrum is
evident that limits the minimum measurable AM even when no SSD is applied to the beam.

transforming the difference of the signal and reference line-
outs, as shown in Fig. 80.10(d). Statistically analyzing mul-
tiple streak images provides estimates of the uncertainty of
these measurements.

FM-to-AM conversion in the 2-D SSD system was mini-
mized by adjusting various system parameters and parametri-
cally plotting the measured amplitude modulation to identify
the optimal settings. For example, it is well known that propa-
gation from an image plane of an SSD grating results in
amplitude modulation. Amplitude modulation is minimized at
an image plane of a grating that disperses SSD bandwidth. If an
SSD grating is not properly located at the image plane of earlier
gratings, the phase relationships between FM sidebands are
disturbed and irreversibly convert FM to AM. SSD grating
imaging was accomplished by plotting the measured AM as a
function of image relay position, as shown in Fig. 80.11(a).
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The length of the major axis of the slotted LARA spatial-
filter pinhole was also established using this method, as shown
in Fig. 80.11(b). The bandwidth generated by the first SSD
modulator is dispersed before the LARA. As bandwidth is
increased for a given pinhole size, pinhole clipping causes the
measured AM values to increase rapidly. For a 1.0 × 1.8-mm
pinhole, clipping is first observed at a bandwidth of approxi-
mately 1.3 Å. The final slotted pinhole (1.0 × 2.4 mm) should
maximize spatial-filtering effects while maintaining reason-
able operational tolerances.

Summary
Direct-drive ICF experiments require a laser system with

excellent irradiation uniformity. Major elements of LLE’s
beam-uniformity program have been completed, including
demonstration of a 10.4-Ghz bulk-phase modulator capable of
producing either large SSD bandwidths or multiple color
cycles, implementation of a flexible double-pass 2-D SSD
architecture, and diagnostics for quantifying the performance
of these improved smoothing techniques. The remaining ele-
ments of this program will be completed when broadband
(1-THz) 2-D SSD is implemented on OMEGA later this year.
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Inertial confinement fusion (ICF) targets are inherently hydro-
dynamically unstable;1–3 as a result, perturbations in the target
shell can grow exponentially because of Rayleigh–Taylor (RT)
instability.4 For high-convergence implosions it is important to
minimize target perturbations and their growth. In direct-drive
ICF, nonuniformities in the drive laser produce pressure per-
turbations that cause mass and velocity perturbations in the
target. These “imprinted” perturbations seed the RT instability
and ultimately disrupt the implosion. To minimize imprinting,
the drive laser must be as uniform as possible. This requires
complex laser beam–smoothing techniques.5 In many ICF
target designs the temporal shape of the drive is determined by
compression hydrodynamics and thermodynamics (stability
and isentrope) and not necessarily to minimize imprint. It is
therefore important that the effect of temporal pulse shape on
imprinting and beam smoothing be measured and understood.
Various experiments have measured imprinting6–12 and have
used control perturbations to normalize the results.10,12 The
experiments reported here are the first to demonstrate the pulse
shape’s effect on imprinting.

A series of experiments on the OMEGA laser system13

measured imprinting efficiency using preimposed modula-
tions on planar targets to calibrate the imprint level. The
imprinting produced by different temporal pulse shapes and
beam-smoothing techniques is compared. Rapidly rising
(~100 ps/decade) pulses produce less imprint than pulses with
~1-ns rise time when no temporal beam smoothing is employed.
Furthermore, the effect of smoothing by spectral dispersion
(SSD)5 is less pronounced for these rapid-rise pulses. These
observations are consistent with plasma smoothing14 by thermal
conduction and differences in the rate at which each pulse
produces plasma early in the laser–target interaction.

Imprinting occurs when drive nonuniformities produce
pressure perturbations at the target surface that, in turn, pro-
duce velocity and mass perturbations at the ablation surface
where the RT instability occurs. Laser energy is absorbed in the
region outside the critical surface and conducted axially to the

The Effect of Pulse Shape on Laser Imprinting
and Beam Smoothing

ablation surface. If sufficient depth of plasma is present, lateral
thermal conduction can provide smoothing of the deposition
nonuniformities, thus ending imprinting.14 Previous simula-
tions15,16 have investigated imprinting and have indicated
that, for a given laser wavelength, imprint efficiency depends
linearly on δI/I for the intensities relevant to ICF (i.e., δm
∝  δI/I), but the duration of imprinting varies depending on the
plasma smoothing. Numerical simulations described below
show that the condition for smoothing a perturbation of wave-
length k is that kdc ~2, where dc is the distance between the
ablation surface and a central location in the energy deposition
profile.10 As that thermal conduction region grows, longer
wavelengths can be smoothed; thus, for each wavelength the
duration of laser imprinting and its total magnitude depends on
the time to develop a sufficiently sized conduction zone. Since
a slowly rising pulse produces a plasma at a slower rate,
imprinting occurs over a longer time, resulting in a higher
imprint level in the absence of beam smoothing. The plasma
formation rate therefore affects the wavelength dispersion of
smoothing. For a given wavelength of interest, imprinting
ultimately ceases when the conduction region grows to a
sizable fraction of that wavelength. When kdc is about 2, dc is
about one-third the wavelength of the perturbation. To check
the wavelength dependence, the imprint levels of both 30- and
60-µm wavelengths were measured. These correspond to
l-modes of 50 and 100 on mm-sized targets, which are perti-
nent to direct-drive ICF and are in the linear RT growth regime
during these measurements.

In these experiments, 20-µm-thick CH (ρ = 1.05 g/cm3)
targets with preimposed modulations were irradiated at
2 × 1014 W/cm2 by six overlapping UV beams from the
OMEGA laser. Target nonuniformities were measured using
through-foil x-ray radiography.17 Experiments were per-
formed with two laser pulse shapes: a 3-ns square (in time)
pulse and a 3-ns ramp pulse. The square pulse had a rise time
of 100 ps per decade of intensity and an intensity of
2 × 1014 W/cm2. The ramp pulse rose linearly from ~1013 to
2.5 × 1014 W/cm2 in 3 ns. The latter pulse had a 100 ps/decade
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rise to ~1013 W/cm2 before the ramp commenced. For each
pulse shape, experiments were performed with and without
2-D SSD beam smoothing.

The driven targets were backlit with x rays produced by a
uranium backlighter irradiated at 2 × 1014 W/cm2 (with 11
additional beams). X rays transmitted through the target and a
3-µm-thick Al blast shield were imaged by a framing camera
with 8-µm pinholes filtered with 20 µm of Be and 6 µm of Al.
This yielded the highest sensitivity for average photon energy
of ~1.3 keV.17 The framing camera produced eight temporally
distinct images of ~100-ps duration and a magnification of 12.
The use of optical fiducial pulses, coupled with an electronic
monitor of the framing-camera output, provided a frame-
timing precision of about 70 ps.

Unfortunately laser imprint cannot easily be measured
directly, so measurements often rely on some level of RT
growth to produce detectable signals. Targets with low-ampli-
tude, single-mode initial perturbations are used here to provide
a calibration from which the initial amplitude of laser imprint-
ing was determined. The basis of this calibration is that in the
linear regime the imprinted perturbations ultimately experi-
ence similar unstable RT growth to those of preimposed
modulations.8 Although imprinting also produces velocity
perturbations, it is useful to assign an equivalent surface
roughness to imprinting. This “mass equivalence” is used as a
measure of the imprint. The mass equivalence is found by
extrapolating the temporal evolution of the imprinted ampli-
tudes back to t = 0 by measuring the ratio of the amplitudes of
the imprinted and preimposed modes after RT growth has
occurred. This requires that the RT instability for those modes
remain in the linear regime and do not experience saturation or
nonlinear effects.18 Saturation of RT growth is discussed at
length in Ref. 19, where it was shown that at λ = 60 µm, both
the single-mode and the imprinted perturbations behaved lin-
early for our experimental conditions and observation times.
The 30-µm-wavelength imprinting data was measured before
the onset of saturation.19

The mass equivalence15 for a specific wave number can be
defined as

A k A k t A k t A keq imprint pre pre, , , , ,0 0( ) = ( ) ( )[ ] ( ) (1)

where Aimprint(k,t) is the measured amplitude of the imprinted
features, Apre(k,t) is the measured amplitude of the preimposed
modulation, and Apre(0) is the known initial amplitude of the

preimposed modulation. Using the measurements of the laser
nonuniformity, a measure of imprint efficiency15 is defined as
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where δI/I is the fractional irradiation nonuniformity at the
same wavelength.

The amplitudes of these perturbations are obtained using a
Fourier analysis of the radiographed images. The Fourier
amplitude of the imprint at a given wavelength is defined as the
rms of all mode amplitudes at that wavelength, i.e., those
modes at a given radius (centered at zero frequency) in fre-
quency space. (The contribution of the preimposed modulation
is not included.) The values are summed in quadrature because
they are expected to be uncorrelated since they result from the
random speckle in the laser. The analysis box is 300 µm in the
target plane; thus, in Fourier space, the pixel size is 3.3 mm−1.
The pixels at radius 5±0.5 provide the amplitudes of modes
with wavelengths between 55 µm and 67 µm, and those at
10±0.5 pixels provide amplitudes for wavelengths between
29 µm and 32 µm.

The preimposed single-mode modulations are two dimen-
sional and possess localized features along a single axis in the
Fourier plane at the spatial frequency of this modulation.
Figure 80.12(a) depicts a typical radiographic image from
these experiments; note that the vertical preimposed modula-
tions are just visible in the mottled pattern produced by the
laser imprint. The 2-D Fourier transform of this image after
Weiner filtering17 is shown as a surface plot in Fig. 80.12(b),
where the signals from the preimposed modulations stand out
from the broadband imprinted features that populate most of
the 2-D Fourier space. Figure 80.12(c) depicts a one-pixel-
wide annulus that illustrates how the amplitudes for the im-
printing are measured. The ratio of the rms value of these
amplitudes to that of the preimposed mode times the initial
amplitude is used to determine the mass equivalence of im-
printing of the control mode. (The box size is optimized for the
preimposed mode, thereby ensuring that all the power in that
mode is contained in the single pixel.)

For these experiments a variety of beam-smoothing tech-
niques were used. A single-beam laser with only a distributed
phase plate (DPP)20 and no SSD provides a static speckle
pattern with ~80% to 100% nonuniformity in wavelengths
from 2 µm to 250 µm.21 The overlap of six beams reduces this
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nonuniformity by ~ 6 . SSD provides a time-varying reduc-
tion of the nonuniformity by continually shifting the DPP
pattern on the target. The smoothing rate and the asymptotic
smoothing level depend on the 2-D SSD bandwidth, which in
this experiment is ∆ν = 0.2 THzUV. In some cases, distributed
polarization rotators (DPR’s)22 were added. These provide an
instantaneous 2  reduction of nonuniformity23 by separating
each beam into two orthogonally polarized beams that are
separated by 80 µm in the target plane.

Figure 80.13 shows the measured mass equivalence (in µm)
of imprinting at 60-µm wavelength for all three smoothing
conditions for the 3-ns square pulse in a series of shots with
similar drive intensities. The temporal axis shows the time at
which each frame was taken. The mass-equivalence data
separate into distinct sets associated with each uniformity
condition and are constant in time. Both observations are
expected and confirm the utility of this technique. When the
growth of the imprinted features are in the linear regime, they
should remain a constant ratio of the amplitude of the preimposed
mode, leading to a constant mass equivalence. This quantity’s
dependence on the initial uniformity produced by the various
beam-smoothing techniques indicates the sensitivity of this
method. For example, the addition of DPR’s to the SSD
experiments (open squares) reduces the mass equivalence by
the expected factor of 2  (shaded squares).

The pulse shape’s effect on imprinting was then studied by
repeating these measurements with a slowly rising pulse,
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Preimposed
mode

Imprint

E9398

(a) (b)

kx

ky

FFT (l = 60 mm)

Preimposed
mode

Imprint

(c)

Figure 80.12
(a) Sample of an x-ray radiograph of a target with preimposed 60-µm-wavelength perturbations (vertical striations). The mottled pattern throughout the image
is caused by the imprinted features. (b) Representation of the Fourier spectrum of the image in (a), showing the broadband imprinted features as well as two
peaks from the preimposed single-mode modulations. (c) The annulus at 55 µm to 68 µm containing two components: the preimposed modulations and the
imprinted features. The latter is used as a control feature to gauge the initial amplitude of the imprinted features.

i.e., with an ~2.5-ns rise to the maximum intensity. Fig-
ure 80.14 shows the deduced mass equivalence as a function of
time for the two pulse shapes, each with and without SSD.
Again the data group according to laser conditions (pulse shape
or SSD) and exhibit an approximately constant value over
considerable times.

These data show that without SSD the ramp pulse produces
about 50% more imprinting (higher mass equivalence) than the
square pulse. They also indicate that although SSD produces a
greater reduction of imprinting on the ramp pulse, the net
imprint level after SSD is about the same for both pulses.

Similar experiments were performed using preimposed
modulations with λ = 30 µm. Table 80.I lists the mass-equiva-
lence results for all the experiments. In addition, the imprint
efficiency was calculated for the experiments without SSD
using the irradiation nonuniformities reported in Ref. 19. The
uniformity results were scaled by the differences in analysis
boxes between the radiography (L = 300 µm; ∆k = 0.021) and
the optical experiments (L = 440 µm; ∆k = 0.0143). In addition,
the values obtained in Ref. 19 were reduced by 6  since these
experiments utilized six beams. Thus, δI/I was 0.00684 for
30 µm and 0.00493 for 60 µm. Lastly, a factor of 2 was
included to relate the complex amplitude for ∆I to the mass
equivalence, which was normalized to a real cosine function.
Since the SSD produces time-varying uniformity, it is difficult
to assign a single number to the uniformity and hence the
imprint efficiency is not calculated.
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As discussed above, thermal smoothing in the plasma
ultimately terminates laser imprint. The duration of imprint-
ing, then, depends on the time required to produce sufficient
plasma atmosphere to enable smoothing. One would expect
that, compared to the square pulse, the ramp pulse should
imprint for a longer duration because the ramp pulse delivers
energy at a slower rate and the smoothing plasma is produced
more slowly, leading to larger mass equivalence. The imprint
efficiencies measured here are lower than those observed by
Glendinning et al.12 for a slower rise and lower-intensity ramp
pulse, as expected.
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Figure 80.13
The mass equivalence (at 60 µm) derived from planar targets driven by laser
beams having a 3-ns square pulse and three types of beam smoothing applied:
DPP only (solid), DPP + SSD (open), and DPP + SSD + DPR (shaded). Note
that the data segregate according to the laser nonuniformity. The mass
equivalence is a measure of the total amount of imprinting, which is seen to
decrease as greater beam smoothing is applied.
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Figure 80.14
The deduced mass equivalence of the imprinted features (at 60 µm) for two
pulse shapes: 3-ns square (squares) and ramp (triangles). These data show that
for the same laser nonuniformity, a ramp pulse produces more imprinting.
The solid and open symbols correspond, respectively, to each of the pulses
without and with 2-D SSD. They indicate that the effect of SSD is greater for
the ramp pulse, but the net imprint level is similar for the two pulses.

Table 80.I: Mass equivalence and imprint efficiency for various conditions.

ytimrofinUepahS-esluP
(ecnelaviuqEssaM µ )m

tnemirepxE noitalumiS

06 µm 03 µm 06 µm 03 µm 06 µm 03 µm

)DSSon(erauqS 230.0 ± 500.0 220.0 ± 400.0 3.3 ± 40.0 6.1 ± 30.0 7.1 1.1

)DSSon(pmaR 940.0 ± 800.0 320.0 ± 500.0 0.5 ± 60.0 7.1 ± 40.0 1.3 3.2

)DSS(erauqS 310.0 ± 300.0 010.0 ± 300.0

)DSS(pmaR 710.0 ± 500.0 110.0 ± 400.0

Imprint Efficiency:  δm/(δI/I) (µm)

Simulations of the experiments were performed with the
2-D hydrodynamics code ORCHID24 to determine the pre-
dicted imprint efficiency and the time that pressure pertur-
bations at the ablation surface become negligible as the result
of plasma smoothing. The imprint efficiencies were calculated
by imposing a single-mode nonuniformity in the laser irradia-
tion. The evolution of the resulting perturbations was com-
pared to that of preimposed mass perturbations of the same
wavelength. The experimental temporal pulse shapes were
used in the simulations. The simulation results shown in
Table 80.I are in reasonable agreement with the measured
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values. Similar imprint efficiencies were calculated with the
2-D hydrodynamics code LEOR.25 The 2-D simulations un-
derestimate the efficiency at 60 µm, similar to the observations
of Glendinning et al.12

The inherent surface roughness of these foils (transverse to
the imposed modulations) was measured to be less than 1% of
the imposed mode and, therefore, does not contribute signifi-
cantly to the error in these measurements. One must consider,
however, that the measured signal for the preimposed mode
also has a contribution from the imprinted signal at that distinct
mode. Since the relative phase of these two signals is arbitrary,
the resultant signal can vary significantly when the imprint is
a sizable fraction of the preimposed mode, as it is in the no-
SSD cases.

Figure 80.15 shows the amplitude of the pressure perturba-
tions (solid curves) at the ablation surface as a function of time
for two cases: a ramp pulse and a square pulse, both without
SSD. In these simulations a static 60-µm spatial-intensity
perturbation of 5% was imposed on the irradiation intensity.
Note that the smoothing rate is slower for the ramp pulse and
the perturbations persist for a longer period. The temporal
evolution (dashed curves) of the conduction zone (dc) for the
two pulse shapes is also shown. This is defined as the distance
between the ablation surface and the mean of the energy
deposition profile as weighted by a diffusion length: e−kz.

Figure 80.15
The amplitude of perturbations (solid lines) in the ablation pressure (at the
ablation surface) as a function of time. The size of the conduction zone
(dashed lines) as a function of time in CH targets driven by the square and
ramp pulses.These graphs show that imprinting should stop at 300 ps for the
square pulse and 450 ps for the ramp pulse. Note that for the square pulse the
pressure perturbations are smoothed in 300 ps while for the ramp pulse this
occurs at 450 ps.

Imprinting is expected to cease when pressure perturbations at
the ablation surface are reduced to negligible levels. Fig-
ure 80.15 shows that this occurs for both pulse shapes when dc
~2. Simple considerations of the distance between critical and
ablation surfaces are insufficient to explain the behavior of the
two pulses; rather the energy deposition profiles must also be
accounted for because considerable smoothing can take place
in the plasma region outside the critical surface.

When 2-D SSD is employed, the uniformity at t = 0 is the
same as without SSD and reduces rapidly in time as 1/ν, where
ν is the laser bandwidth. For these experiments the UV
bandwidth is ~0.2 THz. While at this bandwidth the asymp-
totic smoothing level for 60 µm is reached in ~1.2 ns,21

considerable smoothing occurs in less than 400 ps. The experi-
mental results are consistent with this since SSD reduces the
imprint for both pulse shapes, although there is greater reduc-
tion for the ramp pulse. Since imprinting in the ramp pulse lasts
longer, SSD is able to provide greater benefit. The resulting
imprint is similar for both pulses with SSD because the
effective smoothing time for SSD is shorter than the duration
of imprinting for both pulse shapes. Thus, significant SSD
smoothing occurs before a large-enough conduction zone is
produced. The calculated reduction of the mass equivalence
with SSD present is somewhat larger (~60%) than the experi-
mental observations.

This work has shown that for identical nonuniformities, the
imprint level depends on the pulse shape, as expected. The
total imprinting depends on the irradiation nonuniformity, the
imprint efficiency, and the duration of imprint. Since the latter
varies with pulse shape and other laser conditions, imprint
efficiency cannot be considered invariant. These quantities are
also laser wavelength dependent.10,11 In addition, other pro-
cesses such as shinethrough and laser–plasma instabilities
(filamentation) could alter the intensity distribution within
the plasma.

Preimposed modulations have been used as a reference to
determine the mass equivalence of features imprinted by a
drive laser. This technique behaves linearly under the experi-
mental conditions described here. Slowly rising pulses pro-
duce more imprint and experience more smoothing because
of SSD than steeply rising pulses. This is a result of the
different rates at which smoothing plasma is initially formed,
which ultimately determines the duration of imprinting. Nu-
merical simulations confirm this physical picture and yield
imprint efficiencies in reasonable agreement with the mea-
sured values.
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The Output Signal-to-Noise Ratio of a
Nd:YLF Regenerative Amplifier

A regenerative amplifier (regen) is a common element in a
variety of laser systems because of its compactness and ability
to significantly boost the energy of an optical pulse with
minimal temporal distortion and added noise.1,2 Net gains of
the order of 108 are easily obtainable. Noise is the unwanted
portion of the optical signal that can originate from stochastic
or deterministic processes within the system. For some appli-
cations, even small amounts of noise are an important concern.
One such application is laser fusion, where an optical pulse
with less that 1 nJ of energy is amplified with an overall net gain
of approximately 1014 to the 60-kJ level, frequency tripled to
a 351-nm wavelength, and focused onto fusion targets. In such
a system, even a relatively small amount of prepulse signal can
be detrimental to target performance; therefore, to minimize
the prepulse noise signal it is very important to control and
maximize the signal-to-noise ratio (SNR) at every step of the
amplification process.

In this article we present measurements of the output SNR
(defined as the ratio of the peak power of the amplified signal
to the average power of the prepulse noise) of a regen used as
the first amplification stage in the OMEGA laser system. We
compare our measurements to a simple theoretical model that
we developed. We find that the prepulse noise signal in the
output of our regen has two main contributions: one is due to
the intrinsic noise generated within the regen during the
amplification process, as studied previously,2 and the other is
due to the prepulse signal on the optical pulse injected into the
regen. Our model of the regen output SNR includes both
contributions. We experimentally demonstrate that the regen
output SNR can be very high for an injected pulse with low
noise. We also demonstrate that, in general, the regen output
SNR equals the SNR of the pulse injected into the regen in the
limit of strong signal injection. Our measurements are in
excellent agreement with our theoretical model.

Theory
The total optical power circulating in the regen evolves

according to the equation3

dP

dt
P t N= ( ) +γ γ se , (1)

where γ is the exponential net gain coefficient, P is the opti-
cal power circulating in the regen, and Nse is phenomenologi-
cally included as the noise power in the regen due to spontane-
ous emission. Equation (1) can be integrated to give

P t G P G N N G( ) = + + −( )0 1inj se , (2)

where G = exp (γ  t) is the net gain of the regen, P0 is the signal
power injected into the regen, and

N
P

inj
inSNR

= 0 (3)

is the noise on the signal injected into the regen with SNRin the
signal-to-noise ratio of the signal injected into the regen.

It is instructive to describe each term on the right-hand side
of Eq. (2). The first term simply represents amplification of the
injected signal into the regen and is the regen output signal in
the absence of noise. The second and third terms are noise
terms. The second term is the amplified injected noise power
that describes the amplification of the noise injected into the
regen with the optical pulse. The third term is due to the
amplification of the spontaneous emission noise generated by
the regen itself. The output SNR of the regen is then given by

SNRout
se inj

=
−( ) +

P

N G N
0

1 1
. (4)

For most cases of practical interest the total net gain is much
greater than unity (G >> 1). If the injected noise power is much
less than the spontaneous emission noise power (Ninj << Nse),
the second term in the denominator can be neglected and the
output SNR of the regen is proportional to the power injected
into the regen. For the case where the injected noise power is
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Figure 80.16
Signal-to-noise ratio (SNR) measurement setup. The regen output SNR is
defined as the ratio of the power of the injected pulse averaged over a cavity
round-trip time to the noise power measured between two regen output
pulses.
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much greater than the spontaneous emission noise power
(Ninj >> Nse), the first term in the denominator can be dropped.
In this case the output SNRout of the regen equals the injected
SNRin and is independent of the amount of injected signal
power. This model of the regen output SNR is verified by the
experiments described below.

Experimental Results
Experiments have been performed to verify the above

theory. The details of the regen operation are given else-
where.4,5 A pulse is injected into the regen and allowed to
evolve until the circulating pulse energy reaches a threshold
value. Losses are then introduced in the cavity to maintain the
round-trip gain at unity. Later, the cavity losses are removed,
and a Q-switched train of amplified pulses separated by the
regen cavity round-trip time of 26 ns evolves. In our experi-
ment we define the regen output SNR as the ratio of
the peak power of a pulse in the pulse train to the power
measured between this pulse and an adjacent pulse (i.e., the
interpulse noise). This definition is illustrated schematically in
Fig. 80.16.

To measure the output SNR of our regen, a high-contrast
(>1000:1) Pockels cell with a 10-ns square transmission func-

tion is used to select the output power of the regen at various
times in the output-pulse train. The timing of the Pockels cell
transmission window is first adjusted to pass a single optical
pulse from the regen output. The pulse is attenuated and sent to
a photodetector, and the peak voltage of the detector is mea-
sured and recorded as the regen signal. The Pockels cell
transmission window is then moved in time by 13 ns, which is
half the regen round-trip time, in order to measure the interpulse
noise power between this pulse and the previous pulse in the
regen output-pulse train. The calibrated attenuation is removed
from the detector, and the average voltage of the photodetector
over a portion (~2 ns) of the 10-ns Pockels cell transmission
window is measured and recorded as the regen noise power.
The overall bandwidth of our measurement system is approxi-
mately 1 GHz. These measurements are made as the power of
the injected signal is varied. In this way the regen output SNR
is recorded versus the power of the injected signal.

The pulse injected into the regen is generated with two
integrated electro-optic modulators.6 We apply a square elec-
trical pulse to each modulator synchronous with the transmis-
sion through the modulator of an optical pulse from a
single-longitudinal-mode (SLM) laser. The transmission func-
tion of a dual-channel modulator in this case is given by

I t I t
V t V

Vout in
dc( ) = ( ) ( ) +







 +












sin ,4

2

π φ
π

(5)

where Iin(t) is the intensity profile at the modulator input, V(t)
is the modulation voltage applied to each channel of the
modulator, Vπ is the half-wave voltage of the modulator
(~10 V), φ is a constant phase shift, and Vdc is a dc voltage that
can be applied to cancel the constant phase shift. Square
electrical pulses of 3-ns duration with amplitude Vπ are syn-
chronously applied to both channels of the modulator. The
short-duration voltage waveforms are applied to the modulator
during the peak of the 200-ns Gaussian pulse sent into the
modulator from the SLM laser. For this reason, the input-
intensity profile to the modulator, Iin(t), is assumed to be a
constant independent of time. The resulting 3-ns square optical
pulse from the modulator is injected into the regen.

A dc bias voltage (Vdc) is applied to the modulators to
compensate the constant phase term in Eq. (5). When optimally
compensated in this way, the modulators provide “zero” trans-
mission for zero applied modulation voltage. This results in a
high-contrast pulse (that is, very low prepulse signal) from the
modulator. For our experiments, we alter SNRin of the pulse
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injected into the regen by changing the dc bias voltage (Vdc).
As the dc bias voltage is varied away from the high-contrast
value, light from the SLM laser leaks through the modulator
prior to and after the 3-ns optical pulse. The ratio of the peak
power in the 3-ns optical pulse from the modulator to the
prepulse (postpulse) power from the modulator is our defini-
tion of the SNRin of the pulse injected into the regen. With this
definition, the SNRin depends only on the dc-applied voltage
to the modulators and is calculated from Eq. (5). This prepulse
and postpulse power injected into the regen is the nature of the
regen interpulse noise given by the second term in the denomi-
nator in Eq. (4). Varying the dc-applied voltage to the modula-
tors varies the SNR of the injected pulse into the regen. The
injected power into the regen is varied by attenuating the
optical pulse at the input to the modulator.

Measurements of the output SNR of a regen versus the
injected power into the regen are shown in Fig. 80.17. For the
three curves, the injected SNR was varied as indicated. Using
Eq. (4), plots of the regen output SNR are overplotted with the
data. To obtain best fits to the data we used 375 nW for Nse in
all plots, and to determine SNRin we used our measured dc
voltages applied to the modulators in Eq. (4). As seen in
Fig. 80.17, our measurements are in excellent agreement
with theory.
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Figure 80.17
Signal-to-noise ratio measurements at the output of a regen versus the
injected power into the regen for three values of the SNR of the injected power
into the regen.

Separate measurements were made to estimate the amount
of equivalent spontaneous-emission noise power, Nse, in the
regen. A pulse was injected into the regen and the buildup time
for the pulse to reach a power level of ~100 W in the regen was
measured for different power levels of the injected signal. In

Fig. 80.18 the average power of the injected pulse is plotted on
a semi-log scale versus the buildup time in the regen. From
Eq. (2) and G >> 1 the time t1 for the regen output power to
reach a fixed predetermend power level P1 is given by

t
P P N N

1
1 0

=
− + +( )ln ln

.
inj se

γ
(6)

When the injected signal power into the regen is much greater
that the spontaneous-emission noise power (P0 >> Nse), the
buildup time t1 exhibits an exponential dependence on the
injected power P0. The logarithmic fit to the experimental data
points in Fig. 80.18 reveals good agreement with this theory.
From this logarithmic fit we can estimate Nse by using the
measured buildup time of 789 ns for the case with no signal
injected into the regen. From this we estimate Nse to be
approximately 80 nW, which is within a factor of 5 of the
375-nW value that was used to obtain the best fit to our data in
Fig. 80.17.
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Figure 80.18
Measured time t1 required for the regen output to reach a preset power level
versus averaged power of the pulse injected into the regen. The power of the
injected pulse was averaged over one regen round-trip.

Conclusions
We measured the output SNR of a regen and compare our

measurements to a simple model that we developed. We show
that the noise in the output of a regen has two contributions: one
is due to amplified spontaneous emission; the other is due to
noise (in our case in the form of a prepulse) injected into the
regen. We simulate noise on the input pulse to the regen and
conclude from our measurements that the regen output SNR
saturates to the SNR of the pulse injected into the regen. We
measured an output SNR from the regen as high as 2.7 × 104.
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Magnetorheological finishing (MRF) is a novel and recently
commercialized1 process for figuring and polishing plano,
convex, and concave optics—both spherical and aspherical—
from a wide variety of optical materials. A recently written
review article provides an overview of the history, theory, and
implementation of this technology.2 The utility and producti-
vity of MRF have been proven for a wide spectrum of optical
glasses and demonstrated for a variety of non-glass optical
materials.3,4 A 1.0-nm smoothness with removal rates of 1 to
10 µm/min is routinely achieved. Seven years of research and
development culminated in 1998 with QED Technologies’
introduction of a commercial MRF machine, designated the
Q22. A focus of continuing research is the development of MR
fluid compositions and operating parameters to finish optical
materials with an ever-widening range of physical properties.
Efforts are simultaneously made to extend our understanding
of the fundamental mechanisms of material removal in the
MRF process. Extremely hard, extremely soft, single-crystal,
polycrystalline, or water-soluble optical materials—each pre-
sents unique challenges to the MRF process.

A magnetorheological (MR) fluid is a suspension of mag-
netically soft ferromagnetic particles in a carrier liquid. Typi-
cally, the particles are of the order of a few microns in diameter,
and their volume concentration is 30% to 40%. When exposed
to a magnetic field, the viscosity and yield stress of the
suspension increase several orders of magnitude. The transi-
tion is rapid and reversible. The magnetically soft media used
to manufacture MR fluids, which are subsequently used in
MRF, are carbonyl iron (CI) powders. They are prepared by
decomposing iron pentacarbonyl,5 resulting in spherical par-
ticles of almost pure iron, typically 2 to 6 µm in diameter.
Incorporating nonmagnetic polishing abrasives results in an
MR polishing fluid that can be manipulated to form a renew-
able and compliant sub-aperture lap for optical finishing.

MRF Research Platforms and Polishing Spots
The Center for Optics Manufacturing (COM) has two

research platforms to facilitate the continuing research of
MRF: The first, commonly known as the horizontal trough

Development of New Magnetorheological Fluids
for Polishing CaF2 and KDP

machine, was the basis of the first prototype MRF machine
(described and shown in Fig. 1 of Ref. 2), which is still
routinely used but without the fluid circulation system. The
MR fluid resides in a rotating horizontal trough. The test optic
must be spherical convex. While technically overshadowed by
newer machines, it continues to be very productive. Experi-
ments can be conducted with only about 100 ml of MR fluid.
In addition, the machine can be quickly cleaned to prepare for
another experiment. This is particularly useful for screening
experiments of new nonaqueous compositions.

A new research platform, designated the spot-taking ma-
chine (STM), was designed and constructed by QED Tech-
nologies and installed at COM in August 1998 (a photograph
of this machine is shown in Fig. 80.19). The MR fluid circula-
tion and conditioning system and rotating wheel are identical
to that of the commercial MRF machine. The electromagnet
and pole pieces are the same as those on the Q22 with one
exception: the pole pieces on the Q22 are tapered downward
when moving away from the center to create more clearance
when polishing concave optics. The conditioner mixes the
MR fluid, maintains its temperature, and monitors and controls
its viscosity.

The fluid, typically at an apparent viscosity between 0.04
and 0.1 Pa•s (40 to 100 cps, at a shear rate of ~800 s−1), is
delivered through a nozzle by a peristaltic pump onto the
surface of the vertical rotating wheel moving at approximately
1 m/s. The wheel is a section of a 150-mm-diam sphere. As the
MR fluid ribbon is carried into the magnetic field, the fluid
viscosity increases approximately three orders of magnitude in
a few milliseconds and becomes a Bingham plastic fluid.1,2

The high gradient of the magnetic field has the effect of
segregating a portion of the nonmagnetic polishing abrasive to
the upper layer of the polishing ribbon.1,6 The surface of the
optic is inserted typically 0.5 mm into the ribbon at this point
on the wheel, forming a continuously renewed compliant sub-
aperture lap. After flowing under the optic, the wheel carries
the fluid out of the magnetic field, where it returns to its
original low-viscosity state. A collection device removes the
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fluid from the wheel and returns it to the conditioning system.
A typical charge for the system is 1 liter of fluid, which lasts
for two weeks of operation.

The STM has a single z-axis controller (see Fig. 80.19) to
position a test flat into the ribbon for a programmed length of
time, typically just a few seconds, and then remove it. The
y-axis position (parallel to the ribbon) and spindle rotation can
be manually adjusted to put multiple spots on a given test flat.
The small volume removed, measured interferometrically, is
called a “spot” or removal function. Figure 80.20 shows
examples of interferograms of spots on two test flats.

By analyzing spots made with these two research platforms
we can make critical evaluations on candidate MR fluid com-
positions. The dimensions of the spots can be measured inter-
ferometrically7 to calculate material-removal rates and measure
spot profiles. The surface texture within the spot can be
optically profiled8 to quantify microroughness and reveal
surface defects. This information is then used to make in-
formed decisions regarding changes to the fluid composition
and/or machine parameters. In addition, the fluid is observed
to see that it can be successfully pumped through the delivery
system and that it forms a stable ribbon.

Fluid-delivery
systemG4927

x

y

z

Collector

 Nonrotating
 parts

Nozzle

Figure 80.19
A new MRF research platform, the spot-taking
machine, incorporates the same fluid-delivery
system and vertical wheel as the commercial
MRF machine.

40 mmG4928

(a) (b)

Figure 80.20
(a) An example of an interferogram of two spots made on a CaF2 test flat.
(b) An interferogram of a spot made on a shard broken from a larger plate of
KDP. Fiducial marks are used to align interferograms of the original and
spotted test flat. Subtraction of the original from the spot interferogram gives
the removal function.

One advantage of MRF is the range of operating parameters
that can be manipulated to influence the characteristics of the
removal function. These include
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• MR fluid composition: Carbonyl iron type and concentra-
tion, nonmagnetic abrasive type and concentration, carrier
fluid and stabilizers can all be adjusted. For aqueous com-
positions, the MR fluid viscosity can be changed in real-
time by adding or removing water.

• Magnetic field: Increasing the magnetic field increases both
the stiffness of the ribbon and the removal rates. The
practical upper limit is near the saturation magnetization of
the magnetic particles. The practical lower limit is where
the ribbon is not held tightly against the wheel, resulting in
uneven flow under the optic.

• Wheel speed: The removal rate is proportional to the wheel
speed. A typical value is 150 rpm but it can be varied from
100 to 400 rpm (0.79 to 3.15 m/s, 150-mm-diam wheel).

• Nozzle: Nozzles with different diameter and shaped ori-
fices can be installed. The standard nozzle is circular and
3 mm in diameter.

• Ribbon height: Increasing the flow rate, typically between
0.5 and 1.0 liter/min, increases the height, or thickness, of
the ribbon for a given wheel speed. A typical height is 1.0
to 2.0 mm.

• Depth (inversely, gap): Decreasing the gap between the
optic and the wheel increases the depth of penetration into
the ribbon and increases the area, or footprint, of the spot.

This range of operating conditions permits many options when
conducting experiments on a wide variety of optical materials.

MRF of CaF2 and KDP
In this article we present details of recent work to adapt

MRF to two soft, single-crystal optical materials: calcium
fluoride, CaF2, and potassium dihydrogen phosphate, KH2PO4
or KDP. It was necessary to formulate two new magneto-
rheological fluid compositions in order to successfully apply
MRF to these two materials. The standard MR fluid, suitable
for a wide variety of optical materials, consists of (in vol %)
36% CI, 55% water, 6% cerium oxide, and 3% stabilizers.
CaF2 is incompatible with the standard MR fluid typically used
for optical glasses, resulting in “sleeks” and unacceptable
roughness. KDP is extremely water soluble and therefore also
cannot be finished with the standard aqueous MR fluid. Some
mechanical properties for these two materials are compared to
typical optical glasses in Table 80.II.

Results with CaF2
Single-crystal calcium fluoride is the optical material that

is expected to meet the projection and illumination require-
ments for photolithography optics as the semiconductor
industry begins the transition from 365 and 248 nm to 193 and
157 nm.15 CaF2 crystals are fairly soft, so the polishing
technique used must carefully reduce surface roughness with-
out creating surface sleeks or fine scratches. These defects can
lead to scattering, subsurface damage, and microscopic flaws
in a coated surface.16 In addition, CaF2 is thermally sensitive,
anisotropic, and easily chipped. Manufacturing large optics,
such as 100-mm catadioptic cubes or 400-mm refractive lenses,
by conventional means is nontrivial.17,18 A λ/10 flatness speci-
fication at 193 nm is more than three times tighter than a λ/10
specification at 633 nm.18 Fortunately, as discussed else-
where,2 one of the greatest strengths of MRF is its ability to
deterministically finish optics to very high precision.

Table 80.II: Physical properties of CaF2 and KDP compared to typical optical glasses.
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The initial strategy for developing an MR fluid for polishing
CaF2 called for the replacement of cerium oxide as the non-
magnetic abrasive and making the fluid more gentle due to the
softness of this material. Toward this end, many fluid compo-
sitions were screened with spot experiments using the horizon-
tal trough machine. For all of the experiments with CaF2, the
test optics were initially pitch polished to an average rms
roughness of 0.85±0.05 nm. Compositions containing (in vol
%) 36% CI, 25% PEG 200, 38% water, <1% stabilizers, and
then a fraction of a percent of nanodiamond powder19 were
tested to determine material-removal rates and microroughness.
PEG 20020 was included because of its lubricious behavior,
which was intended to protect the surface from scratching and
eliminate embedded particles. Figure 80.21 is a plot of the peak
removal rate for a range of nanodiamond concentrations. The
removal rate rises quickly with nanodiamond concentration
but rolls over above ~0.1 vol %. The roughness values within
the generated spots varied from 1.0 to 1.65 nm and showed no
clear trend as a function of nanodiamond concentration.

1.0

0.8

0.6

0.4

0.2

0.0
0.0 0.1 0.2 0.3 0.4

Nanodiamond concentration (vol %)
G4929

Pe
ak

 r
em

ov
al

 r
at

e 
(m

m
/m

in
)

Figure 80.21
Plot of peak removal rate for CaF2 versus nanodiamond concentration on the
trough machine for MR fluid containing 36% CI, 25% PEG 200, 38% water,
and <1% stabilizers.

Although it is possible to magnetorheologically finish CaF2
to low roughness values with compositions containing PEG
200 and nanodiamonds, the very low peak removal rates
observed encouraged us to revisit water-based compositions.
For this reason, we tested a MR fluid containing (in vol %)
48% CI, 49% water, 3% stabilizers, and ~0.2% nanodiamond
powder. This slurry composition had been developed and
previously tested for MRF of very hard materials, such as SiC
and sapphire, and was found to be rheologically stable. Spots
made on the horizontal trough machine at a 3.0-kG magnetic
field strength resulted in a very stiff ribbon and very high

peak removal rates > 8 µm/min; however, the rms roughness
values were consistently ~2.0 nm. Decreasing the magnetic
field strength to 0.85 kG decreased the peak removal rate to
1.3 µm/min but also decreased the rms roughness to ~1.25 nm.
This indicated that decreasing the magnetic field strength and
decreasing the stiffness of the fluid ribbon would produce
lower values of surface roughness.

The same composition was next tested in the STM. Spots
were made at three levels of magnetic field strength. At a value
of 0.34 kG, it was discovered that the ribbon was very soft and
formed a large, ill-defined spot. The peak removal rate was an
acceptable 1.6 µm/min, but the spot shape was not usable.
Increasing the magnetic field strength to 0.98 kG produced a
stiffer ribbon and well-defined spot. The resulting peak re-
moval rate was very high, 7.8 µm/min, and the average rms
roughness was very good at 1.00±0.06 nm. At 1.85 kG the peak
removal rate increased even further to 11.8 µm/min, and the
rms roughness was slightly higher at 1.15±0.06 nm. (These
results are summarized in Table 80.III.) Extended life testing
in the STM and the Q22 confirmed the composition to be
sufficiently stable over time for polishing trials.

Results with KDP
KH2PO4, or KDP, is an important electro-optic material. It

is currently used for frequency conversion of LLE’s OMEGA
laser. It will be part of the National Ignition Facility’s laser
under construction at Lawrence Livermore National Labora-
tory. It is also commonly used in electro-optic devices such as
Pockels cells.10

Polishing KDP poses several difficult challenges: KDP is
expensive in large sizes. It is difficult to polish high-aspect-
ratio KDP flats with conventional pitch-lapping techniques.
KDP is extremely soluble in water. To magnetorheologically
finish KDP, the MR fluid carrier liquid must be nonaqueous,
and it must be possible to clean the MR fluid off of the optic
with a KDP-compatible solvent. Finally, KDP is very soft with

Table 80.III: Peak removal rate and roughness for MRF spots
on CaF2 at various magnetic field strengths.
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a near-surface hardness of 2.16 GPa (Berkovich microin-
dentor, 5-nN load).

Currently, single-point diamond turning (SPDT) is consid-
ered state of the art for finishing KDP, yielding surfaces with
1.0- to 3.0-nm rms roughness.21 This process is capable of
producing 30-cm-diam flat plates for use in large laser sys-
tems. SPDT is done by showering mineral oil over the
workpiece. This provides lubricity for cutting and helps to
control temperature. The oil is removed from the KDP surface
with toluene or xylene.

Many oil-based MR fluid compositions have been devel-
oped for use in mechanical engineering applications.6 For
practical reasons, it is highly desirable to use a carrier fluid that
is nonflammable and capable of being cleaned out of a MRF
machine with aqueous-based detergents. During the search for
an MR fluid for KDP, chemical compatibility issues became a
serious concern. A number of tested water-miscible fluids were
found to leave a “fog” on the surface of KDP. (Results of
compatibility tests are summarized in Table 80.IV.) Even just
a few minutes of contact with 200-proof ethanol transfers
enough moisture from the air to leave visible defects on the
surface of a KDP flat. Several otherwise-promising MR fluid
compositions had to be discarded for this reason. After numer-
ous trials, the base composition found to produce the best
results with KDP consisted of (in vol %) 40% CI and 60%
dicarboxylic acid ester. This carrier liquid has a very low vapor
pressure, does not evaporate, and is easily cleaned out of the
STM. This nonaqueous MR fluid is shear-thinning with a
viscosity of 0.09 Pa•s (90 cps) at a shear rate of 800 s−1

(approximately the shear rate for the fluid in the delivery
nozzle of the STM).

The results reported in this article were obtained on surfaces
of KDP that were initially prepared by single-point diamond
turning.22 The average rms roughness of this initial surface
(five measurements over five sites8) was 1.5±0.2 nm. A
representative optical roughness map of the initial diamond-
turned surface is shown in Fig. 80.22. The turning marks are
clearly visible.

Spots were first made with the MR fluid without any
nonmagnetic abrasive under a fixed set of conditions.23 An
example of profile scans of a spot7 are shown in Fig. 80.23. The
peak removal rate, calculated from a depth of deepest penetra-
tion of the spot, 0.53 µm, was 1.59 µm/min. The rms
microroughness was increased to 6.4±0.8 nm. Figure 80.24
gives an optical roughness map of the surface within this spot.
The grooves from the flow of the MR fluid are clearly visible.

Table 80.IV: KDP compatibility test results for candidate carrier fluids.
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Figure 80.22
Representative optical roughness map8 of the initial single-point-diamond-
turned surface of KDP used for these experiments. The diamond-turning
marks are clearly visible. Microroughness: pv = 15.6±3.9 nm; rms
= 1.5±0.1 nm.
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The original diamond-turning marks, which would be running
approximately perpendicular to the MRF grooves, have been
eliminated. The removal rate was in a convenient range, but the
goal was not to increase the surface roughness.

Nanodiamond powder19 was then added to the MR fluid,
corresponding to a nominal concentration of 0.05 vol %. The
addition of this amount of abrasive had no effect on the MR
fluid viscosity. Spots taken with this fluid under the same
conditions23 showed that the peak removal rate increased
moderately to 2.10 µm/min. But more importantly, the rms
microroughness of 1.6±0.2 was essentially unchanged from
that of the initial diamond-turned surface. Figure 80.25 gives
a representative optical roughness map of the surface within
this spot. The addition of nanodiamonds also decreased the
amplitude of the grooves formed by MRF. We expect that these
grooves would be eliminated entirely with part rotation during
full-scale polishing runs.

The KDP surfaces produced by MRF have been evaluated
for laser-damage resistance at LLE. Results are summarized
in Table 80.V. MRF maintains the high laser-damage thresh-
old of a diamond-turned KDP part at both λ = 351 nm and
λ = 1054 nm.

In light of these encouraging results on KDP with this new
slurry composition, the next scheduled task is to scale up to full
polish runs on a production MRF machine like the Q22. This
will allow a quantitative evaluation of removal efficiency,
figure correction capability, and smoothing.
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Figure 80.23
Longitudinal and transverse profile scan7 of a spot made on SPDT KDP
with MR fluid without nonmagnetic abrasive. Peak removal rate was
1.59 µm/min; depth of deepest penetration was 0.53 µm.

0.000

G4932

0.000

0.264
–0.0292

+0.0253

mm

mm

mm

0.352

Figure 80.24
Optical roughness map8 of spot made on SPDT KDP part using MR fluid
without nonmagnetic abrasive. Microroughness: pv = 64.8±15.8 nm;
rms = 6.4±0.8 nm.

Summary
This article shows how sub-aperture removal functions, i.e.,

polishing “spots,” are generated on test flats using two
magnetorheological finishing (MRF) research platforms. Evalu-
ation of polishing spots is used to further our understanding of
MRF and to extend its capabilities to new classes of optical
materials. Examples are presented that demonstrate how new
MR fluid compositions and operating parameters may be
developed for processing CaF2 and KDP using the evaluation
of polishing spots.
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Optical roughness map8 of surface within spot made on SPDT KDP part
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During the summer of 1999, 12 students from Rochester-area
high schools participated in the Laboratory for Laser Energet-
ics’ Summer High School Research Program. The goal of this
program is to excite a group of high school students about
careers in the areas of science and technology by exposing
them to research in a state-of-the-art environment. Too often,
students are exposed to “research” only through classroom
laboratories, which have prescribed procedures and predict-
able results. In LLE’s summer program, the students experi-
ence all of the trials, tribulations, and rewards of scientific
research. By participating in research in a real environment,
the students often become more excited about careers in
science and technology. In addition, LLE gains from the
contributions of the many highly talented students who are
attracted to the program.

The students spent most of their time working on their
individual research projects with members of LLE’s technical
staff. The projects were related to current research activities at
LLE and covered a broad range of areas of interest including
laser modeling, diagnostic development, chemistry, liquid crys-
tal devices, and opacity data visualization (see Table 80.VI).

The students attended weekly seminars on technical topics
associated with LLE’s research. Topics this year included
lasers, fusion, holography, optical materials, global warming,
measurement errors, and scientific ethics. The students also
received safety training, learned how to give scientific presen-
tations, and were introduced to LLE’s resources, especially the
computational facilities.

The program culminated with the High School Student
Summer Research Symposium on 25 August at which the
students presented the results of their research to an audience
including parents, teachers, and LLE staff. The students’ writ-

LLE’s Summer High School Research Program

ten reports will be bound into a permanent record of their work
that can be cited in scientific publications. These reports are
available by contacting LLE.

One hundred and five high school students have now
participated in the program since it began in 1989. The students
this year were selected from approximately 80 applicants.

In 1997, LLE added a new component to its high school
outreach activities: an annual award to an Inspirational Science
Teacher. This award honors teachers who have inspired High
School Program participants in the areas of science, mathemat-
ics, and technology and includes a $1000 cash prize. Teachers
are nominated by alumni of the High School Program. The
1999 William D. Ryan Inspirational Teacher Award was pre-
sented at the symposium to Mr. John Harvey of Honeoye
Falls–Lima Senior High School. Mr. Harvey, a mathematics
teacher, was nominated by Jeremy Yelle and David Rea,
participants in the 1997 program. Mr. Yelle wrote, “I have
never met another teacher that was so passionate for what he
teaches and communicates himself well enough to get even the
most complicated of ideas into the simplest of minds.” He
added, “Mr. Harvey has expanded my interest in science and
mathematics not only by opening doors and giving his insight,
but also showing me that mathematics can be learned not only
in a classroom, but in an open forum, or even in the applications
of daily life.” Mr. Rea wrote, “I can think of no teacher that has
given me a greater gift of learning than Mr. John Harvey.” He
added, “Mr. Harvey must also be recognized for his dedication
to students after the books have closed and the homework has
been passed in.” Mr. Peter Cardamone, principal of Honeoye
Falls–Lima Senior High School, added, “John’s excellence in
teaching is balanced well with his concern and interest in
students under his tutelage.”
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Table 80.VI:  High School Students and Projects—Summer 1999.
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FY99 was a productive year on OMEGA; 1207 shots on target
were shared by LLE, LLNL, LANL, and NLUF users (see
Table 80.VII). Shot operations were conducted on a 12 h/day,
3 day/week schedule; for many campaigns the standard 1-h
cycle time for OMEGA was achieved. Uninterrupted 12-h shot
sequences resulted in improved efficiency and effectiveness in
completing experimental goals.

The following major system modifications were imple-
mented during FY99:

• Upgrade of 2-D SSD to 0.3-THz bandwidth at three color
cycles

• Installation of the majority of the hardware necessary to
conduct cryogenic target shots

• Installation of the LLNL Active Shock Breakout (ASBO)
diagnostic

• Migration to Oracle™ database systems

• Implementation of second tripler frequency-conversion
crystals on beams used for planar experiments

• Installation of two full-aperture backscatter stations

• Replacement of the target chamber roughing systems with
dry pumps to support incorporation of a tritium-removal
system

Improved individual-beam uniformity resulting from an
upgrade of the 2-D SSD system is discussed in the article
beginning on p. 197. The modification included removing the
first-generation 2-D SSD system from OMEGA and replacing
it with a pre-assembled modular unit that included high-
frequency, multipass electro-optic modulators. Activation of
the new 2-D SSD system went smoothly, and its reliability has
been exceptional. Notable features include the flexibility to
easily migrate to a full 1.0-THz bandwidth (planned for early
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FY00), an integrated diagnostic suite, and improved LLE-
fabricated holographic optics.

Coincident with the installation of the THz-capable SSD
system, second tripler frequency-conversion crystal assem-
blies were added to 13 of 60 beams. These additional fre-
quency-tripling crystals will provide efficient frequency
conversion for laser bandwidths up to the 1-THz level and
represent the first stage of a project to modify all 60 beams.
With this subset of crystals the planar-foil imprint and Rayleigh–
Taylor growth investigations will be extended to higher-uni-
formity regimes.

The upper and lower pylons of the cryogenic target-han-
dling system (CTHS) were installed on OMEGA. The lower
pylon installed on the bottom of the target chamber supports
the insertion of targets using the moving cryostat. The upper
pylon installed on the target chamber’s north pole supports the
cryogenic shroud retraction system. The CTHS will be fully
activated in FY00.

Table 80.VII:  The OMEGA shot summary for FY99.

ITR-ELL 733

ESI-ELL 342

PSL-ELL 26

tnempolevedcitsongaidELL 58

FULN 441

LNLL 371

LNAL 361

latoT 7021



NATIONAL LASER USERS’ FACILITY NEWS

LLE Review, Volume 80 223

FY99 Experiments
During FY99 significant progress was made on several Na-
tional Laser Users’ Facility (NLUF) projects.

David Cohen and colleagues from the University of Wis-
consin at Madison in collaboration with investigators from
Prism Computational Sciences, the University of Rochester
(UR/LLE), Los Alamos National Laboratory (LANL),
Lawrence Livermore National Laboratory (LLNL), and Sandia
National Laboratory (SNL) carried out a series of x-ray spec-
troscopic measurements to explore the physics of radiation-
driven, NIF-type ablators.

Hans Griem and colleagues from the University of Mary-
land conducted experiments using soft x-ray spectroscopy to
investigate the plasma conditions at early times in ICF direct-
drive capsules.

Bruce Remington, Harry Robey, and colleagues from
LLNL in collaboration with investigators from the University
of California (UC) at Davis, the University of Arizona,
UR/LLE, the University of Chicago, Drexel University,
CEA Saclay, Osaka University, State University of New York
(SUNY) at Stony Brook, and LANL performed studies of
supernova hydrodynamics on OMEGA. These experiments
were a continuation of experiments initiated on the Nova laser
at LLNL and now being performed on LLE’s OMEGA under
the NLUF program.

Dan Kalantar and colleagues from LLNL in collaboration
with investigators from UC San Diego, the University of
Oxford, California Institute of Technology, and LANL carried
out studies of the dynamic properties of shock-compressed
solids via in-situ transient x-ray diffraction.

Richard Petrasso and colleagues from the Massachusetts
Institute of Technology (MIT) in collaboration with Stephen
Padalino and colleagues from SUNY Geneseo as well as
investigators from UR/LLE and LLNL conducted experiments
to characterize high-density plasma conditions in imploded
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ICF capsules using charged-particle spectroscopy on OMEGA.
These experiments explored several techniques for measuring
fuel and ablator areal densities. The SUNY Geneseo group also
carried out a collaborative series of tests to investigate the
feasibility of carbon activation as a means of measuring
tertiary neutron yield in high-performance OMEGA and NIF
ICF capsules.

Charles Hooper and colleagues from the University of
Florida along with investigators from the University of Nevada
and UR/LLE performed a series of experiments to investigate
via x-ray absorption spectroscopy the x-ray emission charac-
teristics of ultrahigh-density plasma.

Bedros Afeyan from Polymath Research in collaboration
with colleagues from LLNL, LANL, and UR/LLE carried
out experiments to investigate optical-mixing-controlled
stimulated scattering instabilities in NIF-like, long-scale-
length plasmas.

Figure 80.26 shows an example of work carried out under
the FY99 NLUF program; it illustrates the work of a team
headed by H. Robey and B. Remington of LLNL to study two
aspects of the physics of supernovae. These experiments
studied the growth rate of the Richtmyer–Meshkov (RM) and
Rayleigh–Taylor (RT) instabilities of a perturbation seeded by
the arrival of a rippled shock wave on an initially unperturbed
interface. Figure 80.26 shows images demonstrating the time
evolution of the shock structure of a laser-driven, planar,
copper ablator and a CH payload. In these experiments, the
Cu/CH interface had an imposed perturbation wavelength of
200 µm, and the Cu ablator was driven with ~3 kJ in a square-
top, 1-ns pulse. A separate x-ray backlighter and an x-ray
framing camera were used to obtain the x-ray radiographs of
Fig. 80.26. The backlighter pulses were also 1 ns long but
delayed by up to 78 ns relative to the drive pulses.

In FY99 a total of 144 OMEGA target shots were dedicated
to the NLUF program. In addition to NLUF-supported pro-
grams, several direct- and indirect-drive experiments, also
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coordinated through the NLUF Manager, were carried out on
OMEGA by groups from LLNL and LANL. These experi-
ments included campaigns on direct-drive cylinders, hohlraum
symmetry, equation of state, RM and RT instabilities, tetrahe-
dral-hohlraum implosions, double-shell targets, diagnostics
development, radiation flow, opacity, and other topics. The
variety of FY99 experiments is best illustrated by Fig. 80.27,
which shows examples of targets shot on OMEGA during the
fiscal year.

FY00 Proposals
Thirteen proposals were submitted to NLUF for FY2000. A

DOE technical evaluation panel chaired by the NLUF Man-
ager and including Dr. David Bradley (LLNL), Dr. David
Montgomery (LANL), Dr. Ramon Leeper (SNL), and Dr. Ned
Sautoff (PPPL) reviewed the proposals at a meeting held on
26 May 1999 and recommended approval of seven proposals
for funding (see Table 80.VIII).

U220

Grid

Cu

Polyimide

CH (4.3% Br) Shock

#17539 #17548

T = 39 ns T = 65 ns

(a) (b)

Figure 80.26
Two x-ray-backlighted images from two SNRT #1
experiments showing the time evolution of the
shock and instability structure at late times.

Figure 80.27
OMEGA routinely irradiates a variety of tar-
gets. (a) Cylindrical hohlraum target used for
radiation ablation studies; (b) tetrahedral
hohlraum target; (c) planar target; (d) direct-
drive cylinder target; (e) radiation-driven
shock target; and (f) x-ray diffraction target.

E10032

(a) (b) (c)

(d)
(e)
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Table 80.VIII:  Approved FY00 NLUF Proposals.
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Fauchet, R. Sobolewski, S. H. Moffat, R. A. Hughes, J. S.
Preston, and F. A. Hegmann, “Intrinsic Picosecond Re-
sponse Times of Y-Ba-Cu-O Superconducting Photodetec-
tors,” Appl. Phys. Lett. 74, 853 (1999).

J. A. Marozas, “The Cross-Phase Modulation Between Two
Intense Orthogonally Polarized Laser Beams Co-Prop-
agating Through a Kerr-like Medium,” in Solid State Lasers
for Application to Inertial Confinement Fusion, edited by
W. H. Lowdermilk (SPIE, Bellingham, WA, 1999), Vol. 3492,
pp. 454–465.

F. J. Marshall and G. R. Bennett, “A High-Energy X-Ray
Microscope for Inertial Confinement Fusion,” Rev. Sci. Instrum.
70, 617 (1999).

K. L. Marshall, J. Haddock, N. Bickel, D. Singel, and S. D.
Jacobs, “Angular-Scattering Characteristics of Ferroelectric
Liquid-Crystal Electro-Optical Devices Operating in the
Transient-Scattering and the Extended-Scattering Modes,”
Appl. Opt. 38, 1287 (1999).

R. L. McCrory and J. M. Soures, “Status of Direct-Drive
Inertial Confinement Fusion Research at the Laboratory for
Laser Energetics,” in Current Trends in International Fusion
Research, edited by E. Panarella (NRC Research Press,
Ottawa, Canada, 1999), pp. 251–259 (invited).

C. J. McKinstrie, R. E. Giacone, and E. A. Startsev, “Accurate
Formulas for the Landau Damping Rates of Electrostatic
Waves,” Phys. Plasmas 6, 463 (1999).

A. V. Okishev, “High-Repetition-Rate, Diode-Pumped,
Multipass Preamplifier for the OMEGA Master Oscillator,” in
Conference on Lasers and Electro-Optics, OSA Technical
Digest (Optical Society of America, Washington, DC, 1999),
p. 407.

A. V. Okishev, D. Jacobs-Perkins, S. F. B. Morse, D. Scott, and
W. Seka, “Prepulse Contrast Monitor for the OMEGA Driver
Line,” in Conference on Lasers and Electro-Optics, OSA
Technical Digest (Optical Society of America, Washington,
DC, 1999), pp. 406–407.
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A. V. Okishev, M. D. Skeldon, R. L. Keck, R. Roides, K. Green,
and W. Seka, “A High-Bandwidth Optical-Pulse-Shaping/
Fiber-Optic Distribution System for the High-Energy OMEGA
Laser-Fusion Facility,” in the Optical Fiber Communication
Conference and the International Conference on Integrated
Optics and Optical Fiber Communication 1999 Technical
Digest (Optical Society of America, Washington, DC, 1999),
pp. 286–288.

A. V. Okishev, M. D. Skeldon, and W. Seka, “A Highly Stable,
Diode-Pumped Master Oscillator for the OMEGA Laser
Facility,” in Advanced Solid-State Lasers 1999 Technical Di-
gest (Optical Society of America, Washington, DC, 1999),
pp. 124–126.

A. V. Okishev, M. D. Skeldon, and W. Seka, “Multipurpose,
Diode-Pumped Nd:YLF Laser for OMEGA Pulse Shaping and
Diagnostic Applications,” in Solid State Lasers for Application
to Inertial Confinement Fusion, edited by W. H. Lowdermilk
(SPIE, Bellingham, WA, 1999), Vol. 3492, pp. 118–123.

S. P. Regan, D. K. Bradley, A. V. Chirokikh, R. S. Craxton,
D. D. Meyerhofer, W. Seka, R. W. Short, A. Simon, R. P. J.
Town, B. Yaakobi, J. J. Carroll III, and R. P. Drake, “Laser–
Plasma Interactions in Long-Scale-Length Plasmas Under
Direct-Drive National Ignition Facility Conditions,” Phys.
Plasmas 6, 2072 (1999).

A. L. Rigatti, D. J. Smith, A. W. Schmid, S. Papernov, and J. H.
Kelly, “Damage in Fused-Silica Spatial-Filter Lenses on the
OMEGA Laser System,” in Laser-Induced Damage in Optical
Materials: 1998, edited by G. J. Exarhos, A. H. Guenther,
M. R. Kozlowski, K. L. Lewis, and M. J. Soileau (SPIE,
Bellingham, WA, 1999), Vol. 3578, pp. 472–479.

R. W. Short and A. Simon, “Collisionless Damping of Local-
ized Plasma Waves in Laser-Produced Plasmas and Applica-
tion to Stimulated Raman Scattering in Filaments,” Phys.
Plasmas 5, 4134 (1998).

R. W. Short and A. Simon, “Landau Damping and Transit-
Time Damping of Localized Plasma Waves in General Geom-
etries,” Phys. Plasmas 5, 4124 (1998).

M. D. Skeldon, A. V. Okishev, R. L. Keck, and W. Seka, “An
Optical Pulse-Shaping System Based on Aperture-Coupled
Striplines for OMEGA Pulse-Shaping Applications,” in Con-

ference on Lasers and Electro-Optics, OSA Technical Digest
(Optical Society of America, Washington, DC, 1999), p. 408.

M. D. Skeldon, A. V. Okishev, R. L. Keck, W. Seka, and
S. Letzring, “An Optical Pulse Shaping System Based on
Aperture-Coupled Striplines for OMEGA Pulse Shaping Ap-
plications,” in Solid State Lasers for Application to Inertial
Confinement Fusion, edited by W. H. Lowdermilk (SPIE,
Bellingham, WA, 1999), Vol. 3492, pp. 131–135.

M. D. Skeldon, R. B. Saager, and W. Seka, “Quantitative
Pump-Induced Wavefront Distortions in Laser-Diode- and
Flashlamp-Pumped Nd:YLF Laser Rods,” IEEE J. Quantum
Electron. 35, 381 (1999).

S. Skupsky and R. S. Craxton, “Irradiation Uniformity for
High-Compression Laser-Fusion Experiments,” Phys. Plas-
mas 6, 2157 (1999).

V. A. Smalyuk, T. R. Boehly, D. K. Bradley, V. N. Goncharov,
J. A. Delettrez, J. P. Knauer, D. D. Meyerhofer, D. Oron, and
D. Shvarts, “Saturation of the Rayleigh–Taylor Growth of
Broad-Bandwidth, Laser-Imposed Nonuniformities in Planar
Targets,” Phys. Rev. Lett. 81, 5342 (1998).

V. A. Smalyuk, T. R. Boehly, D. K. Bradley, V. N. Goncharov,
J. A. Delettrez, J. P. Knauer, D. D. Meyerhofer, D. Oron,
D. Shvarts, Y. Srebro, and R. P. J. Town, “Nonlinear Evolution
of Broad-Bandwidth, Laser-Imprinted Nonuniformities in
Planar Targets Accelerated by 351-nm Laser Light,” Phys.
Plasmas 6, 4022 (1999).

V. A. Smalyuk, T. R. Boehly, D. K. Bradley, J. P. Knauer, and
D. D. Meyerhofer, “Characterization of an X-ray Radiographic
System Used for Laser-Driven Planar Target Experiments,”
Rev. Sci. Instrum. 70, 647 (1999).

D. J. Smith, J. A. Warner, N. E. LeBarron, and S. LaDelia,
“Production of Distributed Phase Plates Using an Energetic
Ion Process,” in Laser-Induced Damage in Optical Mater-
ials: 1998, edited by G. J. Exarhos, A. H. Guenther, M. R.
Kozlowski, K. L. Lewis, and M. J. Soileau (SPIE, Bellingham,
WA, 1999), Vol. 3578, pp. 702–717.

R. Sobolewski, “Ultrafast Dynamics of Nonequilibrium
Quasi-particles in High-Temperature Superconductors,” in
Superconducting and Related Oxides: Physics and Nano-
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engineering III, edited by D. Pavuna and I. Bozovic (SPIE,
Bellingham, WA, 1999), Vol. 3481, pp. 480–491.

J. M. Wallace, T. J. Murphy, N. D. Delamater, K. A. Klare,
J. A. Oertel, G. R. Magelssen, E. L. Lindman, A. A. Hauer,
P. Gobby, J. D. Schnittman, R. S. Craxton, W. Seka, R. Kremens,
D. K. Bradley, S. M. Pollaine, R. E. Turner, O. L. Landen,
D. Drake, and J. J. MacFarlane, “Inertial Confinement Fusion
with Tetrahedral Hohlraums at OMEGA,” Phys. Rev. Lett. 82,
3807 (1999).

M. D. Wittman and R. S. Craxton, “Self-Interference Patterns
and Their Application to Inertial-Fusion Target Characteriza-
tion,” Appl. Opt. 38, 5365 (1999).

B. Yaakobi and F. J. Marshall, “Imaging the Cold, Compressed
Shell in Laser Implosions Using the Ka Fluorescence of a

Conference Presentations

J. L. Chaloupka and D. D. Meyerhofer, “A Single-Beam, High-
Field Trap for Energetic Electrons,” 1998 OSA Annual
Meeting/ILS–XIV, Baltimore, MD, 4–9 October 1998.

J. M. Soures, R. L. McCrory, P. B. Radha, R. Betti, W. Bittle,
T. R. Boehly, R. Boni, D. K. Bradley, T. J. B. Collins, R. S.
Craxton, J. A. Delettrez, W. R. Donaldson, R. Epstein,
V. Yu. Glebov, V. N. Goncharov, D. R. Harding, P. A.
Jaanimagi, R. L. Keck, J. H. Kelly, T. J. Kessler, J. P. Knauer,
C. K. Li, S. J. Loucks, F. J. Marshall, P. W. McKenty, D. D.
Meyerhofer, S. F. B. Morse, S. Padalino, R. Petrasso, S. Regan,
W. Seka, R. W. Short, A. Simon, S. Skupsky, D. J. Smith,
R. P. J. Town, B. Yaakobi, and J. D. Zuegel, “Recent Advances
in Direct-Drive ICF Target Physics at the Laboratory for
Laser Energetics,” 1998 IAEA Conference, Yokohama,
Japan, 19–24 October 1998.

The following presentations were made at the 40th Annual
Meeting APS Division of Plasma Physics, New Orleans, LA,
16–20 November 1998:

P. Amendt, R. E. Turner, O. Landen, S. G. Glendinning,
D. Kalantar, M. Cable, J. Colvin, C. Decker, L. Suter,
R. Wallace, D. K. Bradley, S. F. B. Morse, G. Pien, W. Seka,

Titanium Dopant,” J. Quant. Spectrosc. Radiat. Transfer 61,
465 (1999).

B. Yaakobi, F. J. Marshall, and D. K. Bradley, “Pinhole-Array
X-Ray Spectrometer for Laser-Fusion Experiments,” Appl.
Opt. 37, 8074 (1998).

J. D. Zuegel and W. Seka, “Upconversion and Reduced 4F3/2
Upper-State Lifetime in Intensely Pumped Nd:YLF,” Appl.
Opt. 38, 2714 (1999).

M. D. Zuerlein, D. Fried, J. D. B. Featherstone, and W. Seka,
“Optical Properties of Dental Enamel in the Mid-IR Deter-
mined by Pulsed Photothermal Radiometry,” IEEE J. Sel. Top.
Quantum Electron. 5, 1083 (1999).

and J. M. Soures, “High-Convergence, Indirect-Drive Implo-
sions on OMEGA: Design and Simulations.”

C. A. Back, J. D. Bauer, R. E. Turner, B. F. Lasinski, L. J. Suter,
O. L. Landen, W. W. Hsing, and J. M. Soures, “Temporally and
Radially Resolved Breakout of Heat Wave in Radiatively
Heated Foam Targets.”

C. W. Barnes, D. L. Tubbs, J. B. Beck, J. A. Oertel, N. Shambo,
S. A. Voss, R. G. Watt, T. R. Boehly, D. K. Bradley, and
J. P. Knauer, “Direct-Drive Cylindrical Implosions on the
OMEGA Laser.”

G. R. Bennett, J. M. Wallace, T. J. Murphy, A. A. Hauer, J. A.
Oertel, D. C. Wilson, P. L. Gobby, N. D. Delamater, R. E.
Chrien, R. S. Craxton, and J. D. Schnittman, “High-Conver-
gence Implosions Within Tetrahedral Hohlraums.”

R. Betti and E. Fedutenko, “Stable Regimes for External
Modes in High-β Tokamak Plasmas.”

T. R. Boehly, V. A. Smalyuk, O. Gotchev, J. P. Knauer, D. D.
Meyerhofer, D. K. Bradley, J. A. Delettrez, S. Skupsky, and
R. P. J. Town, “The Effect of Pulse Shape and Beam Smoothing
on Laser Imprinting.”
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D. K. Bradley, J. A. Delettrez, S. P. Regan, S. Skupsky, and
D. D. Meyerhofer, “Spherical Rayleigh–Taylor Experiments
on the 60-Beam OMEGA Laser System Using the Burn-
through Technique.”

T. J. B. Collins, J. P. Knauer, S. Skupsky, and C. P. Verdon,
“Control of Ablation Velocity Through Prepulses in Direct-
Drive ICF.”

R. S. Craxton, S. Skupsky, A. Babushkin, J. H. Kelly, T. J.
Kessler, J. M. Soures, and J. D. Zuegel, “Enhanced Beam
Smoothing on OMEGA and the NIF.”

J. A. Delettrez, V. N. Goncharov, S. Skupsky, T. R. Boehly,
D. K. Bradley, J. P. Knauer, D. D. Meyerhofer, S. P. Regan, and
V. A. Smalyuk, “The Effect of Pulse Shape on Laser Imprint
and SSD Smoothing.”

J. Dirrenberger, V. Lobatchev, and R. L. McCrory, “Seeds and
Early Development of the Rayleigh–Taylor Instability in
Laser-Accelerated Targets.”

R. Elton, E. Iglesias, H. Griem, G. Pien, D. K. Bradley, J. A.
Delettrez, and R. Epstein, “Early-Time Extreme-UV Emission
from OMEGA Plasmas.”

R. Epstein, T. J. B. Collins, J. A. Delettrez, S. Skupsky, and
R. P. J. Town, “Simulation of the Radiative Preheat of
Target Foils and Shells in Laser-Driven Ablation and Implo-
sion Experiments.”

Y. Fisher, T. R. Boehly, D. K. Bradley, D. R. Harding, D. D.
Meyerhofer, and M. D. Wittman, “Shinethrough Properties of
Various Barrier-Layer Materials.”

C. G. R. Geddes, J. Sanchez, G. Collins, and P. W. McKenty,
“Interferometric Characterization of Hydrogen Ice Layers in
NIF-Scale Targets.”

R. E. Giacone, C. J. McKinstrie, and E. A. Startsev, “Accurate
Formulas for the Landau Damping Rates of Electro-
static Waves.”

V. Yu. Glebov, J. P. Knauer, F. J. Marshall, P. W. McKenty,
D. D. Meyerhofer, N. S. Rogers, C. Stoeckl, M. D. Cable, and
R. E. Turner, “Recent ρR Measurements on OMEGA Using
the MEDUSA Scintillator Array.”

V. N. Goncharov, R. Betti, R. L. McCrory, and C. Cherfils,
“Linear Stability Analysis of Ablation Fronts During the
Shock Transit Time.”

D. Haynes, C. Hooper, N. Delamater, C. Barnes, J. Oertel,
G. Pollak, D. Tubbs, R. Watt, T. R. Boehly, D. K. Bradley, P. A.
Jaanimagi, and J. P. Knauer, “X-Ray Spectroscopy of Directly
Driven Cylindrical Implosions.”

D. G. Hicks, C. K. Li, F. H. Séguin, R. D. Petrasso, J. M. Soures,
D. R. Harding, D. D. Meyerhofer, W. Seka, A. Simon, R. W.
Short, T. W. Phillips, T. C. Sangster, M. D. Cable, T. P. Bernat,
and J. D. Schnittman, “Measurement of Accelerated Ions from
OMEGA Targets.”

G. C. Junkel, M. A. Gunderson, D. A. Haynes, Jr., C. F. Hooper,
Jr., D. K. Bradley, J. A. Delettrez, P. A. Jaanimagi, and S. P.
Regan, “Multi-electron Line Broadening in Hot, Dense Plas-
mas Including Detailed Line Shift Calculations.”

A. V. Kanaev and C. J. McKinstrie, “Exact Green Function for
a Class of Parametric Instabilities.”

R. L. Keck, W. R. Donaldson, W. Seka, and R. Boni, “Beam
Power Matching on the OMEGA Laser.”

J. P. Knauer, R. Betti, T. R. Boehly, D. K. Bradley, T. J. B.
Collins, J. A. Delettrez, P. W. McKenty, D. D. Meyerhofer,
V. A. Smalyuk, and R. P. J. Town, “Growth of Rayleigh–Taylor
Unstable, CH Ablation Interfaces Doped with Silicon.”

C. K. Li, D. G. Hicks, F. H. Séguin, R. D. Petrasso, J. M. Soures,
D. R. Harding, J. P. Knauer, J. Law, P. B. Radha, S. Skupsky,
S. Padalino, T. W. Phillips, T. C. Sangster, and M. D. Cable,
“Measurements of Temperature and Areal Density Using
Charged-Particle Spectroscopy on OMEGA.”

V. Lobatchev and R. Betti, “Linear Feed-out of Rear Surface
Nonuniformities in Planar Geometry.”

F. J. Marshall, B. Yaakobi, D. D. Meyerhofer, R. P. J. Town,
J. A. Delettrez, V. Yu. Glebov, D. K. Bradley, J. P. Knauer,
M. D. Cable, and T. J. Ognibene, “Surrogate Cryogenic Target
Experiments on OMEGA.”

P. W. McKenty, V. Yu. Glebov, D. D. Meyerhofer, N. S. Rogers,
C. Stoeckl, J. D. Zuegel, M. D. Cable, T. J. Ognibene, R. A.
Lerche, and R. L. Griffith, “Neutron Burn Truncation Experi-
ments on OMEGA.”
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C. J. McKinstrie and E. A. Startsev, “Analysis of the Forward
and Backward Stimulated Brillouin Scattering of Crossed
Laser Beams.”

D. D. Meyerhofer, D. K. Bradley, J. A. Delettrez, V. Yu.
Glebov, J. P. Knauer, F. J. Marshall, P. W. McKenty, S. P.
Regan, S. Skupsky, C. Stoeckl, and R. P. J. Town, “Hydrody-
namic Performance of Spherical CH Targets on OMEGA
Using Shaped Laser Pulses.”

T. J. Murphy, J. M. Wallace, K. A. Klare, N. D. Delamater,
G. R. Bennett, A. A. Hauer, J. A. Oertel, S. M. Pollaine, R. S.
Craxton, and J. D. Schnittman, “Analysis of Imploded
Capsule Images from Spherical Hohlraums with Tetra-
hedral Illumination.”

R. D. Petrasso, C. K. Li, D. G. Hicks, F. H. Séguin, J. M. Soures,
V. Yu. Glebov, D. R. Harding, J. P. Knauer, J. Law, D. D.
Meyerhofer, P. B. Radha, J. D. Schnittman, W. Seka, R. W.
Short, A. Simon, S. Skupsky, C. Stoeckl, T. W. Phillips, T. C.
Sangster, T. Ognibene, M. D. Cable, and S. Padalino, “Charged-
Particle Spectroscopy on OMEGA: Initial Results” (invited).

P. B. Radha, S. Skupsky, J. M. Soures, and R. D. Petrasso,
“A Novel Diagnostic for ρR in ICF Targets.”

S. P. Regan, T. R. Boehly, D. K. Bradley, T. J. B. Collins, J. A.
Delettrez, J. P. Knauer, D. D. Meyerhofer, P. W. McKenty, and
V. A. Smalyuk, “A Comparison of Planar Burnthrough Ex-
periments with Single-Mode Rayleigh–Taylor Instability
Growth Rate on OMEGA.”

S. P. Regan, D. K. Bradley, J. J. Carroll III, A. V. Chirokikh,
R. S. Craxton, R. P. Drake, D. D. Meyerhofer, W. Seka, R. W.
Short, A. Simon, R. P. J. Town, and B. Yaakobi, “Laser–Plasma
Interactions in NIF Direct-Drive-Scale Plasmas” (invited).

J. D. Schnittman, R. S. Craxton, S. M. Pollaine, R. E. Turner,
J. M. Wallace, T. J. Murphy, N. D. Delamater, J. A. Oertel,
A. A. Hauer, and K. A. Klare, “Capsule Implosion Symmetry
in OMEGA Tetrehedral Hohlraums.”

W. Seka, A. V. Chirokikh, D. D. Meyerhofer, S. P. Regan,
D. K. Bradley, B. Yaakobi, R. S. Craxton, R. W. Short, and
A. Simon, “Stimulated Brillouin Scattering in Direct-Drive
NIF Conditions.”

N. A. Shambo, W. Barnes, J. A. Oertel, R. G. Watt, T. R. Boehly,
D. K. Bradley, and J. P. Knauer, “Neutron Emission from
Direct-Drive Cylindrical Implosions.”

R. W. Short, C. K. Li, D. G. Hicks, R. D. Petrasso, J. M. Soures,
and W. Seka, “Interpretation of Ion-Acceleration Effects Ob-
served in Charged-Particle Spectroscopy on OMEGA.”

A. Simon, “Return Current Electron Beams and Their Genera-
tion of Raman Scattering.”

S. Skupsky, “The Effect of Laser Nonuniformity in Direct-
Drive Laser-Fusion Experiments” (invited).

V. A. Smalyuk, T. R. Boehly, D. K. Bradley, J. P. Knauer, D. D.
Meyerhofer, D. Oron, Y. Srebro, and D. Shvarts, “Late-Time
Evolution of Broad-Bandwidth, Laser-Imposed Nonuniform-
ities in Accelerated Foils.”

J. M. Soures, D. R. Harding, P. B. Radha, S. Skupsky, C. K. Li,
D. G. Hicks, R. D. Petrasso, and F. H. Séguin, “Simultaneous
Measurement of Areal Density and Temperature in D3He-
Filled Imploding Capsules.”

E. A. Startsev and C. J. McKinstrie, “Simulation of the For-
ward and Backward Stimulated Brillouin Scattering of
Crossed Laser Beams.”

C. Stoeckl, P. W. McKenty, V. Yu. Glebov, D. D. Meyerhofer,
N. S. Rogers, J. D. Zuegel, M. D. Cable, T. J. Ognibene, and
R. A. Lerche, “Neutron Burn History Measurements on
OMEGA.”

R. P. J. Town, F. J. Marshall, J. A. Delettrez, R. Epstein,
P. W. McKenty, D. D. Meyerhofer, P. B. Radha, S. Skupsky,
and C. Stoeckl, “OMEGA Surrogate Capsule Designs
and Experiments.”

R. E. Turner, P. A. Amendt, S. G. Glendinning, D. H. Kalantar,
O. L. Landen, R. J. Wallace, M. D. Cable, B. A. Hammel,
D. Bradley, V. Yu. Glebov, S. Morse, G. Pien, N. Rogers,
W. Seka, and J. M. Soures, “X-ray Drive Symmetry and
Implosion Performance in OMEGA Cylindrical Hohlraums
Driven by NIF-like Multiple Cone Geometry.”
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J. M. Wallace, G. R. Bennett, T. J. Murphy, J. A. Oertel,
P. Gobby, A. A. Hauer, W. S. Varnum, D. C. Wilson, R. S.
Craxton, J. D. Schnittman, and S. M. Pollaine, “Design and
Analysis of High-Convergence Capsule Implosions in
OMEGA Tetrahedral Hohlraums.”

B. Yaakobi, F. J. Marshall, and D. K. Bradley, “Kα Cold
Target Imaging and Preheat Measurement Using a Pinhole-
Array X-Ray Spectrometer.”

V. N. Goncharov, “Theory of the Ablative Richtmyer–Meshkov
Instability,” Conference on Hydrodynamic and Magnetohy-
drodynamic Interface Instabilities: Unsteady or Discontin-
uous Flows, Paris, France, 11–12 January 1999.

W. R. Donaldson, R. Boni, R. L. Keck, and P. A. Jaanimagi,
“UV-Power Balance on the OMEGA Laser,” LASE ’99,
San Jose, CA, 22–29 January 1999.

A. V. Okishev, M. D. Skeldon, and W. Seka, “A Highly Stable,
Diode-Pumped Master Oscillator for the OMEGA Laser
Facility,” 1999 Advanced Solid-State Lasers Fourteenth
Topical Meeting, Boston, MA, 31 January–3 February 1999.

The following presentations were made at the Banff Work-
shop on Laser Plasma Interaction Physics, Banff, Canada,
17–20 February 1999:

W. Seka, S. P. Regan, D. D. Meyerhofer, B. Yaakobi, R. S.
Craxton, A. Simon, and R. W. Short, “Recent SBS and SRS
Results Under Direct-Drive NIF Conditions.”

R. W. Short, “Effects of SSD on Forward SBS and
Filamentation.”

A. V. Okishev, M. D. Skeldon, R. L. Keck, R. G. Roides,
K. Green, and W. Seka, “A High-Bandwidth Optical Pulse-
Shaping/Fiber-Optic Distribution System for the High-
Energy OMEGA Laser Fusion Facility,” OFC/IOOC ’99,
San Diego, CA, 21–26 February 1999.

S. Il’in, G. N. Gol’tsman, B. M. Voronov, and R. Sobolewski,
“Characterization of the Electron Energy Relaxation Process

in NbN Hot-Electron Devices,” 10th International Sympo-
sium on Space Terahertz Technology, Charlottesville, VA,
16–18 March 1999.

J. M. Larkin, W. R. Donaldson, T. H. Foster, and R. S. Knox,
“Reverse Intersystem Crossing From a Triplet State of Rose
Bengal Populated by Sequential 532- and 1064-nm Laser
Excitation,” APS 1999 Centennial Meeting, Atlanta, GA,
20–26 March 1999.

The following presentations were made at the Spring
Meeting of the Materials Research Society, San Francisco,
CA, 5–9 April 1999:

I. A. Kozhinova, S. R. Arrasmith, L. L. Gregg, and S. D. Jacobs,
“Origin of Corrosion in Magnetorheological Fluids Used for
Optical Finishing.”

A. B. Shorey, S. D. Jacobs, W. I. Kordonski, S. R. Gorodkin,
and K. M. Kwong, “Design and Testing of a New
Magnetorheometer.”

S. A. Arrasmith, S. D. Jacobs, A. B. Shorey, D. Golini, W. I.
Kordonski, S. Hogan, and P. Dumas, “Studies of Material
Removal in Magnetorheological Finishing (MRF) from Pol-
ishing Spots,” 101st Annual Meeting of the American Ceram-
ics Society, Indianapolis, IN, 25–28 April 1999.

The following presentations were made at CLEO/QELS 1999,
Baltimore, MD, 23–28 May 1999:

A. Babushkin, W. A. Bittle, M. D. Skeldon, and W. Seka,
“Diode-Pumped Regenerative Amplifier for the OMEGA
Laser System.”

A. Maksimchuk, J. Queneuille, G. Chériaux, G. Mourou, and
R. S. Craxton, “Efficient Second-Harmonic Generation of
Sub-100-fs Pulses from High-Power Nd:Glass Laser.”

A. V. Okishev, “High-Repetition-Rate, Diode-Pumped,
Multipass Preamplifier for the OMEGA Master Oscillator.”

A. V. Okishev, D. Jacobs-Perkins, S. F. B. Morse, D. Scott, and
W. Seka, “Prepulse Contrast Monitor for the OMEGA
Drive Line.”



FY99 Annual Report

PUBLICATIONS AND CONFERENCE PRESENTATIONS

235

M. D. Skeldon, A. V. Okishev, R. L. Keck, and W. Seka, “An
Optical Pulse-Shaping System Based on Aperture-Coupled
Striplines for OMEGA Pulse-Shaping Applications.”

The following presentations were made at the 29th Annual
Anomalous Absorption Conference, Pacific Grove, CA,
13–18 June 1999:

R. S. Craxton, D. D. Meyerhofer, S. P. Regan, W. Seka, R. P. J.
Town, and B. Yaakobi, “Simulations of OMEGA Long-Scale-
Length Plasmas Representative of the Transition Portion of
NIF Direct-Drive Pulses.”

J. A. Delettrez, S. P. Regan, T. R. Boehly, C. Stoeckl, D. D.
Meyerhofer, P. B. Radha, J. Gardner, Y. Aglitskiy, T. Lehecka,
S. Obenschain, C. Pawley, and S. Serlin, “Analysis of Planar
Burnthrough Experiments on OMEGA and NIKE.”

R. Epstein, T. J. B. Collins, J. A. Delettrez, V. N. Goncharov,
S. Skupsky, R. P. J. Town, and B. Yaakobi, “Simulation of the
Radiative Preheat of Target Foils and Shells in Laser-Driven
Ablation and Implosion Experiments.”

V. Yu. Glebov, D. D. Meyerhofer, P. B. Radha, W. Seka,
S. Skupsky, J. M. Soures, C. Stoeckl, T. C. Sangster, S. Padalino,
J. Nyquist, and R. D. Petrasso, “Tertiary Neutron Diagnostic
by Carbon Activation.”

V. N. Goncharov, “Modeling of Laser Imprint for OMEGA
and NIF Capsules.”

A. V. Kanaev and C. J. McKinstrie, “Numerical Two-Dimen-
sional Studies of Near-Forward Stimulated Brillouin Scatter-
ing of a Laser Beam in Plasmas.”

M. V. Kozlov and C. J. McKinstrie, “Analysis and Sim-
ulation of Sound Waves Governed by the Ion Fluid and
Poisson Equations.”

V. Lobatchev and R. Betti, “Numerical Study of Linear
Feed-out of Short-Wavelength, Rear-Surface Perturbations
in Planar Geometry.”

C. J. McKinstrie and M. V. Kozlov, “Analysis and Sim-
ulation of Sound Waves Governed by the Korteweg–de Vries
Equation.”

D. D. Meyerhofer, R. Bahr, R. S. Craxton, S. P. Regan, W. Seka,
R. P. J. Town, and B. Yaakobi, “Laser–Plasma Interactions in
Plasmas Characteristic of the Direct-Drive NIF Foot-to-Main
Drive Region.”

S. P. Regan, J. A. Delettrez, T. R. Boehly, D. K. Bradley, J. P.
Knauer, D. D. Meyerhofer, and C. Stoeckl, “Planar Burn-
through Experiments on OMEGA and NIKE.”

R. W. Short, “Forward SBS, Filamentation, and SSD.”

V. A. Smalyuk, F. J. Marshall, D. D. Meyerhofer, and
B. Yaakobi, “Imaging of Compressed Shells with Embedded
Thin, Cold, Titanium-Doped Layers on OMEGA.”

Y. Srebro, D. Oron, D. Shvarts, T. R. Boehly, V. N.
Goncharov, O. Gotchev, V. N. Smalyuk, S. Skupsky, and
D. D. Meyerhofer, “Hydrodynamic Simulations of Static
and Dynamic Laser Imprint.”

E. A. Startsev and C. J. McKinstrie, “Particle-in-Cell Simula-
tion of Ponderomotive Particle Acceleration in a Plasma.”

C. Stoeckl, V. Yu. Glebov, D. D. Meyerhofer, W. Seka, V. A.
Smalyuk, and J. D. Zuegel, “Hard X-Ray Signatures for
Laser–Plasma Instabilities on OMEGA.”

The following presentations were made at ISEC ’99, Berkeley,
CA, 21–25 June 1999:

R. Adam, C. Williams, R. Sobolewski, O. Harnack, and
M. Darula, “Experiments and Simulations of Picosecond
Pulse Switching and Turn-on Delay Time in Y-Ba-Cu-O
Josephson Junctions.”

K. S. Il’in, A. A. Verevkin, G. N. Gol’tsman, and R. Sobolewski,
“Infrared Hot-Electron NbN Superconducting Photodetectors
for Imaging Applications.”

J. L. Chaloupka and D. D. Meyerhofer, “Observation of Elec-
tron Trapping in an Intense Laser Beam,” Applications of
High-Field and Short-Wavelength Sources VIII Topical Meet-
ing, Potsdam, Germany, 27–30 June 1999.



PUBLICATIONS AND CONFERENCE PRESENTATIONS

FY99 Annual Report236

The following presentations were made by R. P. J. Town at
the 1999 Fusion Summer Study Workshop, Snowmass, CO,
11–23 July 1999: “The OMEGA Laser System,” “Rayleigh–
Taylor Experiments on the OMEGA Laser,” and “Direct-Drive
Issues on the NIF.”

The following presentations were made at SPIE’s Interna-
tional Symposium on Optical Science, Engineering, and In-
strumentation, Denver, CO, 18–23 July 1999:

S. R. Arrasmith, I. A. Kozhinova, L. L. Gregg, H. J.
Romanofsky, A. B. Shorey, S. D. Jacobs, D. Golini, W. I.
Kordonski, P. Dumas, and S. Hogan, “Details of the Polish-
ing Spot in Magnetorheological Finishing.”

D. D. Meyerhofer, T. Ditmire, N. Hay, M. H. R. Hutchinson,
M. B. Mason, and J. W. G. Tisch, “Measurements of the
Spatiotemporal Properties of High-Order Harmonics.”

A. B. Shorey, L. L. Gregg, H. J. Romanofsky, S. R. Arrasmith,
I. A. Kozhinova, and S. D. Jacobs, “A Study of Material
Removal During Magnetorheological Finishing.”

The following presentations were made at Inertial Fusion
Sciences and Applications (IFSA) 1999, Bordeaux, France,
12–17 September 1999:

V. N. Goncharov, S. Skupsky, P. W. McKenty, J. A. Delettrez,
R. P. J. Town, and C. Cherfiles-Clérouin, “Stability Analysis
of Directly Driven OMEGA and NIF Capsules.”

D. R. Harding, R. Q. Gram, M. D. Wittman, L. D. Lund,
D. Lonobile, M. J. Shoup III, S. J. Loucks, G. Besenbruch,
K. Schultz, A. Nobile, and S. Letzring, “Direct-Drive
Cryogenic Targets and the OMEGA Cryogenic Target Han-
dling System.”

R. L. McCrory, R. E. Bahr, T. R. Boehly, T. J. B. Collins, R. S.
Craxton, J. A. Delettrez, W. R. Donaldson, R. Epstein, V. N.
Goncharov, R. Q. Gram, D. R. Harding, P. A. Jaanimagi, R. L.
Keck, J. P. Knauer, S. J. Loucks, F. J. Marshall, P. W. McKenty,
D. D. Meyerhofer, S. F. B. Morse, P. B. Radha, S. P. Regan,
W. Seka, S. Skupsky, V. A. Smalyuk, J. M. Soures, C. Stoeckl,
R. P. J. Town, M. D. Wittman, B. Yaakobi, J. D. Zuegel, R. D.
Petrasso, D. G. Hicks, C. K. Li, and O. V. Gotchev, “OMEGA
Experiments and Preparation for Direct-Drive Ignition on the
National Ignition Facility.”

D. D. Meyerhofer, T. R. Boehly, D. K. Bradley, T. J. B. Collins,
J. A. Delettrez, Y. Fisher, V. N. Goncharov, O. Gotchev, J. P.
Knauer, P. W. McKenty, S. P. Regan, W. Seka, S. Skupsky,
V. A. Smalyuk, R. P. J. Town, and B. Yaakobi, “Direct-Drive
Imprinting and Rayleigh–Taylor Experiments on OMEGA.”

W. Seka, D. D. Meyerhofer, S. P. Regan, R. S. Craxton,
B. Yaakobi, C. Stoeckl, A. Simon, R. W. Short, and R. E. Bahr,
“NIF-Scale Direct-Drive Interaction on OMEGA.”

S. Skupsky, T. J. B. Collins, R. S. Craxton, J. A. Delettrez,
R. Epstein, V. N. Goncharov, P. W. McKenty, P. B. Radha,
R. P. J. Town, D. D. Meyerhofer, W. Seka, and R. L. McCrory,
“Simulation of OMEGA Experiments as a Prelude to Direct-
Drive NIF Ignition Experiments.”

B. Yaakobi, F. J. Marshall, V. Yu. Glebov, R. D. Petrasso,
J. M. Soures, V. A. Smalyuk, D. D. Meyerhofer, W. Seka,
J. A. Delettrez, and R. P. J. Town, “Spherical Implosion
Experiments on OMEGA:  Measurements of the Cold, Com-
pressed Shell.”

J. D. Zuegel, D. Jacobs-Perkins, J. Marozas, R. G. Roides,
R. S. Craxton, J. H. Kelly, S. Skupsky, W. Seka, and
S. Letzring, “Broadband Beam Smoothing on OMEGA with
Two-Dimensional Smoothing by Spectral Dispersion.”

S. R. Arrasmith, S. D. Jacobs, I. A. Kozhinova, A. B. Shorey,
D. Golini, W. I. Kordonski, S. Hogan, and P. Dumas, “Devel-
opment and Characterization of Magnetorheological Fluids
for Optical Finishing,” Fine Powder Processing ’99, Univer-
sity Park, PA, 20–22 September 1999.

The following presentations were made at the Optical
Society of America’s Annual Meeting, Santa Clara, CA,
26 September–1 October 1999:

D. Golini and S. D. Jacobs, “Magnetorheological Finishing
of Aspheres.”

S. D. Jacobs, S. A. Arrasmith, I. A. Kozhinova, L. L. Gregg,
H. J. Romanofsky, A. B. Shorey, D. Golini, W. I. Kordonski,
P. Dumas, and S. Hogan, “Magnetorheological Finishing
of KDP.”





U N IV E R SI T Y O F


	LLE 1999 Annual Report Cover
	About the Cover
	Table of Contents
	Executive Summary
	Laser–Plasma Interactions in Long-Scale-Length Plasmas Under Direct-Drive National Ignition Facility Conditions
	Irradiation Uniformity for High-Compression Laser-Fusion Experiments
	A Novel Charged-Particle Diagnostic for rho-R in Compressed ICF Targets
	Arresting UV-Laser Damage in Fused Silica
	Theory of the Ablative Richtmyer–Meshkov Instability
	Reverse Intersystem Crossing from a Triplet State of Rose Bengal Populated by Sequential 532-nm plus 1064-nm Laser Excitation
	Picosecond Response of Optically Driven Y-Ba-Cu-O Microbridge and Josephson-Junction Integrated Structures
	High-Frequency Bulk Phase Modulator for Broadband Smoothing by Spectral Dispersion on OMEGA
	Angular Spectrum Representation of Pulsed Laser Beams with Two-Dimensional Smoothing by Spectral Dispersion
	Hollow-Shell Implosion Studies on the 60-Beam, UV OMEGA Laser System
	Simultaneous Measurements of Fuel Areal Density, Shell Areal Density, and Fuel Temperature in D3He-Filled Imploding Capsules
	The Design of Optical Pulse Shapes with an Aperture-Coupled-Stripline Pulse-Shaping System
	Measurement Technique for Characterization of Rapidly Time- and Frequency-Varying Electronic Devices
	Damage to Fused-Silica, Spatial-Filter Lenses on the OMEGA Laser System
	Direct-Drive Target Designs for the National Ignition Facility
	Numerical Investigation of Characterization of Thick Cryogenic-Fuel Layers Using Convergent Beam Interferometry
	Studies of Target Implosion Using K-Shell Absorption Spectroscopy of an Embedded Titanium Layer
	Experimental Investigation of Smoothing by Spectral Dispersion
	Nonlinear Evolution of Broad-Bandwidth, Laser-Imprinted Nonuniformities in Planar Targets Accelerated by 351-nm Laser Light
	Uniaxial/Biaxial Stress Paradox in Optical-Materials Hardening
	Observation of Electron Trapping in an Intense Laser Beam
	Modeling Laser Imprint for Inertial Confinement Fusion Targets
	Stability of Self-Focused Filaments in Laser-Produced Plasmas
	Broadband Beam Smoothing on OMEGA with Two-DimensionalSmoothing by Spectral Dispersion
	The Effect of Pulse Shape on Laser Imprinting and Beam Smoothing
	The Output Signal-to-Noise Ratio of a Nd:YLF Regenerative Amplifier
	Development of New Magnetorheological Fluids for Polishing CaF2 and KDP
	LLE’s Summer High School Research Program
	FY99 Laser Facility Report
	National Laser Users’ Facility News
	Publications and Conference Presentations

