University of Rochester DOE/SF/19460-332
Laboratory for Laser Energetics January 2000

LLE 1999 Annual Report

October 1998 — September 1999

UR
LLE




Cover Photos

Upper Left: Over 300 liquid crystal (LC) optics are used in
OMEGA for beam polarization control. Buffed polymer layers
arecritical for establishing macroscopic alignment over thelarge
aperturesrequired in the system. Here, Ph.D. student TanyaKosc
validates the long-term quality of alignment for a prototype LC
distributed polarization rotator that was manufactured over 15
years ago.

Lower Left: A two-dimensional smoothing by spectral disper-
sion (2-D SSD) system recently installed on OMEGA is capable
of producing phase-modulated spectra that can be frequency
tripled to 1-THz bandwidth in the ultraviolet. This2-D SSD sys-
tem incorporates a high-frequency bulk-phase modulator
operating at 10.4 GHz to produce 11 A of bandwidth in the in-
frared. Efficient frequency tripling of this broadband signal
requires dual-tripler frequency-conversion crystals that are cur-
rently installed on only 13 beams. The high-frequency bulk-
phase modulator can also be operated at 3 A with a higher dis-
persion grating to produce three SSD color cycles, which
significantly improves beam smoothing at lower bandwidths on
all 60 OMEGA beams.

Center: The moving cryostat maintains a target at a constant
temperature to layer the DT ice and transports the target to the
center of the target chamber. The cryostat base is shown. At the
bottom is the cryo cooler. Above the cooler are the 4-axis
positioner and two thermal shrouds that are maintained at 45 K
and 16 K. Thetarget assembly isat thetop. Thetarget ismounted
on spiders silk in a C-shaped beryllium support.
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Upper Right: The cryogenic target positioner (cryostat base) is
used to place a 4-mm-diam pointing sphere at the center of the
OMEGA chamber.

Center Right: Hope D’ Alessandro, electronics technician, prepares a
NIF deformable mirror substrate for surface figure testing on LLE's
18-in.-aperture interferometer. The mirror will allow wavefront correc-
tion of the NIF beam when the 39 posts on the back of the mirror are
bonded to actuators on a reaction block. LLE will be coating the sub-
strates with a low-stress, dielectric high reflector and assembling the
deformable mirrors for Lawrence Livermore National Laboratory.

Lower Right: The experimenta setup for off-line tuning of the dual-
tripler, OMEGA frequency-tripling crystals. The frequency-tripling
scheme for high-bandwidth conversion was proposed by D. Eimerl
et al. [Opt. Lett. 22, 1208 (1997)] and experimentally demonstrated
by LLE [Opt. Lett. 23, 927 (1998)]. In the off-line setup, a single laser
pulse of 1053-nm wavelength, 100-ps duration, and approximately
Gaussian spatial profilewith 4-mm FWHM isgenerated usingaNd: Y LF-
based amplifier configuration. Broad bandwidth issimulated by varying
the angle of incidence on the crystals. The off-line technique allows
crystal phase-matching angles to be accurately determined and trans-
ferredinto OMEGA. Conversion of 1-um radiation to itsthird harmonic
with an overall energy conversion efficiency approaching 70% and a
UV bandwidth of ~1 THz was recently demonstrated on OMEGA.

Thisreport was prepared as an account of work conducted by the Laboratory for
L aser Energetics and sponsored by New York State Energy Research and Devel-
opment Authority, the University of Rochester, the U.S. Department of Energy,
and other agencies. Neither the above named sponsors, nor any of their employ-
ees, makes any warranty, expressed or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information,
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infringe privately owned rights. Reference herein to any specific commercial
product, process, or service by trade name, mark, manufacturer, or otherwise,
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final results asthey represent active research. The views and opinions of authors
expressed herein do not necessarily state or reflect those of any of the above
sponsoring entities.

The work described in this volume includes current research at the Labora-
tory for Laser Energetics, whichissupported by New York State Energy Research
and Development Authority, the University of Rochester, the U.S. Department
of Energy Office of Inertial Confinement Fusion under Cooperative Agreement
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Executive Summary

Thefiscal year ending September 1999 (FY 99) concluded the
second year of the cooperative agreement (DE-FCO03-
92SF19460) five-year renewal with the U. S. Department of
Energy (DOE). This report summarizes research at the Labo-
ratory for Laser Energetics (LLE), the operation of the
National Laser Users' Facility (NLUF), and programsinvolv-
ing education of high school, undergraduate, and graduate
students for FY 99.

Progressin Laser Fusion

A principal mission of the University of Rochester’s L abo-
ratory for L aser Energeticsisto study thedirect-driveapproach
to inertial confinement fusion (ICF). During the past year we
have made a number of advances in our understanding of
direct-drive | CF through the use of the OMEGA facility and
the use of our computational and theoretical capabilities. A
major part of the LLE program is directed toward developing
the potential for direct drive for an ignition demonstration on
the National Ignition Facility (NIF) under construction at the
Lawrence Livermore National Laboratory (LLNL).

Long-scale-length plasmas with parametric relevance to
the NIF have been produced and characterized onthe OMEGA
system (pp. 1-11). On the basis of these experiments we have
concluded that stimulated Raman scattering (SRS) and stimu-
lated Brillouinscattering (SBS) areunlikely to cause unaccept-
ablelossesor produceunacceptabl epreheat throughinstabilities
on NIF-scale targets.

We have modeled the stability of self-focused filamentsin
laser-produced plasmas. A wave-equation treatment of the
laser light combined with self-consistent filament equilibrium
simulations indicates that only very small filaments, where
one waveguide mode is propagating, may be considered to
be stable. When two or more waveguide modes can propagate,
the filament tends to break up within tens of microns
(pp. 191-196).

Direct drive requires high uniformity of irradiation. The
articlebeginning on p. 12 describes our efforts using anumber
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of beam-smoothing techniques to achieve increased unifor-
mity on the OMEGA system and our projections for the
uniformity that will beavailable onthe NIF. Webelievethat on
OMEGA the rms uniformity will be in excess of 99% (aver-
aged over 300 ps) when beam-smoothing enhancements are
completed for the facility. For the NIF, we project an even
higher degree of uniformity using these same techniques.

Our study of hollow-shell implosions on the 60-beam
OMEGA system (pp. 82-91) yielded information about target
performance as a function of laser-irradiation uniformity and
temporal laser pulse shape. We have found that pul se-shaped
impl osions place morestringent requirementson power balance
and initial target-illumination uniformity. Asimprovementsin
laser drive are made, we expect higher neutron yields and
higher areal densitiesthan those obtainedintheseexperiments.

In another set of experiments we investigated target per-
formance enhancements when smoothing by spectral disper-
sion (SSD) was used to improve illumination uniformity.
Time-integrated UV equival ent-target-planeimaging wasused
to compare two-dimensional SSD beam-smoothing rates to
theoretical predictions for the 0.2-THz system on OMEGA
(pp. 149-155). Thiswork supports our confidence that larger-
bandwidth SSD systems will produce enhanced smoothing.

Embedded titanium layersin spherical targetswere used to
determine the areal density of compressed shells. Target per-
formance enhancement with the SSD beam smoothing is
characterized using this method (pp. 139-148). A pinhole-
array x-ray spectrometer captures core images below and
above the K edge of titanium. The results are compared with
two-dimensional ORCHID simulations.

Theimplementation of broadband smoothing on OMEGA
with two-dimensional SSD is discussed beginning on p. 197.
Thearticledescribesissuesrelevant to thearchitecture choices
made during the design phase of the project, as well as
measurements conducted to verify the laser bandwidth and
ensure that FM to AM conversion is minimized.
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The effect of temporal pulse shape on laser imprint and
beam smoothing has been studied (pp. 203—208). Preimposed
modulations on planar-foil targets were used to calibrate the
mass equivalence of features imprinted by the laser, and the
resulting growth rates are compared to numerical simulations.

A number of hydrodynamic instabilities arise in laser-
driven implosions. Whileit is not possible to eliminate these
instabilities, every effort must be made to limit the amount of
implosion degradation they could cause. We have devel oped
an analytic theory of the ablative Richtmyer—Meshkov insta-
bility. The principal result of this research (pp. 30-35) is that
the instability exhibits a stabilizing mechanism due to the
dynamic overpressure of the blowoff plasma with respect to
target material.

While the effect of hydrodynamic instabilities on the per-
formanceof | CFtargetsiswell known, techniquesarerequired
to characterize the sources of nonuniformities that can seed
theseinstabilities. One such sourceisthe surface roughness of
the inside of the DT cryogenic fuel. Our numerical inves-
tigation of characterization of thick cryogenic-fuel layers
using convergent beaminterferometry (pp. 131-138) indicates
that this optical technique can be used to isolate the surface
under investigation and resolve the perturbations at the rel-
evant level.

Thenonlinear evol ution of broad-bandwidth, laser-imprinted
nonuniformitiesin planar targets accelerated by 351-nm laser
light with beam-smoothing techniques was studied using
throughfoil radiography. The saturation of three-dimensional
perturbations produced by laser imprinting was observed and
compared to those predicted by theHaan model (pp. 156-173).
Modeling laser imprint in | CF targetsis discussed in theoreti-
cal work (pp. 185-190) wherethe model describing the evolu-
tion of laser imprint shows that growth is determined by the
velocity and accel eration perturbations generated by the laser-
beam nonuniformities. Thermal smoothinginsideahot plasma
coronasuppressesonly theaccel eration perturbation, whilethe
mass ablation suppresses both velocity and accel eration per-
turbations. The model predictsthat directly driven NIF targets
will remain intact during the implosion when the laser is
smoothed with 1-THz SSD used on our current point designs.

In planning for direct-drive ignition on the NIF we have
conducted a theoretical analysis of direct-drive NIF targets
(pp. 121-130). We established that specifications required on
the NIF ensure a successful direct-drive ignition demonstra-
tion using a baseline direct-drive target design. Independent

vi

calculations conducted by the Lawrence Livermore National
Laboratory have confirmed these calculations.

Diagnostics Development

The evolution of ever-increasing sophisticated diagnostics
to measurel CF eventshasbeen remarkableto observe over the
last 20 years. As experiments become more complex and
quantitative, diagnostic instruments must meet significant
challengesto measure many detailsrequired for acomprehen-
sive understanding of the underlying physicsin ICF. As the
National program prepares for an ignition demonstration on
the NIF, all of the participating institutions are devel oping the
required diagnostics. Similarly, as our understanding of di-
rectly driven targetsincreases with our use of OMEGA, more
and better diagnostics are constantly in demand.

A novel charged-particle diagnostic has been developed
that performssimultaneous pR measurementsof thefuel, shell,
and ablator regions of a compressed |CF target, consisting
of an inner DT-fuel region, a plastic (CH) shell, and an
ablator (CD), by measuring the knock-on deuteron spectrum
(pp. 17-25).

LLE continues the productive collaboration with our col-
leagues at MIT and LLNL to develop charged-particle mag-
netic spectrometers. We have demonstrated on OMEGA the
diagnostic capability of two of these spectrometers. As an
initial application, the simultaneous measurements of the fuel
areal density, shell area density, and fuel temperature have
been carried out using D3He-filled imploding capsules
(pp. 93-96). Our initial experiments demonstrated the ability
to carry out these measurements at fuel ion temperatures of 3
to 6 keV, fuel areal densitiesin the range of 10 to 20 mg/cm?,
and shell area densities in the range of 40 to 60 mg/cm?.
Measurements like these can be applied to the parameter
region characteristic of cryogenic-fuel capsules on OMEGA.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and validate these tech-
nigues on cryogenic-fuel targets.

Laser and Optical Materialsand Technology

We have designed and tested an efficient, bulk-phase
modulator operating at approximately 10.5 GHz, which can
produce substantial phase-modulated bandwidth with modest
microwave drive power (pp. 53-61). This modulator is the
cornerstoneof the1-THz UV bandwidth operationfor OMEGA.
The resonator design employs an adapted form of cutoff-
waveguide coupling and velocity matching to yield asimple,
high-Q microwave design with practical clear-aperture
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dimensions suitable for applications in a 2-D SSD system.
Thedesignisscalableto other frequenciesby simply changing
the electro-optic crystal dimensions. The measured micro-
wave performance of the modulator agrees well with perfor-
mance predicted from fully anisotropic, three-dimensional
numerical simulations.

Flexiblemodelingtoolsarerequiredto simulatethegenera-
tion and propagation of two-dimensional SSD pulsed laser
beams. The Waasese code was devel oped to simulate theideal
and nonideal behavior of the many optical components that
comprisethe SSD driver ling, including their relative positions
(pp. 62-81). The code predicts measurable signatures that
function as diagnostic tools since they are associated with
particular optical components. Minimizing any amplitude
modulationinthedriver linewill ensurethesafety and lifetime
of OMEGA opticsby circumventing the effects of small-scale
self-focusing. The code has proved to be an indispensable
modeling tool for the OMEGA laser, anditsinherent flexibility
will provideameansto enhanceits capabilitiesto model other
laser propagation issues such as nonlinear propagation, on-
target uniformity, amplifier gain, scattering losses, and pin-
hole clipping.

Laser-fusion experiments require precise control of the
temporal profile of optical pulses applied to targets. While
OMEGA has had apul se-shaping capability for sometime, the
demands on the precision, flexibility, and repeatability of the
optical pulse-shaping system haveincreased. To meet the new
requirements, an aperture-coupled stripline electrical-wave-
form generator has been designed. The model we have devel-
oped (pp. 97-104) allows one to produce accurately shaped
optical pulses suitable for injection into the OMEGA system.
The model requires the solution of the telegraph equations
using the method of characteristics.

A measurement technigue has been devel oped that enables
the compl ete characterization of electronic deviceshaving any
dynamictemporal and spectral frequency response, such asthe
photoconductive microwave switches on the OMEGA pul se-
shaping system (pp. 105-113). The technique is a superset of
a form of input—output relationships called the scattering or
Sparameter; this technique can also be applied to any micro-
wave or millimeter-wave device whose properties vary rap-
idly, such as photoconductive attenuators, phase shifters, and
directional couplers.

High-peak-power lasers for fusion applications, such as
OMEGA, must constantly deal with optical damage in many
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components. We have studied the damage to the fused-silica
spatial-filter lenses on the OMEGA laser system (pp. 114—
120). LLE hasimplemented a plan to maintain the quality of
OMEGA optics that includes frequent inspection and in-situ
cleaning of optics. With the establishment of safe operational
damage criteria, laser operation has not been impeded. The
implications, morphol ogies, possiblecauses, and ongoinglong-
term experiments of spatial-filter lensdamagearediscussedin
the article.

Because of its excellent homogeneity and low-intrinsic
absorption properties, fused silicaremainsthe preferred mate-
rial for high-power laser applications over awide wavelength
range. Deciding when to repl ace spot-damage-afflicted fused-
silicaopticsor, in the case of inaccessible space-based |lasers,
predicting the useful service life of fused-silica optics before
catastrophic, pulsed-laser-driven crack growth shatters a part
has recently become simpler. We report results from stress-
inhibited laser-crack propagation and stress-delayed damage-
initiation experiments in fused silica at 351 nm (pp. 26-29).
The damage-initiation threshold was observed to increase by
70% when amodest amount of mechanical stresswas applied
to the fused-silica optic. Research is underway presently to
determine the ramifications of these findings for large-aper-
turesystems, suchasOMEGA. Inrelated work (pp. 174-179),
we have obtained experimental results on stress-inhibited,
laser-driven crack growth and stress-delayed laser-damage-
initiation thresholds in fused silica and borosilicate glass
(BK-7). The use of different loading geometries providing
uniaxial and biaxial stresses shows that the biaxial stress
configuration offers superior efficiency in raising the laser-
damage-initiation threshold by up to 78% and arresting crack
growth down to 30% relative to stress-free conditions.

We have measured the output signal-to-noise ratio (SNR)
of a Nd:YLF regenerative amplifier and have found that our
measurements are in excellent agreement with the predictions
of a simple theoretical model (pp. 209-212). The model
includes amplified spontaneous emission and noise injected
into the amplifier.

Magnetorheological finishing (MRF) is a novel and re-
cently commercialized process for figuring and polishing
plano, convex, and concave optics(both spherical and aspheri-
cal) from awide variety of optical materials. We discuss the
development of new magnetorheological fluids to extend
the finishing technique to two soft, single-crystal, optical
materials: CaF, and KDP (pp. 213-219). Material-removal
functions are characterized through analysis of polishing

vii
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spots generated on a new research platform at the Center for
Optics Manufacturing.

Advanced Technology

Rose bengal isadye used in photodynamic therapy. Photo-
dynamic therapy is atreatment in which the combination of a
dye, light, and oxygen causes photochemically induced cell
death. We present what we believe to be the first study of a
triplet state of rose bengal that is produced by 1064-nm
excitation of T (pp. 36-47). The triplet-triplet absorption
cross section wasmeasured between 825 nmand 1100 nm. The
state was further characterized using two-step laser-induced
fluorescenceto determineitsthermalization rate, lifetime, and
guantum yield of reverse intersystem crossing. Similar two-
step laser-induced fluorescence measurements were made of
the triplet excited by 632-nm light.

We have measured the picosecond response of optically
driven YBaCuO (YBCO) microbridge and Josephson-junc-
tion integrated structures (pp. 48-52). Single-picosecond
switching of a high-temperature-superconductor Josephson
junctionwasobserved, and thejunctionturn-on delay timewas
measured. These findings provide confirmation of the poten-
tial of YBCO for ultrafast optical and electrical transient
detection and processing.

Charged particles interacting with an oscillating electro-
magnetic field will seek regions of low intensity. We have
observed el ectron trapping in anintense single-beam pondero-
motive optical trap (pp. 180-184). Thomson-scattered light
from the el ectron trap was enhanced through the use of anovel
trapping focusof thelaser. Thescatter distributioniscompared
with simulations for ordinary and trapping-focus beams.

Laser Facility Report

FY 99 was avery productive year for the OMEGA system.
We recorded 1207 shots on target for experiments for LLE,
LLNL, LANL, and NLUF users. Thisisthe second fiscal year
where we have used an extended shot schedule (12 h/day,
3 days'week). Many of the shots took advantage of the 1-h
cycle time for OMEGA. During FY99, a number of major
system modifications were made; these modifications are
discussed beginning on p. 222. Most notably, improved indi-
vidual-beam uniformity resulting from an upgrade of the 2-D
SSD systemwasachieved (seethearticlebeginningonp. 197).
We have al so added second tripler frequency-conversion crys-
tal assembliesto 13 of the 60 beams. These additional triplers

viii

allow efficient frequency conversion for laser bandwidths up
to 1 THz. Thisisthe first stage of a project to modify all 60
beams to be able to use 1-THz SSD in future experiments.

In preparation for cryogenic-target experiments, the upper
and lower pylons of the cryogenic target handling system
wereinstalled on OMEGA. The system will befully activated
in FY00.

National Laser Users' Facility (NLUF)

Beginning on p. 223, we report on FY99 NLUF experi-
ments. During the year, significant progress was made on
several NLUF projects. A total of 144 OMEGA target shots
were dedicated to the NLUF program during FY 99.

In addition to NLUF-supported programs, several direct-
and indirect-drive experiments, also coordinated through the
NLUF manager, were carried out on OM EGA by groups from
LLNL and LANL. These experiments are conducted for both
| CF research and researchin support of the Stockpile Steward-
ship Program. This program was formally initiated by the
FY94 Defense Authorization (PL 103-160) to “establish a
stewardship program to ensure the preservation of the core
intellectual and technical competenciesof the United Statesin
nuclear weapons.” Sincethe Novalaser at LLNL was decom-
missioned in May 1999, the National laboratories are making
increased use of the OMEGA facility.

Thirteen proposals were submitted to NLUF for FY00. A
DOE technical evaluation panel reviewed the proposals and
recommended approval of seven proposals for funding. The
accepted proposalsare summarizedin Table80.V 111 on p. 225.

Educationat LLE

Astheonly university major participantintheNational ICF
Program, education continues to be a most important mission
for the Laboratory. Graduate students play asignificant rolein
LLE’s research activities and are participating in research
using the world’s most powerful ultraviolet laser for fusion
research on OMEGA. Fourteen faculty from five departments
collaborate with LLE's scientists and engineers. Presently 42
graduate students are pursuing Ph.D. degrees at the Labora-
tory. Theresearchinterestsvary widely andincludetheoretical
and experimental plasma physics, laser—matter interaction
physics, high-energy-density physics, x-ray and atomic phys-
ics, nuclear fusion, ultrafast optoel ectronics, high-power-laser
devel opment and applications, nonlinear optics, optical mate-
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rialsand optical fabrication technology, and target fabrication.
Technological developments from ongoing Ph.D. research
will continue to play an important role on OMEGA.

One hundred thirty-three University of Rochester students
have earned Ph.D. degrees at LLE since its founding. An
additional 63 graduate students and 20 postdoctoral positions
fromother universitieswerefunded by NLUF grants. Themost
recent University of Rochester Ph.D. graduates and their

thesistitles are

D. Jacobs-Perkins

Design, Analysis, and |mplementation
of an Ultrafast Electro-Optic Elec-
tric-Field Imaging System

V. Smalyuk Experimental Investigation of the
Nonlinear Rayleigh—Taylor Instabil-
ityin CH Foilslrradiated by UV Light

R. Ejnisman Sudies with Ultracold Atoms

A. Chirokikh Stimulated Brillouin Scattering
Experiments on OMEGA

M. Currie Ultrafast Electro-Optic Testing of
Superconducting Electronics

R. Giacone Spatiotemporal Evolution and
Nonlinear Kinetic Smulations of
Simulated Brillouin Scattering

J. Bromage Creating Rydberg Electron Wave
Packets Using Terahertz Pulses

P. Rudy Manipulation of Laser Cooled Atoms
Via Dynamical Optical Potentials

E. Alfonso Chemistry and Processing of Polymer
Shells

B. Conger Polarized Photoluminescence from
Nematic and Chiral-Nematic Films

P. Rodney The Photophysics of lonic Semicon-
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ductors at Low Temperatures. Slver
Bromide, Silver lodide, and Cuprous
Oxide

Approximately 50 University of Rochester undergraduate
students participated in work or research projectsat LLE this
past year. Student projects include operational maintenance
of the OMEGA laser system, work in the materials and
optical-thin-film coating laboratories, programming, image
processing, and diagnostic development. This is a unique
opportunity for these students, many of whom will go on to
pursue a higher degreein the areain which they have partici-
pated at the Laboratory.

LLE continues to run a Summer High School Student
Research Program (pp. 220-221) where this year 12 high
school juniors spent eight weeks performing individual re-
search projects. Each student is individually supervised by a
staff scientist or an engineer. At the conclusion of the program,
the students make final oral and written presentations on their
work. Thewritten reports are published asan LLE report. One
of thisyear’s participants, Aman Narang of the Harley School,
has been named a semifinalistin the 1999 Intel Science Talent
Search for hissummer project. Hisresearch topicwas* Analy-
sis of the 3w SSD spectrum of an OMEGA laser beamline”;
he was supervised by Dr. W. Donaldson.

In 1999, LLE presented its third William D. Ryan Inspira-
tional Teacher Award to Mr. John Harvey of Honeoye Falls—
LimaSenior High School. Alumni of our Summer High School
Student Research Program were asked to nominate teachers
who had a major role in exciting their interest in science,
mathematics, and/or technology. The award, which includesa
$1000 cash prize, was presented at the High School Student
Summer Research Symposium. Mr. Harvey, a mathematics
teacher, was nominated by Jeremy Yelle and David Rae,
participants in the 1997 program. “1 have never met another
teacher that wasso passi onatefor what heteaches, and commu-
nicates himself well enough to get even the most complicated
of ideas into the simplest of minds,” wrote Yelle in his nomi-
nation letter. Mr. Rae added, “Mr. Harvey must also be recog-
nized for hisdedication to students after the books have closed
and the homework has been passed in.”

Robert L. McCrory
Director






Laser—Plasma Interactions in Long-Scale-Length Plasmas Under
Direct-Drive National Ignition Facility Conditions

The National Ignition Facility (NIF) (currently under con- has a peak on-target intendigy,of 2x 10"W/cn? (summed
struction), with a nominal laser energy of 1.8 MJ, is expectedver all beams) and a foot intensity ok4.0'3 W/cn?. The
to achieve ignition in both diredt? and indirect-drivé con-  cluster intensitiek,,sie{SUmmed over four individual beams)
figurations. The mission of the University of Rochester'sare approximately a factor of 10 lower tHgf,. The coronal
Laboratory for Laser Energetics is to study the direct-driveslasma predicted for this design has an electron tempefature
approach to inertial confinement fusion (ICF), where theof ~4 keV, a density scale Iengtlp,(: ne/Dne) of ~0.75 mm,
capsule is directly irradiated by a large number of symmetriand a velocity-gradient scale lendth (: CS/DV), wherecgis
cally arranged laser beams. To validate the performance tie ion-acoustic velocity andis the velocity] of ~0.5 mm at
high-gain, direct-drive target designs planned for theNif, the peak of the laser pulse and at densities afi(td 0.2n,.
understanding of the laser—plasma interactions in the coron@fhile parametric instabilities have been studied extensively
plasmas of these targets is essential. These interactions inclugeler conditions relevant to indirect-drive I&fthe results
stimulated Raman scattering (SRS), stimulated Brillouin scapresented here represent their first study in NIF-scale direct-
tering (SBS), the two-plasmon decay instability (TPD), andlrive plasmas.
filamentation? Their significance for direct-drive capsule
performance arises either from detrimental suprathermal-elec- This article reports on experiments under plasma conditions
tron generation due to plasma wave—breaking or other nonlimepresentative of the peak of the NIF direct-drive laser pulse,
ear processes (SRS, TPD), or through a reduction in driv@nce they are the most challenging to create. The experiments
power or drive uniformity (SBS, filamentation). were performed on the 30-kJ, 351-nm, 60-beam OMEGA laser
system’ with distributed phase plates (DPE'ahdf/6 focus-
When the incident laser beam intensity exceeds the thresig lenses on all beams. The targets, all made of CH, included
hold levels for the various parametric instabilities, power iexploding foils and solids. The exploding foils produced large,
transferred from the incident laser light to lower-frequencymillimeter-scale plasmas witf, ~4 keV and a peak on-axis
electromagnetic, electron-plasma, or ion-acoustic waves if the, between 0.1, and 0.2h.. These temperatures and densities
energy (= w; + w,) and momentum conservatiokyE k;  were diagnosed using time-resolved x-ray and visible (SRS
+ ko) relationships are satisfied (phase matching). Hege, backscattering) spectroscopy, respectively, and the observa-
andkg represent the pump-wave (laser) frequency and wavgons were found to be consistent with the predictions of the
vector. The SRS decay products are an electron-plasma waven-dimensional Eulerian hydrodynamics ccd®®GE? The
and a scattered electromagnetic wave, which are denoted bglid-target plasmas were predicted to reach similar tempera-
the subscripts 1 and 2. The TPD results when the incident laseires and to have similar density profiles below ~Q,1
light decays into two electron-plasma waves. Phase matchifmpwever, while they lacked the large plateau region character-
occurs for SRS and the TPD at electron densitiésss than istic of exploding foils, they included a critical-density surface
or equal to the quarter-critical density/4. When the and were in this sense more representative of NIF conditions.
phase-matching conditions are satisfied for SBS, the incident
laser light decays into an ion-acoustic wave and a scattered When both foil and solid-target plasmas were irradiated
electromagnetic wave. with an interaction beam at 1610 W/cn?, the direct-
backscattered SBS signal was found to be completely absent.
A 1.5-MJ,a = 3 (a is defined as the ratio of the cold fuel Some direct-backscattered SRS was observed in the solid-
pressure to the Fermi-degenerate pressure) laser pulseis plantedet plasmas at a very low level, with a conservative upper
for an all-DT direct-drive target design on the RIFhis pulse  limit of ~5%.
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In the following sections simulations of the NIF direct-drive cluster, and the total overlapped intensjgy,. In the case of
plasmas carried out with the one-dimensional hydrodynamicSRS itis anticipated that the phase-matching conditions will be
code LILACO are presented; the production of long-scalesatisfied only for the light within thi#8 NIF cluster, so that the
length plasmas on OMEGA is discussed together 8AGE  appropriate comparison is with,sier In the case of SBS, more
simulations; the characterization of the plasma electron tenthan one cluster may drive the instability, but the relevant
perature and density and comparisons B#lisEpredictions  threshold intensity is likely to be significantly less thagy,
are analyzed; and the SRS and SBS measurements are pke-shown in Table 77.1qsteriS 1€SS thaty,eshoigfor all the
sented. The main conclusion of this research is that SRS amtabilities during the foot of the laser pulse. During the peak
SBS are not likely to have a significant impact on targebf the pulsd,steriS @bout an order of magnitude lower than
performance at the peak of the NIF direct-drive laser pulse.lieshoidfOr SRS and SBS. These comparisons support the

expectation that significant SRS and SBS will not occur in
NIF Direct-Drive Plasmas direct-drive NIF plasmas. However, the intensities quoted here

LILAC calculations of the 1.5-M& = 3 direct-drive target represent averages over many speckles produced by the phase
are shown in Fig. 77.1. This figure gives the predicted traje@lates; inside the speckles the peak intensities may be several
tories of the imploding target, the critical-density surface, anéimes higher. It should also be noted thgisie is 2.5 times
the n/4 andny/10 surfaces. It is seen that the density scalgreater thamhyeshoid0r the TPD instability during the peak of
length and electron temperature increase with time as the lagbe pulse; thus, the TPD instability (not included in the present
pulse makes the transition from the foot to the peak intensityork because the geometrical configuration is not optimum for

The dashed line shows the laser power history. its study) should be investigated.
25 103 Production of Long-Scale-Length Plasmas on OMEGA
The long-scale-length plasmas created on OMEGA made
2.0 12 use of a design similar to that used on the former 24-beam
£ —  OMEGA laser systerh! The 60 OMEGA beams were divided
E 15 E into various groups that irradiated the target from different
4 10t g angles and at different times (see Figs. 77.2 and 77.3). Both
'CEU 1.0 % exploding foils and solid targets were irradiated first by pri-
14 o mary beamsR), whose purpose is to form the plasma, and then
0.5 y 10° by secondary beamS)( which heat the plasma and can be used
| ~ 4% 103 W/cn? tq control its _temperature. The CH foil target_s were 1.2 mm in
0.0 ) . 101 dlameter_, a little Iarggr than thg laser spot dlamet_er, and 18 to
0 2 4 6 8 10 20 pum thick. The solid targets included 1.5-mm-diam planar
Tcasien Time (ns) slabs and partial spheres with thicknesses greater tham 80

predicted to result in similar plasma conditions. In both cases
Figure 77.1 the plasmas were irradiated by an interaction beam of variable
Radius versus time calculated by AC for a high-gain, direct-drive target timing, incident along the initial target normal.
planned for the NIF with 1.5 MJ amd= 3. The dotted area represents the solid
deﬁsity region, and t.h‘e solid lines give thetrajecForigs Qf the critical, quarter- The timing sequence of the various groups of beams was
critical, and tenth-critical surfaces. The dashed line indicates the laser power . . . . L .
as a function of time. The gray areas represent the “foot” and “peak” portion%lmllar for foils and solid targets. Itis shown in Fig. 77.3, which
of the pulse, for which the calculated values of electron temperagre Jives the time history of the incident, absorbed, and transmit-
density scale lengtfi.,(= n/0n,), and on-target intensify(summed over  ted laser powers. All beams were 1-ns square pulses with
all beams) are indicated. various delays. The primary beams were split into two groups:
P, from O to 1 ns, with angle of incidence <28ndP,, from

A summary of parameters for the foot and peak of this pulséd, to 2 ns and incident at ~4@-or the foil targets, these beams
including the predicted intensity thresholggesnoigfor the  served to explode the foils. By the end of the second gRy)Ip (
SBS, SRS, and TPD instabilities, is given in Table 77.lthe foils became underdense on axis because the phase-plate
Approximations for these thresholds were taken from Ktuer.focal spot distribution is Gaussian-like with its maximum in
These thresholds may be compared with the cluster intensitile center. This resulted in some transmitted laser power

lcluster 1-€-, the intensity summed over the four beams in a NIStarting at 1.5 ns, as seen in Fig. 77.3(a). The secondary beams
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Table 77.1:  Parameters for the foot and peak portions of the 1.5-MJ, a = 3, direct-drive target planned for NIF, including

LASER-PLASMAINTERACTIONSN LONG-SCALE-LENGTH PLASMAS

coronal plasma conditions and intensity threshold approximations for parametric instabilities.

Foot Peak
Te 0.6 keV 4 keV
n 0.25 mm 0.75mm
L, 0.5mm 0.5-1.0 mm
ltota 4 x 1013 W/cm?2 2 x 1015 W/cm?2
| dtuster 4 % 1012\W/cm? 2 x 1014 W/cm?2

lthreshold (SBS)

4.6 x 1014 W/cm?2at n /10

2 x 1015 W/cm? at n/10

lhreshold (SRS) 5.0 x 1015 W/cm? 1.7 x 1015 W/em?
ltreshold (TPD) 3.4 % 1013 W/cm? 8 x 1013 W/cm?2
(@) (b) The on-target laser energy was typically 500 J per beam.

The exploding-foil plasmas were irradiated with a total of

19 kJ of laser energy from 38 beams. Depending on the number

of secondary beams used, the solid targets were irradiated with

either 19 or 29 beams from one side to deliver 8 to 12 kJ,
% producing plasmas with predicted electron temperatures of 3
Qo and 4 keV, respectively.

Interaction
beam
Interaction

The DPP’s used on all beams except the interaction beam

produced a focal-spot intensity distribution whose envelope
Exploding foil Solid target was appIrOX|mat.er Gaussian in shape .Wlth a full-width-at

E8705a half-maximum diameter of 48@m and a diameter of 95@n
. enclosing 95% of the energy. The interaction beam used a
Figure 77.2 different DPP, designed to produce a similar focal-spot shape
Geometry for the formation of long-scale-length plasmas on the OMEGA ! 9 P T p_ p
laser system. (a) A CH foil is irradiated and exploded with primayagd but scaled down a factor of 2.8 in diameter. The peak intensity
(delayed) secondarg laser beams. (b) A solid CH target is irradiated with in space and time for a nominal 500-J beam was< netd
primary and secondary laser beams from one side. In both cases the plasiécm? for the interaction beam and X 10" W/cn® for the
(shown schematically by the dashed curves) is irradiated by an interactighther beams. On most shots 2-D $8mvas used (on all

beam ) with variable timing. beams), with a bandwidth of 0.25 THz in the UV.

arrived from 2 to 3 ns. Their absorption fraction is typically ~ Contour plots of the predictdi andn.at 2.6 ns are shown
high, and they are effective at heating a plasma whose volunie Fig. 77.4 for the two types of plasma. Below eighth-critical
is ~1 mn¥. For the exploding foils, the transmitted power density, the two plasmas have very similar density, tempera-
increases later in time as the plasma expands. The interactifute, and velocity profiles. These are similar to those antici-
beam typically provides little heating to the plasma and littlgpated for the NIF direct-drive target. For the exploding-foil
perturbation to the hydrodynamics, the exception being thglasma the density profile on axis has a full width at half-
solid target after the end of the secondary beams when thgaximum of 1 mm. For the solid target, the scale length
interaction beam, if still present, is strongly absorbed and, ~0.5 mm.

provides some localized heating.
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One interesting feature seen in the density contour plot afystemt® It occurs because the centrally peaked primary
Fig. 77.4(a) for the exploding foil is a high-density off-axisbeams cause a more rapid explosion of the on-axis portion of
region, topologically a ring structure. This effect was alsahe foil. The edge of the foil is only weakly heated by the
found in earlier experiments on the former 24-beam OMEGAdrimary beams. The off-axis ring expands because of heating

by the obliquely incident secondary beams, resulting in a flow
of mass toward the axis. This compensates for what would

-(@) ' ' ' g otherwise be a rapid fall of density with respect to time in the
I Secondary| < Incident i center of the plasma.

8 — Absorbed - . .
i | Transmitted | The predicted temporal evolution of the temperature and

density in the center of an exploding-foil plasma is plotted in

§ - . Fig. 77.5. The temperature rises rapidly around 1 ns when the
L:/ Absorption| thermal front penetrates to the center, and it rises again at 2 ns
g Py 91% | ] when the secondary beams turn on. It falls rapidly at 3 ns when
& Py 91% | the secondary beams switch off. The density, which has fallen
IS gg;ﬁ i to ~n/5 at the start of the secondary beams, stays between
i n/5 andn /10 for the next 2 ns as a result of the flow of mass
n from the off-axis ring seen in Fig. 77.4(a). NIF-relevant condi-
_\nteraction ] tions are thus maintained throughout the time period of the

g secondary beams (2 to 3 ns).

Plasma Characterization
The electron temperature of the exploding-foil plasmas was

S e
" (b) ] diagnosed using time-resolved x-ray spectroscopy. High-
- Secondan <Incident . microdots, composed of Ti and CaF (1000 A thick and/200
4+ . in diameter), were embedded in the center of the foil targets.
i — Absorbed ] They served as tracer elements to diagnose the electron tem-
. [ ) ] perature predicted in Fig. 77.5(a), using the sensitivity of the
S 3+ \ — ]
N ~ Absorption|
o [ Primar 1 ]
2 I y Py 89% | 1 (a) Exploding foil (b) Solid target
S 2 Py 92% | 4
S 57% | ] Te Te
: | 93% | -
: __ 1 keV 1 keV
! | S - > o
- - Interaction ] 1 mm 2
s : | l_ ] f_gl \ ,3\ \
0 P T T T I B S e S R ST S R T ST T N
0 1 2 3 4 5 Ne Ne
) —
Time (ns) P —
Run 2853 & 3029
TCA4727b & TC4927 m
(1) :
Figure 77.3 j t

n./32

Timing sequence and total power delivered to the target for 1-ns flat-top laser nC/8
pulses used to irradiate (a) exploding foils and (b) solid targets. The interac- rRuns 3031, 3029
tion beam is fired to probe the NIF-relevant plasma conditions, which usually TCa8os

occur between 2 and 3 ns, and can be timed to start anywhere from 2 to 3 ns.

The figure also shows the calculated absorbed and transmitted powers Rigure 77.4
functions of time, summed over all beams, and the time-integrated absorpti@ontour plots offe andne at 2.6 ns simulated witBAGEfor (a) an 18#m-
fractions of the primaryRj, P»), secondary9), and interactionlf beams. thick exploding foil and (b) a solid target (a 2-mm-diam CH sphere).

ne/2 ’Y anlsz
n./8
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K-shell emission lines of Ti and Cato variations in the electron Streaked and high-resolution, time-integrated x-ray spectra
temperature for temperatures up to the predicted maximum of Ti and Ca tracer elements in exploding-foil plasmas were
~4 keV. Exploding-foil plasmas were used for the temperatureecorded with flat crystal spectrographs. The time-resolved
measurement because the tracer elements diagnosed the cemteasurement shown in Fig. 77.6(a) was photometrically cali-
of the plasma. In a solid target, a tracer element embeddedkatated for spectral sensitivity with the time-integrated mea-
some depth in the target moves a significant distance througlurement shownin Fig. 77.6(b). The spectral range was selected
the corona during the interaction, encountering awide range td cover theK-shell emission of Ti and Ca. Both instruments
electron temperatures and densities, and interpretation is mdrad similar views of the plasma. The time-integrated instru-
complex. Targets without microdots were investigated to verifynent, which was calibrated using measured crystal reflectivities
that the microdot did not affect the parametric instabilities oand published film sensitivities, utilized an ADP (ammonium
plasma hydrodynamics in a significant manner. dihydrogen phosphate) or a PET (pentaerythritol) crystal to

@)

MaximumTeat center (keV)
Photon energy——>

1024 E T T T T E
- (b) ]
€ 12 \\ SAGE - S—
I3 : ; (b)
c L | . |
g | =
'ES, 1022 E — g
& g ; > |
S n./5 . <
o ) — — —
E ©
g 101 ______~__T° __ o ko) 7
§ F ng/10 : ‘g
: ] © TiH, TiHes -
1020 1 1 1 1 %
0 1 2 3 4 5 i N
cun 2853 Time (ns)
E9492 & E9092 0.0 . | .
4 5 6
o148 Photon energy (keV)
Figure 77.5

SAGEpredictions for the time dependence ofTapnd (b)ne at the center

of an exploding-foil plasma. This temperature was diagnosed using a tracer
layer containing Ti and Ca placed in the center of the target. The electrdfigure 77.6

density inferred from the streaked Raman spectrum for a number of shots wifh) Streaked x-ray spectra and (b) high-resolution, time-integrated x-ray
different interaction beam timings is also plotted. spectra of Ti and Ca in a typical exploding-foil plasma.
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disperse the spectrum onto Kodak DEF (direct exposure) filnfollowing relationship between the density and the scattered
The x-ray streak camérautilized a RbAP (rubidium acid wavelength:

phthalate) crystal to disperse the spectrum onto a fluffy KBr

photocathode with a 30-ps temporal resolution. The spectra U _4)\704_&5
were recorded on Kodak T-max 3200 film. The sweep speed of p, g A D2 v% EI As /\%H
the streak camera was measured using a temporally modulateqi - El_ A_s c_z—v-%
fiducial pulse. The film from both instruments was digitized 1‘1207
using a PDS (Perkin-Elmer Photometric Data Systems) mi-
crodensitometer and corrected for film sensitivity.

+3

The electron temperature was diagnosed using the mea- V2 As A2 T2 _EH
sured line ratios of hydrogen- and helium-like charge states of - —; > ,
Ca and Ti. In the exploding-foil plasmas the ionization time of ¢ 1_12\%

c

the relevant Ca and Ti ions is longer than the interaction time
(~1 ns); therefore, a non-steady-state calculation of the evolu-
tion of the line intensities was required. Using the time- 3 , , , ,
dependent temperature and density predicte®iAfyEfor the (@)
target center (see Fig. 77.5), the evolution of the diagnostic
lines (H, and Heyof Ti and Ca) was calculated with the time-
dependenfFLY atomic physics codé (based on Ref. 15),
which solves the ionic rate equations including ionization,
excitation, and recombination (radiative, collisional, and

2 Experiment

Ratio (Ti H, /Ti Heg)

dielectronic). TheSAGE/FLYpredictions of the Ti and Ca 1L i
Ha:Heg emission line ratios (shaded region) are plotted in

Fig. 77.7 with the measured line ratios (circle symbols). The

shaded region is bounded by EieY predictions for th&AGE

predictedT, and 1.2 times th&AGEpredictedT,. The Ti 0

measurement extends from just below the lower curve at 2 ns 8 ©) : : : :

to just below the upper curve at 3 ns, and the Ca measurement
is closertothe upper curve at all times. Based on this agreement
with SAGE/FLYpredictions for both line ratios, a pegkof

~4 keV is inferred. The opacity of these lines due to self-
absorption was established experimentally to be insignificant:
when the thickness of the microdot was doubled, the measured
intensity doubled. The isoelectronic meth®tbr measuring

the electron temperature was not available due to uncertainty
in the relative amounts of Ti and Ca.

Experiment

Ratio (Ca H /Ca He;)
N

SAG
Te

The peak plasma electron density in the exploding-foil 0 1 2 3 4 5
plasmas was diagnosed using the near-backscattered SRS )
spectrunt In the center of an exploding foil, SRS is an E9493 Time (ns)

absolute instability at the peak of the parabolic profile and

. . Figure 77.7
3
Consequemly has an Intensity threshold efI03 Wi/cn?. A SAGE/FLYpredictions of the Ti and Cag:Hegemission line ratios (shaded

narrow spectral emission was observed with a time-resolvegdgion) together with the measured line ratios (circle symbols). The shaded
spectrograph [see Fig. 77.8(a)]. The observed SRS waveleng#gion is bounded on the lower side by Etey prediction using thEAGE

determined from the 50% intensity point on the long-wavepredictedTe and on the upper side by theY prediction for 1.2 times the
Iength side ofthe narrow peak is compared with the Wave|eng§ﬁGEl'e. Agreement witl BAGE/FL Ypredictions is found for the measured
predicted from &8AGEsimulation in Fig. 77.8(b), using the Tiand Ca line ratios, indicating a pemkof ~4 kev.
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wherevyis the electron thermal velocityis the speed of light, Fig. 77.5(b). From both figures the agreement between experi-
Ao is the wavelength of the incident laser light, dads the  ment and simulation is seen to be close, and the predicted
scattered wavelength. This equation was obtained from thanset of the drop in density around 3.7 ns is observed. The
dispersion relations and phase-matching conditions for all thescillations predicted bB$AGEare associated with the off-axis
waves involved in the SRS. mass converging onto the axis in a geometry with cylindrical
symmetry. In the experiment the azimuthal asymmetries asso-

The experimental wavelength data in Fig. 77.8(b) represeiated with the finite number of beams in each ring are expected
a series of shots with different interaction beam timings. Th&o result in this behavior being averaged out. Both simulation
error bars on the experimental data represent the statistiGaid experiment are consistent with the production of a plasma
variation in the measured wavelength over the compilation afith the peal, staying between 013, and 0.2, for approxi-
shots. The experimental data of Fig. 77.8(b), translated intmately 2 ns.
the inferred electron densities, are shown as an overlay in
Laser—Plasma Interaction Experiments

Signal levels of the direct backscatter of SRS and SBS from
the interaction beam were recorded with the experimental
setup shown in Fig. 77.9. The backscattered SRS and SBS
signals were measured through the focusing lens with a full-
aperture pickoff whose front surface was uncoated and whose
back surface was AR (sol gel) coated for 351 nm. The back-
surface reflectivity in the 400- to 800-nm range lies between
2% and 3% and is close to the reflectivity of the front surface.
This unfortunately degrades the temporal resolution of the
SRS measurements to ~250 ps and lengthens the SRS signals
by the same amount.

800

700 m

600 g

Wavelength (nm)

A small fraction of the backscattered light was directed via
optical fibers to two visible spectrographs, one near 351 nm to
look for SBS and one covering the 400- to 700-nm range to
800 ' I ' look for SRS. Both spectrographs were outfitted with streak

- cameras. The remainder of the backscattered light was mea-
700k Experiment i sured with an unfiltered calorimeter (which does not distin-
¢ guish between SBS and SRS). This calorimeter resolved a
small fraction of a joule of light backscattered from the target.

600

\SAGEprediction The SRS measurement used a 1/3-m Czerny-Turner spec-
500~ ] trograph with 8-nm spectral resolution coupled to a streak
camera. A 20-m, 50im gradient index fiber transmitted the
SRS light from a pickoff at the backscatter station to the
5 3 4 entrance slit of the spectrograph. The broad bandwidth of the
) SRS light necessitated a wavelength-dependent group-veloc-
£9093 Time (ns) ity dispersion correction, which amounted to ~5 ns between
351 nmand 700 nm. This correction was verified by measuring
Figure 77.8 the time delay between the second-order 351-nm signal and a
(a) Measured SRS spectrum of an exploding-foil plasma with the interactioh 00-NM SRS/TPD signal. Any error associated with this cor-
beam timed to start at 2 ns, and (b) measured peak SRS wavelengths compileégtion is estimated to be <50 ps over this spectral range and
from a series of shots with different interaction beam timings compared witgonsequently negligible. It was found that there was no mea-

SAGEpredictions. The vertical lines associated with the experimental curverable contribution to the streaked SRS spectra from the
in (b) represent variations between different shots.
secondary beams.

Wavelength (nm)

400 - ! -
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_____ — Interaction beam
( ~ 1.5% 105 W/cn? Figure 77.9

Experimental setup used to measure the SRS and

SBS transmitted back through the focusing lens.

The calorimeter measured the sum of the SRS

SRS and SBS energies reflected off the pickoff. Sig-

SpectrographStreak nificant SRS reflections were made off each of
camera the pickoff surfaces.

|

Calorimeter/@

SBS
Spectrograp

Streak
camera

E9466

The SBS measurement used a 1-m Czerny-Turner spec- A similar set of streaked spectra is shown in Fig. 77.11 for
trograph with ~0.05-nm spectral resolution, coupled to a streadolid-target plasmas. The signal near0 in all three cases is
camera with ~50-ps temporal resolution. The background lighhterpreted as light reflected from the critical surface with a
level entering this spectrograph was measured with shoBoppler blue shift from the expanding plasma. This is consis-
without the interaction beam. For exploding-foil plasmas theent with theSAGEprediction for the time-dependent absorbed
time-resolved backscatter spectra were dominated by scattengower [Fig. 77.3(b)]. Less signal is seen during the second set
light from the primary and secondary beams, and no SBSf primary beams, as they were incident at greater angles from
feature could be identified. Shots with and without the interacthe collection lens. The feature around 351 nmin Fig. 77.11(b)
tion beam at 1.% 101> W/cn? were barely distinguishable. between 2 and 3 ns corresponds to a 0.1% reflection of the
(This was in contrast to earlier experiments carried out withouhteraction beam from near the critical-density surface. The
a DPP in the interaction beam, where the SBS reflectivityotal energy recorded by the spectrograph was 3.1 J, corre-
exceeded 10%) The energy response of the SBS specsponding to 0.7% of the interaction beam energy, so most of
trograph was estimated using shots taken without the interattte energy was in the scattedeams. The feature after 3 ns
tion beam. In this case there was no scattered light in the SRS Fig. 77.11(c) is from what would, in the absence of the
range, so the energy recorded in the calorimeter correspondiederaction beam, be a rapidly cooling plasma. This plasma,
to the signal in the SBS spectrograph. which still has a critical-density surface, is strongly absorbing

(close to 100% absorption is predicted) and is locally heated

Measured backscatter SBS spectra are presented by the interaction beam. The observed backscatter is consis-
Fig. 77.10 for the exploding-foil plasmas after the peakent with a backscattered SBS energy fraction of 0.2%. Thus,
density has dropped tong5. The time during which NIF no significant SBS was observed in either the exploding-foil
temperatures and scale lengths are achieved extends from Dtosolid-target interaction experiments under NIF direct-
3 ns. Figure 77.10(a) shows the temporal evolution of thdrive conditions.
spectrum near 351 nm when the interaction beam was not fired
and was used to establish the level of background light. The Small amounts of SRS were observed in both types of
interaction beam was fired at 2 ns in Fig. 77.10(b) and at 3 ndlasma. For the exploding-foil plasmas SRS from the electron-
in Fig. 77.10(c). Since there are no significant differenceslensity maximum was used as a density diagnostic (see pre-
between the three images, it is clear that no measurabbeding section). For solid-target plasmas, time-resolved SRS
contribution from the interaction beam to the signal neawas measured through the focusing lens (direct backscatter)
351 nm was observed for either timing. The energy response ahd at 20 from the backscatter direction (Fig. 77.12). Fig-
the spectrograph places an upper limit on the SBS reflectivityres 77.12(a) and 77.12(b) show the temporal evolution of the
of 0.1% for these experiments. SRS backscatter spectra through the lens, with the interaction
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beam fired at 2 ns and 2.5 ns, respectively, with peak intensigghergy in the SRS signal can in principle be estimated. Due to
1.5% 105W/cm?. Both images exhibit broad spectral featuresthe shot-to-shot fluctuations in the signal levels, however, there
coincident in time with the interaction beam and extendings a large uncertainty associated with this subtraction. In
from 420 nm to 540 nm. The weak feature at 700 nm appeaasldition, the final turning mirror has ~100% reflectivity at
to beay/2 light from the two-plasmon decay instability driven 351 nm but a flat ~12% reflectivity between 400 and 700 nm,
by the primary and secondary beams. further reducing the SRS contribution in the calorimeter.
Taking all these factors into account, the residual SRS energy

An upper limit on the backscattered SRS energy can bia the calorimeter is 0 J with an uncertainty of 25 J. The upper
estimated from the calorimetry and the SBS signal. As meriimit of 25 J corresponds to a maximum SRS backscattered
tioned above, the spectral energy response of the SBS speaergy fraction of 5%, but clearly a lower value is more likely.
trograph was determined on shots where the interaction beafm accurate measurement of the SRS fraction will require
was not fired. By subtracting the SBS energy in the spedurther experiments.
trograph from the total energy recorded in the calorimeter, the

Landau damping is very strong in this density—temperature
regime kAp = 0.5 at 570 nm during the high-temperature
portion of the interaction), which suggests that the observed
SRS originates in filaments where Landau damping is
strongly reduced®

NIF conditions

352

351

NIF conditions

350 352
£ 2 351
<
[@)]

E 351 350
(O]
s —_
= 350 E 352
352 2
g 351
2
3
351 = 350
350 352
0 1 2 3 4
_ 351
Eouoa Time (ns)
Figure 77.10 350

Streaked spectra around 351 nm of light backscattered from exploding-foil
plasmas through the interaction-beam focus lens for (a) no interaction beam,
(b) interaction beam at 2 ns, and (c) interaction beam at 3 ns. A multipulse __ Time (ns)

timing fiducial [shown at the top of (a) and (c) with the solid line indicating

its temporal shape] enabled an absolute time origin to be assigned to the

backscattered light. The measured streak records of the four groups of lagégure 77.11

beams are also shown. The horizontal dashed line indicates the unshift8dme as Fig. 77.10 but for the solid targets (partial spheres of 2-mm
laser wavelength. diameter).
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NIF conditions It is possible that some SRS was present just outside the
f/6 cone of the interaction-beam focusing lens; however, this
is unlikely to be significant, based on the lack of SRS at 20
from 2 to 3 ns.

700

600

Combining the backscatter and sidescatter SRS observa-
tions it is reasonable to conclude that the directionality of the
filamentary (low-density) SRS signal is due to the “horn
antenna” effect, which directs the incident 351-nm light into
the filaments and then funnels the backscattered SRS signal
through the same horn to the focusing lens. Within the filament
the SRS signal is guided by the filament as well as by the SRS
gain, while in the region of the horn geometrical optics is
applicable and the backscattered SRS light is guided by the
density structure making up the horn. It is impossible to
determine the exact background density within which the
filaments are created since the SRS wavelength merely reflects
the density within the filaments. It is clear that the 2-D SSD
bandwidth used in this experiment (0.25 THz in the UV) is
insufficient to suppress the filamentation.

500

400

Wavelength (nm)

The density-gradient threshold for Raman scattering (e.qg.,
that given by Krueb) yields| ~ 1.8x 10 W/cn?, and SRS
Time (ns) would be expected to originate within the speckles produced

by the phase plates. During the hot NIF-like plasma phase,

however, Landau damping is strong enough to suppress this
Figure 77.12 SRS completely, while in the cooling phase (pas? ns) SRS
Streaked SRS spectra from solid-target plasmas: (a) and (b) directly ba@@n occur and is seen between 0.1 andhQ.Zhis type of
through the lens, with SSD on (0.25-THz UV bandwidth), and (c)’at2be ~ Raman scattering (without filamentation) is still preferentially
lens with SSD off. The interaction beam was timed at 2 ns in (a) and at 2.5 girected in the backward direction, but it is much less colli-
in (b) and (c). The temporal shape of the interaction beam is shown as ?'Hated, which thus allows its observation through the lens as

lay i d (b). The t t flati d (b) and tial sph . .
over ay'n.(a) an (.) e targets were flat n (a) and (b) and a partial sp “Well as at 20 away from the backscatter direction.
of 2-mm diameter in (c).

E9496

Conclusion
Long-scale-length plasmas, with parameters relevant to the
peak of direct-drive NIF laser pulses, have been produced and
A time-resolved sidescattered SRS spectrum from a solicharacterized on the OMEGA laser system. Temperatures of
target, at 20from the interaction beam direction (the normal~4 keV and densities of ~0.2. have been measured in
to the original target surface), is shown in Fig. 77.12(c) with thegreement with hydrocode predictions and are consistent with
interaction beam fired at 2.5 ns. No SRS is observed idensity scale lengths of ~0.5 to 1.0 mm. Experiments have
sidescattering during the hot NIF-like plasma phase betweeshown that these plasmas have an SBS reflectivity of less than
t =2 and 3 ns, but sidescattering sets in abruptly when tH&1% and an SRS reflectivity of less than ~5%, even when the
secondary beams turn off at 3 ns. At this time the back- interaction beam intensity is 15105 W/cn?, eight times
ground plasma cools down, although this alone may not exxigher than the NIF cluster intensity. The measured
plain the abrupt onset of sidescattering. The sidescatter SR@ckscattered SRS signals are believed to originate in fila-
appears at longer wavelengths (i.e., higher densities) than theents ah, < 0.1n., as otherwise they would be suppressed by
filamentary SRS seen in backscattering between 2 and 3 rthe strong Landau damping that occurs at the measured tem-
This is consistent with the onset of SRS at longer wavelengthmeratures. The threshold intensity for SRS was not deter-
in direct backscattering at 3 ns [Fig. 77.12(b)]. mined since experiments were not performed with a lower-
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intensity interaction beam. The calculated SRS and SBS inten-6. B. J. MacGowaet al, Phys. Plasma3 2029 (1996).
sity thresholds were comparable to the intensity of the interac-_, . o Boehly, D. L. Brown, R. S. Craxton, R. L. Keck, J. P. Knauer,

tion beam at 1.5¢ 10> W/cn?; however, only SRS was J. H. Kelly, T. J. Kessler, S. A. Kumpan, S. J. Loucks, S. A. Letzring,

observed in the experiment. F. J. Marshall, R. L. McCrory, S. F. B. Morse, W. Seka, J. M. Soures,
and C. P. Verdon, Opt. CommutB83 495 (1997).

On the basis of fchese experiments it is concluded that SRS Lin, T. J. Kessler, and G. N. Lawrence, Opt. L21.1703 (1996).
and SBS are not likely to present a problem for the coronal
plasmas at the peak of the NIF direct-drive laser pulse. Futured- R.S. Craxton and R. L. McCrory, J. Appl. Pf§8. 108 (1984).
gxperlments on QMEGA will vary the mtens'.ty of th?_lnterac' 10. M. C. Richardson, P. W. McKenty, F. J. Marshall, C. P. Verdon, J. M.
tion beam and will address the parametric instabilities of the  soures, R. L. McCrory, O. Barnouin, R. S. Craxton, J. Delettrez, R. L.

coronal plasmas in the foot and transition regions of the NIF  Hutchison, P.A. Jaanimagi, R. Keck, T. Kessler, H. Kim, S. A. Letzring,

. Ari D. M. Roback, W. Seka, S. Skupsky, B. Yaakobi, S. M. Lane, and
direct-drive laser pulse. S. Prussin, inLaser Interaction and Related Plasma Phenomena
edited by H. Hora and G. H. Miley (Plenum Publishing, New York,
ACKNOWLEDGMENT 1986), Vol. 7, pp. 421-448.
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Irradiation Uniformity for High-Compression
Laser-Fusion Experiments

Various techniques are being used to achieve the high irradid-is expected that the levels of uniformity required for high-
tion uniformity required for direct-drive, laser-fusion experi- compression experiments on OMEGA will be achieved. The
ments on the OMEGA laser system. These techniques arms nonuniformity will drop below 1% after a smoothing time
directly applicable to the National Ignition Facility (NIF) of ~250 ps. These same uniformity techniques are directly
being built at the Lawrence Livermore National Laboratory.applicable to the NIF and will result in even higher levels
The combination of two-dimensional smoothing by spectrabf uniformity because of the larger number of beams (192
dispersion (SSD¥;3 distributed phase plates (DPP*s)po-  versus 60).
larization smoothing (DPR'$),/ and beam overlap should
be sufficient to reach the rms level of 1% or less when the With the angular divergence of the beam that will be
laser intensity has been averaged over a few hundred picosachieved on OMEGA during 1999, all spatial wavelengths of
onds. Of these, SSD is the dominant mechanism for reducimgnuniformity of concern for ICF will be smoothed. The
the nonuniformity. longest wavelength of nonuniformity that can be smoothed
by SSD and polarization smoothing can be estimated in the
The SSD beam-smoothing technique produces uniforrfollowing way: Both SSD and DPR’s smooth nonuniformities
laser beams in a time-averaged sense. The level of uniformiby shifting the speckle pattern produced by a phase plate. Two
that can be achieved is determined by two factors: bandwidttverlapped speckle patterns that have been shifted by a dis-
and spectral dispersion. The amount of bandwidth determingéanceSwill exactly smooth a nonuniformity of spatial wave-
the rate of smoothing, and the amount of spectral dispersidangth 2 The maximum speckle shiftis given By, = FAS,
determines the level of uniformity that can be achieved (as welVhere F is the focal length and@ is the beam angular
as the longest spatial wavelength of nonuniformity that can baivergence; thus, SSD can smooth spherical harmonic modes
smoothed). Frequency-tripled glass lasers (such as OMEG# nonuniformity down tofy = ZTR/(ZSnaX), whereR is
and the NIF) place constraints on both bandwidth and spectréie target radius. Using OMEGA parameters180 cmR =
dispersion. Until recently, high-efficiency frequency tripling 500 um, andA8 = 90 urad, we have ., ~ 10, which is well
of laser light was limited to a bandwidth of 3 A to 4 A in the IR.below the modes of concern for seeding hydrodynamic insta-
Recent calculations and experimérthave shown that this bilities. For the NIF, the same angular divergence will produce
bandwidth can be increased by a factor of 3 to 4 by using essentially the same value/gf;;since both the focal length and
second tripling crystal, resulting in ~1 THz in the UV, with athe target radius will be 3.5 to 4 times larger than for OMEGA.
~70% tripling efficiency. Second triplers will be installed on
OMEGA during 1999. The mathematical formalism describing 2-D SSD is pre-
sented in Ref. 2. We can use the approximate asymptotic
The spectral dispersion of the bandwidth on OMEGA hagxpression for the SSD reduction factor [Eq. (20) in Ref. 2]
been limited by the laser spatial-filter pinholes to an angulaio confirm the above estimates for the longest wavelength
spread of ~5@irad (relative to the output of the system). Thisof nonuniformity that can be smoothed by SSD. First, this
will be increased on OMEGA during 1999 to accommodateequation is modified to include the contribution of polariza-
asymmetric SSD dispersion, with 1@ad in one direction tion smoothing as follows: Let the polarization dispersion
and 50urad in the other. Polarization smoothing will provide be in they direction, withA, the spatial separation between
an additional 5Qurad, resulting in a total angular spread ofando rays in the target plane. Then the superpasition of the
100 urad in each directio®? With these laser modifications, ando intensities is%Tl (x,y+Ap/2) + I(x,y—Ap/Z)]. For the
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asymptotically smoothed intensity, the SSD reduction factoof ¢ for whichR is zero in they direction, namely = 20. Of

P s course there is still some smoothing below?20.
]
R}O = 30(6515”‘%kiAl)xJo(65255n%ij2) The smoothing of long-wavelength nonuniformities can
L be seen in the full time-dependent calculation shown in
XCOS(§ ijp) (1) Fig. 77.13. Shown is the calculated rms nonuniformity for 60

overlapping beams on a spherical target (using the OMEGA
for spatial modes(ki,kj) in the &, y) directions. The factor irradiation geometry). The nonuniformity for each individual
60, »is the number of spectral modes for each direction of SSbeam was calculated from the time-dependent SSD equations
(after frequency tripling), and , is the separation of the inRef. 2, and the result was projected onto the sphere. The first
modes. The first zero of the first Bessel function will determinémage shows how the nonuniformity spectrum has decreased
the longest wavelength for which there is substantial smootlafter 500 ps of smoothing for 500 modes, with 1 THz of
ing in thex direction. Expanding the “sin” function for small bandwidth. [Plotted is the rms nonuniformdyof the spheri-
k and using§ =60;A; as the maximum spectral shift, the cal harmonic mode/, defined such that the total rms
argument of the Bessel function becom%aésl/R, where/ nonuniformity is Za(2 ]/2]. The second image shows the
is the effective spherical harmonic mode numbier K x R). spectrum for the first 50 modes, which is a region of particular
This gives/q, = 15, WhereJO(%fcut Sl/R) =0, which is a concern for direct-drive laser fusion.
little higher than the rough estimate above.

We first note that even without SSD, the nonuniformity in
In the perpendicular direction, there is smoothing from botfthe very low-order moded € 11 to 30) is very small, 1%.
the spectral dispersion and the polarization spread. For thdter 500 ps of smoothing, this has been reduced to 0.15%.
strategy being implemented on OMEGA, the spectral angule&Bmoothing is occurring for modes that are about a factor of 2
spread in this direction is half the spread in the other directiolower than indicated in the results of Rothenb&Fhe reason
S :%S_) in order to keep the laser pinholes as small ass that this calculation has used twice the angular divergence
possible. The total speckle shiftin this direction is then doubledf Rothenberg; he limited the angular spread of the beam to be
by means of the polarization shift fé, = S,. With these 50 prad. We have increased the spread to iG@ in one
parameters, the “cos” term in Eq. (1) gives the lowest valudirection and doubled the 5@ad spread in the second direc-

/ =1-500 ¢ =1-50
10° 0.25 —_—
2 2 i}
E £
o o i
E 101 = At =500 ps
=] >S5
5 At =500 ps 5
[ s
2] (%))
E E
102+ L 0.00
0 250 500 0 25 50
Spherical harmonic modé)( Spherical harmonic modé)(

TC4908

Figure 77.13

The reduction in nonuniformity produced by SSD on OMEGA when the intensity is averaged over 500 ps, for a bandwidth of & Tdtal amgular spread
of 100urad. The IR bandwidths for the two modulators are 2.1 A and 10.2 A with modulation frequencies of 8.8 GHz and 10.4 GHz.
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tion by means of the polarization wedge. This is consistent_ 0.10
with the above analysis showing that when the total speckleS
shift is about 15% of the target diameter, modes bélew5 2 0.08
are smoothed. These calculations have included the effect thaE

. ) "5 0.06
the envelope, as well as the speckle, is shifted. The smoothm%
effect is more dramatic for higher-order modes;/fer31 to

500 the nonuniformity is reduced from 13% to 0.6% rms.

One color cycle
(3 and 3.3 GHz)]

T\ Three color cycles .
(3 and 10 GHz)

0.04

0.02

rms nonu

The second image in Fig. 77.13 shows details of the long- 0.00 T
wavelength nonuniformity structure after 500 ps of smoothing ) 100 200 300 400 500
(note that the vertical scale has changed). Itis now more clearly
seen that modes down#e 11 have been smoothed. The spike ggzs0
at¢ =10 as well as the additional nonuniformity at loweés
the result of how the 60 beams overlap on the spherical targefgyre 77.14
itis not the result of structure on an individual beam. This fornBy increasing the number of color cycles, long wavelengths of nonuniformity
of nonuniformity can be reduced by a careful choice of thean be reduced at a faster rate. The nonuniformity spectrum with 0.3 THz of
radial beam profile that is generated by the phase plate. Thdghdwidth and 250 ps of smoothing time is compared for one and three color

calculations have used the fnarofile that is generated b cycles. The bandwidths in both cases werexBR. For one color cycle the
T 9 y modulation frequencies were 3 and 3.3 GHz. For three color cycles (in one

square phase-plate elements (and modified by SSD)' with trElﬁection) the 3.3-GHz modulator was replaced by a 10-GHz modulator.
target boundary near the 5% intensity contour.

Spherical harmonic mode number

The discussion after Eq. (1) shows that the asymptotic levalbove/ = 300. Itis believed that this shift in the nonuniformity
of smoothing reached by SSD in the low-order modes dependpectrum is beneficial, as modes below200 are considered
only on the size of the speckle deflectidBsS,, andA,,. (This  to be the most dangerous. After about 1 ns of smoothing time,
is valid over the range of wavelengths for which the “sin”’however, both examples show about the same asymptotic level
functions in that equation can be expanded to first order.) Thaf nonuniformity for the long wavelengths.
amount of time required to reach this level can be decreased,
however, by increasing the number of color cyéfesThis Finally, in Fig. 77.15 we compare the effects of the different
occurs because the longer wavelengths of nonuniformity aienprovements in uniformity that are planned for OMEGA
produced by interference between phase-plate elements tltatring 1999. The current SSD configuration consists of IR
are relatively close together. By increasing the number of coldrandwidths of 1.25 1.75 A with electro-optic (EO) mod-
cycles, the relative phase between close phase-plate elemeulstors of 3 and 3.3 GHz. The spectral divergence is less than
varies more rapidly, and faster smoothing occurs. This is &0 urad. A small number of polarization wedges are available
the expense, however, of reduced smoothing for very shofor planar experiments. A full set of 60 wedges will be installed
wavelengths of nonuniformity (higt) produced by interfer- during 1999 for spherical experiments. At the same time, the
ence between more-distant phase-plate elements. bandwidth will be increased to 1:63.0 A with the resulting

spectral/polarization dispersion being ~108d in each direc-

One example of the effect of three color cycles comparetion. During the latter half of the year, one of the EO modula-
to one cycle is shown in Fig. 77.14. This corresponds to an iters will be replaced by a 10-GHz modulator and the IR
termediate case that might be examined on OMEGA beforieandwidth increased to ~12 A, resulting in a UV bandwidth of
the implementation of 1 THz of bandwidth. Both cases in-1 THz.

Fig. 77.14 correspond to a bandwidth of 0.3 THz with one

color cycle and a polarization wedge in one of the directions. The improvements in irradiation nonuniformity planned
In the second direction, one case has one color cycle and tfeg the OMEGA laser during 1999 will reduce the rms non-
other has three, produced by a threefold increase in modulatiomiformity to less than 1% when the intensity is averaged over
frequency. The results are given after 250 ps of smoothin@00 ps. The total nonuniformity in the long-wavelength non-
(The total nonuniformity is about 1.7% rms.) For three colouniformities (spherical harmonic modes 11 to 30) can be
cycles, the nonuniformity in modes 50 to 200 has been reducadhoothed to levels below 0.15%. This is being accomplished
by about 50%, at the expense of some increased nonuniformiby the addition of three new features to the laser: (1) Second
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The rms nonuniformity as a function of time for the current SSD configurationThe rms nonuniformity as a function of time for the NIF and for OMEGA,
on OMEGA and the upgrades planned for 1999, including the effect oAssuming 1-THz bandwidth and polarization smoothing. All spherical har-
multiple-beam overlap on a spherical target in the 60-beam geometrynonic modes between 5 and 500 are included.

Spherical harmonic modes up to= 500 have been considered with no
additional smoothing assumed in the plasma atmosphere around the target.
The top curve shows the current level of irradiation uniformity. The middle

curve corresponds to a higher bandwidth in one direction and the inclusion 6MEGA uniformity is shown in Fig 77.16. Itis expected that
polarization smoothing. The bottom curve is the result for 1 THz of UV T

bandwidth and polarization smoothing. this smoothlng rate Qnd _the_ .Ievel of gnlform|ty should be
adequate for direct-drive ignition experiments.

triplers will allow the high-efficiency tripling of 3to 4 times the AcKNOWLEDGMENT

current bandwidth. This will decrease the smoothing time by This work was supported by the U.S. Department of Energy Office of

the same factor. (2) Polarization wedges added to all 60 beannsrtial Confinement Fusion under Cooperative Agreement No. DE-FC03-

will instantaneous|y reduce nonuniformity b@ and double 92SF19460, the University of Rochester, and the New York State Energy

the maximum shift of speckle patterns on the target. (3) Aﬁ{esearch and Development Authority. The support of DOE does not consti-

. . . . . tute an endorsement by DOE of the views expressed in this article.

increase in laser-pinhole size will double the allowed spectralll

spread in one direction from p@ad to 10Qurad. (The angular

spread in the perpendicular direction will remainéfd.) The L s Skunsk RAW. Short. T Kessler R S. S Lot .
H : - . . . UPSKY, K. V. ort, T. Kessler, R. S. Craxton, S. Letzring, an

combined effect of the polarization spread and the increased™ " Sgurgs, 3. Anpl. Phyak, 3456 (1969). 9

spectral spread will be a factor-of-2 reduction in the largest

spherical harmonic mode of nonuniformity that can be 2. Laboratory for Laser Energetics LLE Revié@ 1, NTIS document

smoothed, and a reduction in the asymptotic value of non- ~ NO- DOE/SF/19460-152 (1996). Copies may be obtained from the
. . National Technical Information Service, Springfield, VA 22161,

umform'ty by almost the same factor. S. Skupsky and R. S. Craxton, “Irradiation Uniformity for High-

Compression Laser Fusion Experiments,” to be published in Physics of

These uniformity improvements are directly applicable to Plasmas.
the NIF. As with OMEGA, the current pinhole specification 5
for the NIF limits the angular spread of the beam touz@.

The NIF optical design should be examined to determine if the 4. T. J. Kessler, Y. Lin, J. J. Armstrong, and B. Velazqued,aser
pinhole can be opened further for direct-drive experiments as gg&ifgig ? O;trzgslleecrhz‘s‘);?gY ggﬁngﬂzhnff‘w:d'ltgggyvzi Ié?O,
is being done on OMEGA. Using essentially the same SSD |, o5

configuration as OMEGA, including polarization smoothing

and dual-tripler frequency conversion, even higher uniformity - Y-Lin. T.J. Kessler, and G. N. Lawrence, Opt. L211.1703 (1996).
will be achievable on the NIF due to the larger number of 6. Y.Kato,unpublished notes (1984); K. Tsubakinstt,, Opt. Commun.
beams (192 versus 60). A comparison between NIF and 91, 9 (1992); K. Tsubakimotet al, Opt. Commun103, 185 (1993).
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A Novel Charged-Particle Diagnostic foroR in Compressed
ICF Targets

Areal density—the product of density and thickness of specifid he identity of each particle is then established by comparing
ions (PR) in ICF targets—is an important measure of compresthe track diameters with known stopping powers of various
sion that enables a comparison of ICF implosions with simuparticles at that momentum. In this manner, areal densities can
lation. In particular, this quantity influences several cruciahow be measured not only through the knock-on deuteron
aspects of an igniting target: the degree of self-heating in thdiagnostic but also through diagnostics involving other charged
target, its fractional burn, and gdin. particles such as the knock-on protons.

Several methods involving nuclear reaction products have The knock-on proton diagnostic is somewhat similar to the
been employed to deduce this quantity in ICF implosfofis. knock-on deuteron diagnostic. The number of these particles is
In this article, we will discuss the use of knock-on particleonce again proportional to the areal density of the layer in
(deuterons and protons) that have been elastically scatterethich they are produced (such as the plastic shell). The
from the 14-MeV primary DT fusion neutrons. Both knock-onspectrum of these particles, however, is significantly different
deuterondand protonshave been discussed previously in thefrom the deuterons, and a different analysis must be used to
literature. The knock-on deuteron diagnostic has been uséaterpretthe measurement. In earlier work, a somewhat model-
extensively to provide a measureait2 The number of these dependent technique to interpret the proton signal was pre-
knock-on particles can provide information on the areal densisented* A more model-independent analysis of the proton
ties of the layer in which they are produced, and the energy lospectrum can be devised that relies on the number of knock-on
of these particles as they propagate out of the target wilirotons in a suitably defined energy range and is equally
provide additional information abogiRalong the propagation applicable to current experiments. Details of this analysis will
path. The deuteron diagnostic can provide information aboute presented elsewhefe.
the compressed target in a relatively model-independent way
for values of targebR up to ~100 mg/crh For higher values Here we present a novel knock-on deuteron—based diagnos-
of pR, the knock-on spectrum is significantly distorted andtic that will simultaneously diagnose three regions of a com-
becomes very dependent on temperature within the target. pressed target consisting of DT gas enclosed in a CH shell over-

coated by CD. This diagnostic is primarily based on measuring

Maximum information from the knock-on diagnostics isthe knock-on deuteron spectrum and relies on knock-on pro-
obtained using detailed information about the shape and matpns for an independent measurement of the areal density of the
nitude of the knock-on spectrum. Until recently, the techniquelastic layers. Self-consistency would then dictate a favorable
used to detect the knock-on deuterons has involved the courmbmparison between the values of the areal density of the CH
ing of tracks satisfying selective criteria in stacked tracKkayer inferred using the deuterons and protons.
detectors, consequently providing only gross information about
the particle spectrum. This lack of spectral information has In a direct-drive ICF target implosion, degradation in target
limited the use of knock-on ions as a diagnostic. With thg@erformance is believed to occur primarily through Rayleigh—
deployment of the new charged-particle spectrorfi¢@®S),  Taylor instability® which is seeded by either target imperfec-
detailed spectral information of charged reaction productions or laser nonuniformity. This instability, occurring at the
from the imploding target can now be obtained, enabling ablation surface, can then feed through to the rear surface of
more detailed analysis of conditions in the target using ththe shell (or the fuel-pusher interface) during the acceleration
knock-on particles. Using a 7.5-kG magnet, the CPS caphase of the instability. During the deceleration phase, these
momentum-select incident charged particles, which are thettistortions at the fuel-pusher interface can grow, resulting in a
impinged onto a detector plane consisting of track detectormixing of the fuel and the pusher. The knock-on particle spec-
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trum carries information about conditions in the target duringparticle of interestny, the average distance that the neutron
this latter phase of the implosion. This is when core temperdraverses in the targeRy), and is given by

tures and densities are high enough to initiate the fusion

process and to produce the. knock-on |qns. Th.e mixing .of t.h.e Nk =ng(R) o Y, (1)

fuel and the shell at these times in the implosion can signifi-

cantly modify the neutron production rate relative to one-

dimensional (1-D) simulations and consequently the productiowhere the subscript indicates the type of knock-on particle
of the knock-on ions and their spectra. Current diagnostics aandoy is the corresponding cross section for elastic scattering
the mixing of various layers in the target use x-ray spectrof0.64b for deuterons and 0.69b for protons). Using the relation
scopic signatures from various dopants in the t&Jech-  between the ion number density and the mass density, this can
nigues based on nuclear particles would provide an independéy rewritten for the number of knock-on deuterons produced in
assessment of hydrodynamic mix in the target and could proleguimolar DT as

conditions in the target that are not easily accessible by x-ray

spectroscopy. In addition, the knock-on deuteron diagnostic Np = 7.7x1072Y (pR} cm?/gm, (2)
when used in conjunction with other diagnostic tools such as

the neutron temporal diagnostic (NFO{which can measure where(pR), the areal density, is given by

the thermonuclear burn history of a target in an experiment)

may serve to probe conditions in the compressed target at the R
onset of significant mix due to hydrodynamic instabilities. (PR)= [pdr. 3)
0

In the sections that follow, we discuss (1) the knock-on
particles from a typical target consisting of only two regions:The ratio of the number of knock-on deuterons to the number
DT fuel and a plastic (CH) shell. Knock-on deuterons (anaf 14.1-MeV DT primary neutrons provides a measure of the
tritons) are produced in the fuel, and knock-on protons arkiel’s areal density. We note that knock-on tritons can also be
produced in the CH shell. (2) We then discuss specifically thproduced in a similar elastic-scattering process with the ener-
knock-on diagnostic in the context of the elastically scatteredetic DT neutrons.
deuterons and protons. (3) A generalization of this technique
infers pRin three regions of the compressed target, using the
detailed shape of the deuteron spectrum. The target involved Energy loss Knock-on

has three layers: DT, CH and, CD. Knock-on deuterons are proton

produced in both the DT and CD layers with two well-defined

high-energy peaks in the spectrum, separated by an energy Elastically

determined by the areal density of the intermediate plastic scattered

layer. Using the result from simulation as an example, we neutron

demonstrate the procedure for deducingdgReof the three

layers from this spectrum. (4) We discuss how hydrodynamic

instabilities could modify the measured knock-on deuteron gnock-or} )

spectrum and examine the validity of our analysis for these euteron/triton

modified spectra. Finally, we mention briefly how we might Energy loss

compare our inferred results from experimental measurements

to simulation. )

Elastically

) ) scattered

Knock-on lons as a Diagnostic fopR neutron

The knock-on diagnostic relies on the elastic scattering of <

various ions (deuterons and protons) in the target from the
14.1-MeV primary DT neutrons (Fig. 77.17). The number of -
such elastically scattered particlb, is then proportional to 7'9ure 77.17

. . Knock-on process.
the number of primary neutrong,the number density for the
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Knock-on protons may be produced by the addition of
hydrogen to the fuel or from the protons in the plastic, if the
target is prepared with a plastic shell. For knock-on protons
produced from the plastic (CH) layer, Eq. (1) for the number of
elastically scattered protons can be rewritten as

Knock-on

deuterons N
Again, the ratio of the number of elastically scattered protons
to the number of DT neutrons is proportional to the areal | .
density of the plastic layer. 0 2 4 6 8 10 12
Energy (MeV)

Np =3.2x1072 Y (pR) cm?/gm. (4)

(relative units)

Knock-on spectrum

In an experiment, however, it is not possible to detect all resszt

the knock-on particles produced. The CPS has a finite solid
angle and therefore samples only a fraction of the knock-orfdgure 7718 _

- . . Schematic spectra of the knock-on particles.
produced. Therefore, an assumption about isotropy in knock=
on production is required to infer the total number of knock-

on particles produced. (Deviations from isotropy can balent inference of the total number of knock-on deuterons
checked because there are two CPS’s that view the target frggroduced [and hence tpR of the fuel, pR);, through Eqg. (2)].

different directions).

In addition to the fuel areal density, the knock-on deuteron
The more challenging aspect of inferring the number ofpectrum can also provide a measure of the sip&l'&nock-

knock-ons produced relates to the spectrum of these particlesis produced in the target slow down (primarily through
The knock-on spectrum is produced over a continuum ofnergy loss in the shell), and as a result the spectrum is
energies extending over several MeV (knock-on deuterondownshifted from its usual maximum of 12.5 MeV. Fig-
occur up to 12.5 MeV, while the proton spectrum extends up tore 77.19(a) shows the spectra due to different areal densities
14.1 MeV) due to different neutron-impact parameters. Thef the shell, fR)cp, calculated using a straight-line transport
entire spectrum cannot be measured because the very loafthe knock-on deuterons. The continuous energy loss of these
energy knock-ons can be stopped in the target or in the filter tharged ions is modeled using Ref. 11. The slowing down of
front of the CPS. Also, the very high density of backgroundhe deuterons can be characterized by the end point of the
tracks at lower energies makes the measurement of the entggectrum (defined as the higher of the two energies of the half-
spectrum challenging. As a result, these diagnostics rely on tleaximum of the peak). As Fig. 77.19(b) indicates, this end
identification of specific features of the knock-on spectra t@oint is proportional to the areal density of the shell, and this
deduce the total number of ions produced and hence the aréedture can be used to deduce this quantity in experiment.
density of the layer of interest.

An important feature of the knock-on deuteron diagnostic
1. Knock-on Deuterons that enables a relatively model-independent measure of the

Even though the entire knock-on deuteron spectrum cannehell’s pR is the temperature insensitivity of the high-energy

be measured, the number of knock-ons produced can Ipeak of the deuteron spectrum. Figure 77.20 shows the deu-
reliably deduced using the high-energy region of the spectrurteron spectra for two different shelR values at two different
The anisotropic differential cross section for elastic scatterintypical electron temperatures (the temperatures are typical of
results in a clearly identifiable peak in the spectrum (showthe shell in 1-D simulations of the implosions). Energy loss at
schematically in Fig. 77.18). The number of deuterons undehese typical densities and temperatures in imploding ICF
this peak is about 16% of the total nhumber of deuterontargetsis dominated by losses to electrons (the electron density
produced in the scattering process and is relatively indeperis related to the ion density and consequently the areal density
dent of any distortion of the spectrum that may occur due to thaf the material through its degree of ionization). Knock-on
slowing down of the deuterons in the target for a large range deuterons with energies greater than about 7 MeV typically
areal densities. This useful feature allows a model-indepettave much higher velocities than electrons at the typical
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%: 12‘& e (b) 7 Thge deuteron spectrum is relatively insensitive to temperatures in the cold
g 11+ \.\ i portions of the target.
> \
2 10r Ne ]
% 9l \\ i Detailed knock-on spectra have been recently measured
= . N experimentally using the CPS. These preliminary spectra show
S 81 ~ ] good agreement with those obtained from simulations of
'g 4 - ~ - T implosions. Inthe next section, we consider a generalization of
L 6L . | the knock-on deuteron diagnostic that will enable more de-
5 . . . . . tailed information about the compressed target.
0 20 40 60 80 100 120
“Three-Layer” Targets
Tcanr (PR)cH (mg/cn?) This extension of the deuteron diagnostic uses a target
comprising three layers (shown in Fig. 77.21): an inner DT (or
Figure 77.19 a DT+3He) fuel region, a plastic (CH) shell, and an ablator

(a) The slowing down of the knock-on deuteron spectrum for different areaQCD)' This target is different from those considered previously,
dens?ties of the shell pR)ch. (b) End-point energy of the spectrum as a where only two Iayers (DT and CH) were present. Its charac-
function of the shell areal density. .. . . .

teristics and dimensions are commensurate with targets surro-

gate to future cryogenic targets designed for the OMEGA
temperatures in the cold plastic (~0.5 keV). In this limit, thdaser!2 and the diagnostic design permits some flexibility in
energy loss is independent of the electron’s temperature anddach layer’s thickness while retaining its equivalence to cur-
thus dependent only on the shepR. As Fig. 77.19(a) indi- rently used surrogate targets.
cates, forpR = 60 mg/cnt, the deuterons are slowed to less
than 7 MeV. This value @dR suggests a limit on the maximum  Several energetic nuclear particles, shown schematically in
value of the shell’'s areal density that can be deduced indepélfig. 77.21, can be used to diagnose areal densities. Knock-on
dent of temperature considerations in the shell. On the othgrotons are produced in the plastic, and the areal density of the
hand, the knock-on tritons, being more massive, show a greatgastic layer can be deduced from the ratio of the number of
sensitivity to both the temperature and g of the shell, protons produced to the number of primary neutrons. The
limiting the range of temperatures and areal densities oveddition of3He to the DT fuel is optional. The presence of
which conditions in the target can be inferred reliably fromPHe in the target, however, provides another independent
their spectrum. However, the triton spectrum can be used asreeasure of areal density; the energy loss of the energetic
self-consistency check on target conditions that have bee.7-MeV proton from the BHe reaction is proportional to
measured by other diagnostics. the total areal density of the tardet.
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Knock-on deuterons are produced in both the fuel and thetep using the simulated density and temperature profiles while
CD layer. The deuterons produced in the fuel lose energy ascounting for their energy loss. The relevant features are the
they traverse the target, causing the high-energy peak to shifto high-energy peaks in the spectrum arising from the indi-
downward. The spectrum of deuterons from the CD layer, onidual contributions of the fuel and CD layers (shown as
the other hand, has its maximum energy at the nascent valuedzfshed lines in Fig. 77.22). The area under the higher-energy
12.5 MeV. The complete simulated spectrum for a target witpeak is primarily a measure of the areal density of the CD layer,
a combined ablator and shell thickness gfi@0(5um CHand  (oR)cp, Whereas the peak at the lower energy has contributions
15um CD) is shown in Fig. 77.22. The target is driven with afrom both the fuel and the CD shell. The separation of the two
1-ns square pulse, which has been chosen arbitrarily. Threaks provides a measure of the areal density of the plastic
spectrum is produced from a 1-D simulation of the implosiorayer, ER)cy. We note that for the typical electron tempera-
using the hydrodynamic codé¢LAC!3 and a post-processor tures in the cold shell and ablator, the energy range spanned by
that transports the knock-ons in straight lines for every timéhe peaks of such a deuteron spectrum is fairly temperature

insensitive. This temperature independence will be exploited
1.6 , , , , , , later to deduce the areal densities of the three regions of the
target from the data.

5
o 14
8 y
2 124 7 The areal densities of the three layers can be deduced nearly
E'E 1.0 model independently using the scheme outlined previously, if
% 3 08 the peaks are well separated. We first consider the areal density
g -% Tk of the plastic layer. For the spectrum shown in Fig. 77.23(a)
S © 0.6 (a solid line) the separation of the two high-energy peaks is
% ~ 04 about 3 MeV. The areal density of the plastic resulting in this
Q 0.2 \ separation should correspond to that value that results in a
b4 downshift of the end-point energy by the same amount. From
0-00 5 4 6 8 10 12 Fig. 77.19(b), this separation corresponds to an areal density of
about 40 mg/crhto be compared with the value of 35 mgfcm
TCA845 Energy (MeV) in the simulation. Next, to deduce the areal density of the CD
layer, we calculate the total number of deuterons in the high-
Figure 77.22 energy peak. This value is a known fraction of the total number

Simulated knock-on deuteron spectrum from a three-layer target Withof deuterons produced since this pOI‘tiOI’I of the spectrum is
contributions from the individual layers.
y unaffected by the presence of deuterons from the fuel. For the
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- X104 layer depends on the slowing down of the deuterons and the
2 40 . . . . . . geometry of the paths through the target. An upper limit for
§ @ LILAC “data” (pR); can be obtained by assuming that all the deuterons
E 30 under this peak are produced in the fuel. In this case, the
e~ —— Spectra within inferred areal density of the fuel using Eq. (2) is 23.6 mg/cm
& 20% of least- to be compared with the simulation value of 17.0 mglcm
g 2.0+ squares minimum -
% This uncertainty in the value of the inferred fuel areal
o : density can be mitigated through a different analysis of the
© 10R 7 knock-on deuteron spectrum. We consider deuteron spectra
é from a model where each layer is approximated by a constant
2 00 density and temperature (an ice-block model). The density and
' 14 the thickness of each layer are chosen by requiring a fixed mass
Energy (MeV) for each layer (known from the specifications of the target
being modeled) and a chosaR We note once again that since
b T T T . . .
36 (b) (oR)cp = 43 mglcd - the d.e.uteron spectrgm is mgensmye for the ranges of. areal
I _ ] densities expected in such implosions, temperatures in the
= (pR)cH = 36 mg/crd _ . L .
—~ 34 _ . colder plastic and CD can be ignored in this analysis. The
& I 222 (pPR)cH = 40 mg/cm | . .
S choice of fuel temperature, however, cannot be made arbi-
S 32F m Least-squares . S .
g | ® Simulation | trarily since the deuterons may lose some energy in the hot fuel.
o 30f i In this example, we choose the fuel temperature at peak
ﬁ‘?) : neutron rate in the simulation as the relevant fuel temperature.
g 281 _ 7 In deducing areal densities from the experimentally measured
~ 26 i %0 ] spectrum, the temperature obtained experimentally from the
I width of the DT neutron spectrdth(measured through time-
24 - . of-flight techniques) should be used in the model.
I I I
14 15 16 o 18 In this manner we construct a static representation of the
TCA4847 (PR)pT (Mg/cn?)

target and fit the spectra from such a model by varying the areal
densities of each layer. While the ice-block model is not

Figure 77.23 expected to accurately describe the primary complexities of an
(a) Comparison of test (simulated) spectrum (solid line) showing spectrurrmpmding target such as the spatial and time-dependent varia-

from best-fit model (dashed line). (b) Areal densities for the three layers theft - . i
. . o ion of densities and temperatures, the spatial localization of
result in spectra whose difference squared is within 20% of the least-squares

value. Each shaded region represents the set of areal densities of the fuel LQigptron sources in the target, and the geometry of the knock-
CD layer satisfying the 20% criterion, for a fixed value of the areal density 0PN trajectories through the target, it should provide a reason-
the CH layer. able time and spatially averaged representation of the target
relevant to the knock-on spectrum.
spectrum (solid line) in Fig. 77.23(a), this is the number of
deuterons above 10.25 MeV, and again, from the spectra in To test our scheme for deducing the areal densities, we
Fig. 77.19(a) this corresponds to about 12% of the total knoclconsider again the simulated spectrum shown as a solid line in
on deuterons produced. Using this fraction for the number dfig. 77.23(a). Using the model described above, we vapRhe
deuterons in the peak and a formula for CD [similar to Eq. (2)]of the three layers to minimize the least-squares difference
we obtain a value of 26.5 mg/énior the CD layer that between the spectrum from the model and the data. The energy
compares favorably with the value of 25.6 mgfcim the  range chosen for this minimization is the area determining the
simulation. While the areal densities of the CH and CD layersvo peaks in the spectrun=% MeV). The technique for
can be determined model independently, some uncertainty isinimization we choose is based on the Downhill Simplex
introduced in the value of the areal density of the fu);(  Method of Nelder and Meak?.If we assume that the neutrons
since not all the deuterons under the low-energy peak asge created uniformly in the fuel, the resulting spectrum of
produced in the fuel. The contribution to this peak from the CD
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such a minimization scheme is shown as the dashed line Modification of the Knock-on Deuteron Spectrum
Fig. 77.23(a). Our values for the areal densities for the DT, CHlue to Mix
and CD layers (16.5, 40, and 27.4 mgfcmespectively) Our discussion has so far been based on a 1-D simulation of
compare favorably with the results from the simulation (17, 35the implosion that does not include the effects of hydrody-
and 25.6 mg/cH). These values agree very well with the namic instabilities and mix on the imploding target. In addi-
model-independent extraction of the areal densities of the Ction, any effects on the target due to long-wavelength
and CD layers, implying correctly well-separated peaks and, iasymmetries (possibly due to laser-beam imbalances in power
addition, provide a tighter bound opR);. and pointing errors) have also been ignored. The effects of such

departures on nuclear and particle diagnostics are difficult to

To gauge the sensitivity of the spectrum to the least-squarelgtermine quantitatively from 1-D simulation.

values opRobtained in this manner, we consider Fig. 77.23(b),
which shows sets 0pR)cp and pR); for different values of During the deceleration phase, the Rayleigh—Taylor un-
(PR)ch- [Each shaded region represents a set of areal densitigtsble fuel-pusher interface, seeded by its nonuniformity, can
of CD and fuel, corresponding to a certain valueos) .| result in a mixing of the hot fuel and cold pusher. This mixing
For each value ofoR)cp, this set corresponds to those valuesof materials at very different temperatures can result in a
whose spectra are within 20% of the least-squares value. Thignificant quenching of the neutron vyield relative to 1-D
range of areal densities of CD and the fuel has been obtainstinulations (that do not include this effect). Since the diagnos-
by fixing the areal density of the plastic in the model to thdic should probe conditions in the compressed target corre-
required value and varying the areal densities of the CD argponding to times of peak neutron and consequently knock-on
fuel layers. In this manner, we find the range of acceptablproduction, this quenching can result in different conditions
values of the areal densities of each layer in the target. Algrobed experimentally by the diagnostic relative to 1-D simu-
shown in the figure is the least-squares value (square) and tladions. For the purposes of studying the feasibility of the
result from the 1-D simulation (circle). We see that by usingliagnostic in the presence of such mixing, we assume that the
this procedure we obtain valuesat of the fuel and CD layer effect of the deviations from 1-D is to exclusively change the
to within 10% of the true value. The larger range of acceptableeutron-production rate and hence the knock-on spectrum. In
values of pR)cy (35.5 to 43 mg/ckfor the plastic layer otherwords, the effect of such departures from 1-D behavior on
compared to 15 to 17.2 mg/énfior the fuel and 25.5 to the implosion dynamics is ignored.
29.1 mg/cm for the CD layer) indicates that the deuteron
spectrum is less sensitive to the areal density of the plastic To assess the effect of this mixing, we compare the spectra
layer. This is probably due to the fact thaR)-y does not from purely 1-D simulations with two models of neutron rate
determine an absolute number or energy; the relative sepataincation. These models should span the extremes of possible
tion of the two high-energy peaks is determined by this valuaeutron rate truncations in the experiment. In the first model,
A comparison with the value deduced from the knock-orwe assume that a portion of the fuel implodes with a constant
proton spectrum would, in addition, provide an independentelocity acquired just before deceleration begins and is unaf-
check on the value opR)cy. Finally, we note that the true fected by the growing instabilities at the fuel-pusher interface.
set of areal density values obtained from the simulation i8Ve then assume that the only neutron yield is from this portion
not excluded from our result at this 20% level, thus providingf the fuel. The neutron rate from this model is shown in
a measure of the sensitivity of the spectrum to the threkig. 77.24(a) as the free-fall rate and is significantly lower in
areal densities. magnitude relative to the 1-D simulation. Figure 77.24(b)

shows the corresponding areal densities in the target from the

If we assume that the neutrons are produced in the centersgifmulation. As Figs. 77.24(a) and 77.24(b) indicate, the neu-

the fuel and repeat the above analysis, we obtain the followirtgon rate in this model peaks earlier and thus probes earlier
results: an areal density of 16.3, 40.4, and 30.5 nigfmnDT,  times in the implosion. This results in a deuteron spectrum
CH, and CD, respectively. The least-squares difference bédotted line in Fig. 77.25) that is characteristic of smaller areal
tween the model spectra and the test data for this case is highensities for all three layers. Our analysis provides values that
than for the uniform source (4310* and 2.1x 10% respec- agree reasonably with the results from simulation; the least-
tively), implying correctly a uniform distribution of the DT squares values are 9.8, 22.5, and 17.1 m§/erhereas the
neutrons in the simulation. results of the simulation are 8.9, 26.7, and 15.8 mg/uve

once again note that the independent measuremepR)pf(

LLE Review, Volume 77 23



A NoveL CHARGEDPARTICLE DiAGNOSTICFOR PR IN CoMPRESSEDCF TARGETS

1023 I I x 10-5
€) 20 | | | | | |
1022 - - - 18+ i
0
=~ Truncated S~ 16F i
o«
K2 1021 1 E o> 14+ i
[ s 3
S 1020} , - < 12 ]
S o i | T g 10 1-D  Truncated Free-fall 7
5 9l i~ ie—Freefall _ o > 4
g 10 e g3 8
= 8 ' | % _l i
101 I~ I T zZ [a) 4 _
1017 1 1 I 1 2 N
0
4.0 0
Energy (MeV)
TC4935
3.0F
"g Figure 77.25
?OD Knock-on deuteron spectra using the three models of neutron rate truncation
e 2.0 shown in Fig. 77.24(a).
o
Q
1.0 changes in the areal density. The significant neutron rate for a
large fraction of time over which these changes in areal density
occur in the target results in a considerably broadened emer-

gent spectrum with less well defined peaks (dashed line in
Fig. 77.25), which are to be compared with the results of the

0.0
0

Time (ns
TC4934 (ns) simulation (10.7, 32.3, and 16.0 mgA)mNevertheless, the

least-squared values (8.9, 22.9, and 18.7 mf)/ammpare
Figure 77.24 favorably with the results of the simulation (17.9, 36.0, and
(a) Neutron rate curves for different models used for assessing the modific&3-0 mg/cnd), suggesting that our analysis can be used to
tion of the deuteron spectrum due to hydrodynamic mix: solid line—result ofeliably infer the areal density of each of the layers, even when

a 1-D simulation; dotted line—neutron rate obtained from a free-fall modethe peaks in the spectrum are less well defined.
(see text); and dashed line—neutron rate fixed to a constant value at a certain

time. (b)pR history of the target from 1-D simulations. In the simulations, the . . .
. o o o Experimentally, the neutron rate history can be obtained
diagnostic is sensitive to areal densities near peak neutron rates and conse-

quently peak compression. through the neutron temporal diagnostic (NE&Pne method
to compare the implosion with 1-D simulations could be as
follows: The experimentally obtained neutron rate curve could
using the knock-on proton spectrum can constrain the arebé used to identify the times in the implosion probed by the
density of plastic inferred from the deuteron spectrum. Theiagnostic—the diagnostic probes times around the peak neu-
favorable comparison between the values of the areal densitigsn burn rate. An identification of these times would allow us
inferred from the diagnostic and the true values suggests that calculate the areal densities of the three layers from the
the areal densities can still be deduced reasonably were suckimulation. A comparison of these values with those obtained
modified spectrum the result of a measurement. from the knock-on diagnostic would shed light on whether
conditions in the experiment compare favorably with the 1-D
In a different model, we assume that the neutron rate pr@&imulation up to the time probed by the diagnostic. If the areal
ceeds as given by the 1-D simulation up to a certain time, andensities inferred from the diagnostic differ considerably from
thereafter, it proceeds at a constant rate given by the rate at these in the simulation, this procedure will allow one to
chosentime. Thisis shown in Fig. 77.24(a) as the constant buighentify a time when mixing effects have already significantly
rate model. A comparison with Fig. 77.24(b) indicates that thenfluenced the fusion processes. Independent of any compari-
diagnostic then probes the times corresponding to the stegpn with detailed hydrodynamics simulations, the areal densi-

24 LLE Review, Volume 77



A NoveL CHARGED-PARTICLE DiaGNOSTICFOR PR IN CoMPRESSEDCF TARGETS

ties deduced from the knock-on deuteron diagnostic should BREFERENCES

nearly model independent and would provide information 1
about the conditions in the target corresponding to times in the
implosion identified using the NTD. Further, a comparison 2.
with detailed mixing models may enable the identification of
conditions in the target that would result in the observed
neutron rate curves and the inferred valuepBj.( 4.

Summary and Conclusions

In this article, we have presented a new diagnostic based ors.
knock-on deuterons, which will simultaneously diagnose the
areal densities in three different regions of the compressed ICF®
target. These targets have three layers (DT, CH, and CD), and
the areal density of each of these layers can be inferred from the
deuteron diagnostic. In addition, knock-on protons from the -
CH layer can be used to independently deduce the areal density
of the plastic. 8.

When used in conjunction with a detector that measures o
the neutron rate history of an implosion (NTD), the time in the
implosion probed by this diagnostic can be identified. This
will permita more detailed comparison between the simulation
and experiment.

10.

We have also examined the modification of the knock-on

deuteron spectrum due to departures from 1-D behavior such;

as mixing. We conclude that while the spectrum may be
influenced significantly by such departures from 1-D behavior,
our method for analyzing the experimental spectrum should"
still reliably infer the areal densities in the three layers. De-
tailed mixing models would be required, however, to make any
inferences about the mixing process in implosions. Experi-13
ments to measure these spectra from an imploding target are

currently underway, and the results will be presented elsewherg4.

15.
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Arresting UV-Laser Damage in Fused Silica

Deciding when to replace spot-damage-afflicted fused-silicap a 351-nm interference pattern between sample entrance and
optics or, in the case of inaccessible, space-based laseesjt surfaces that would invalidate the calculated fluence
predicting the useful service life of fused-silica optics beforalistribution. Damage initiation anywhere between the two
catastrophic, pulsed-laser-driven crack growth shatters a paample surfaces, i.e., along the pulse-propagation direction,
has recently become simpler. By empirically deriving a rule fowas recorded by 1¥magnification dark-field microscopy.
laser-driven crack growth in fused silica as a function of thé\fter damage initiation, the crack length was measured micro-
number of constant-fluence laser pulses, Dahnearall  scopically by viewing the samphathogonallyto the laser-
provided laser systems designers and operators with guidangelse propagation direction.
on the crack-growth kinetics as well as on the stress-related
ramifications such a laser-driven crack entails. Specifically, a Fused-silica samples (Corning 7940, UV Grade A), with
hoop stresi the immediate vicinity of a crack growing along lengthL = 64 mm, widthw = 13.6 mm, and thickneds=
the beam propagation direction was identified as stronglg.6 mm, were conventionally pitch polishedéser qualityon
coupling to both the laser fluence and the craithrompted  the entrance and exit surfaces anddsmetic qualityround
the question of whether or foeaking the hoop-stress symme- the edges.
try by some external perturbation will accelerate or stymie
crack growth or, alternatively, will have no effect at all. Samples were mechanically stressed by first centering each
between apertured aluminum plates separately attached to a
In this article, we report not only on the finding that, load cell (Eaton, Model 3397-25, maximum load capacity:
depending on thenagnitudeof a perturbing external stress, 25 Ibs). A predetermined, constant, uniaxial, compressive load
crack propagation in fused silica mslpwrelative to stress- was applied in such a manner that the compressive-force
free conditions, but also the more unexpected finding that théirection nearly coincided with the laser-pulse propagation
applied external stresaises the damage-initiation fluenda  direction (Fig. 77.26). The laser pulse entered and exited the
gathering this evidence, a conventional experimental arrangesamples through the apertures in the aluminum plates. The
ment was used. need for having beam-passage apertipee factobrings
about stress conditions that vary from point to point within
Pulses from a Nd:glass oscillator/single-pass amplifier syghe aperture, both in magnitude and in principal directions
tem were frequency tripled in a dual-crystal KDP cell to yield(compressive or tensile). At first, this may appear as complicat-
temporally stable, 500-ps pulses at a repetition rate of oriag data interpretation; for the following reason, however, it
pulse every 10 s. Prior to frequency conversion, the IR pulsgoes not.
was sent through a nonmagnifying, vacuum spatial filter. UV
pulses were focused by a 2-m-focal-length lens to an #600- Laser-damage thresholds (for pulse lengths greater than
spot size at the sample entrance surface. For each pulsepieoseconds) are always reportedassrage valueslerived
record of the fluence distribution in this spot was acquired bjrom a statistical number of sample sipes tested specimen
a charge-injection-device camera located in a sample-equivh: all nondeterministici.e., extrinsic-impurity-driven, laser-
lent plane and digitized to 8-bit accuracy. Spatially integratedamage processes the occurrence of damage hinges on the
UV energy per pulse was also monitored on each exposurstatistical presence or absence of one or more absorbing
The UV beam-incidence direction was chosen to be a fewnpurities within a given irradiated area. This statistical distri-
degrees (<10) off-normal to the sample entrance face to prbution in defect volume density is now convoluted by a site-to-
vent (1) any back-reflection of residual, unconverted IR fronsite—varying stress distribution. In an ideal experiment, a large
seeding the amplifier in the backward direction, and (2) settingnough number of tests on samples and sites with precisely
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Laser beam damage-crack initiation and growtio entrance-surface dam-
age is encountered, i.e., the laser fluence at the damage site
remains unobscured by upstream obstacles.

Applied load

We first report the effect of stress damage initiationIn

—Wi2 Fig. 77.27, the 351-nm, damage-onset fluence threshold is
plotted for exit-surface damage §ymbols) against applied
stress magnitude (sign conventiertensile,— compressive).
Here the load is applied nearly collinear with the pulse-
propagation direction. As is immediately evident, regardless
of whether the stress character is tensile or compressive,
threshold enhancementsf up to 70% are attainable from
modest stresses, and the largest, relative threshold-improve-
ment increments can be garnered from the smallest stresses.
Note how the symmetry around zero stress tends to imply that
the underlying damage-initiation process is independent of
whether the stress is compressive or tensile. Over how large a
tensile-stress range this holds true is yet to be ascertained.

aluminum plates

G4701

Figure 77.26

Experimental arrangement for applying compressive loads to fused-silica

surfaces by clamping the conventionally polished sample between aluminum

plates. The static pressure applied is measured by the load cell. Sample
dimensions are length = 64 mm, widthw = 13.6 mm, and thickness=

4.6 mm oriented relative to the Cartesian coordinate system as indicated.
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For the laser systems designer it is important to know if the

The onset of damage is defined as follows: for the giveleneficial stress effect is axit-surface phenomenon ordy
microscopic magnification and lighting conditions, any observif an equivalent advantage can be gained for the entrance
able, permanent, irradiation-induced, surface or bulk modifisurface as well. Collecting the data for whiobnt-surface
cation. Throughoutthis article, initiation thresholds are reportedamagenas incurred, i.e., data excluded so far, Fig. 77.27 also
for 1-on-1 modei.e., each sample site is irradiated only onceplots a similar trend for the entrance-surface damage-initiation
For well-known reasorfsconventionally polished material of threshold (open circles) as for the exit surface.
good bulk purity damages first at the exit surface. In these
experiments, this is not only confirmed lolatmage propaga- We next concentrate daser-driven crack growthOnce
tion effects under multiple irradiation conditions are, for now,the exit-surface damage-initiation threshblgy, is deter-
deliberately restricted to those events in which throughounined as described aboveflaw is deliberately created at a
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new site, which upon further irradiation becomes the sourcgon entails is also kept within bounds: the maximum stress of
for both crack formation and crack propagation. Cracks ob6 psiplottedin Figs. 77.27 and 77.29 causes 0.5-nm retardance.
served in these experiments are not empty voids but are filledl second, intriguing ramification of the slope in Fig. 77.29
with granular glass debris that scatters light efficiently. Thepertains to damage testing in general: there exists evitlence
growth dynamics of such cracks as a function of incidenthat the polishing process leaves a thin, densified layer of silica
fluence and number of exposures has already been reportadnear the air interface, the stress within which may locally
elsewheré.To underscore the influence of stress on the cracksary or may vary from sample to sample. Depending on the
growth kinetics, we compare here results obtained undextent of such variation, the statistical error on measured
extreme conditions, i.e., for irradiation of a flaw by 270surface-damage initiation thresholds should correspondingly
consecutive laser pulses of constant fludfce2.1x Foyiinn b€ large since the slope in Fig. 77.27 is steepest near zero stress.
a far-from-normal condition for most lasers. By choosingAn unfortunate paucity of reported 351-nm, fused-silica, sur-
extreme irradiation conditiongrack-growth arrestis most face-damage thresholds makes it, at this time, difficult to
convincingly demonstrated. Figure 77.28 displays side-byeorroborate this correlation from literature data. In the same
side micrographs of cracks formed in (a) the unstressed samplein, there should be a damage-initiation stress effect for
(0,,=0) and (b) the stressed sampig,(= -6 psi). Note that interfacial damage otoatedor claddedsilica surfaces when-

in Fig. 77.28(a) the crack growth has pushed the crack tipver the thermal-expansion mismatch between the substrate
beyond the field of view. A less-striking, though quantitative,and the film stack or cladding material introduces interfacial
account of crack arrest as a function of applied stress &ress. This would be most readily observable in antireflective
displayed in Fig. 77.29, where the length of cracks frontoatings as these permit significant laser intensity to reach the
multiple sites, all irradiated at the above-fluence condition, isubstrate interface. Finally, there remains an urgent question to
plotted against the stress prevailing at any particular sitde resolved as to whether this phenomenon is unique to fused
The functional dependence on applied stress displayed sgilica or may be present also in other glasses.

Fig. 77.29 offers promise: much can be achieved in altering, by

modest stress, the crack-propagation outcome, while the em- We presented here results from stress-inhibited laser-driven
pirical crack-length-reductiolimit for larger stresses renders crack propagation and stress-delayed damage-initiation ex-
these unnecessary in practice. The concomitant penalty periments in fused silica at 351 nm. Within the stress interval
stress-induced birefringence that such crack-growth prevenf-6< 0,,< 4 psi, the damage initiation threshold is raised by

Exit surface

<«— Crack propagation direction

Figure 77.28
Cross-sectional micrographs of laser-induced cracks after 270 exposures to constant FluenZds< Feyiythr In (@) @ sample free of external stress and
(b) a sample witloz; = -6 psi. The crack tip in micrograph (a) is, for the given magnification, located already outside the field of view.
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Crack length as a function of applied external stress for identical irradiation
conditions as in Fig. 77.28.
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Theory of the Ablative Richtmyer—Meshkov Instability

In inertial confinement fusion (ICF) implosions, a laser irra-

diation induces a shock wave propagating through the target. /
During the shock transit time, the ablation front travels at a
constant velocity, and any surface perturbations could grow

6767655078

020707078

due to the Richtmyer-Meshkov (RM)-like instability 0 Before
Later, when a rarefaction wave reaches the ablation surface, [ “
the acceleration of the interface becomes finite, and ablation- “"““4"““
front perturbations (multiplied by the RM growth) grow due to "““““
the Rayleigh—Taylor (RT) instability. It is important to study “ “
the perturbation evolution during the shock transit time mainly Interface Shock front
for two reasons: (1) to determine the initial conditions for the
RT phase of instability and (2) to analyze the level of laser
imprint on directly driven ICF targets.
The RM instability occurs when a plane shock interacts ~ Converging A
with a corrugated interface between two fluids (see Fig. 77.30). shock Higher
As a result of such an interaction, interface perturbation starts Diverging pressure
to grow because the transmitted shock is converging at the shock <% B After
peak (point A) and diverging at the valley (point B). Converg- Lower
: : . pressure
ing shock increases pressure and accelerates perturbation peak
into fluid 2. Similar instability occurs at the distorted interface
of an ablatively driven target, where ablation pressure gener-
ates a rippled shock that induces pressure perturbation at the Transmitted Interface  Reflecting
ablation front and causes distortion growth. The classical shock shock

TC4930
treatment of the RM problem leads to a linear-in-time asymp-

totic perturbation growth n(kegt >>1)=ngkegt, wherern is
the interface perturbatioh,is the mode wave numbay, is ~ Figure 77.30 S _ .
the sound speed of the Compressed material,r@nid; a R|chtmyer—Meshkov instability occur; when a plane shock interacts with a
. o . . corrugated interface between two fluids.
constant depending on the initial conditions. Recent studies
showed that the ablation of material from the target surface
turns such a growth into damped oscillatiéi¥®uring the last
two years, several researchers have made attempts to devetopdel does not give an adequate description of the ablative
an analytic theory of the ablative Richtmyer—Meshkov instaprocess. In this article, we develop a sharp-boundary model to
bility. In Refs. 4 and 5, the authors, on the basis of a gastudy the imposed mass-perturbation growth during the shock-
dynamic model, found saturation of perturbations. At thdransit time. The boundary conditions at the shock front are
ablation front, however, they used an heuristic boundary corderived using the Hugoniot relations. At the ablation front the
dition that, as will be shown later, contradicts the result of theesult of the self-consistent analysi¥is applied, and it is
self-consistent theo§78In Ref. 3 the boundary conditions at shown that the asymptotic behavior of the ablation-front per-
the ablation front were derived by using the Chapman—-Jougatrbations is quite different from the earlier theoretical predic-
deflagration model. As criticized in Ref. 5, however, thistions3-> In particular, the dynamic overpressure causes
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perturbation oscillations in time (in agreement with the nu- Vy —\7|X . . ~|
merical resultg}® with the frequencyw = k,/V,\}; and the s 1aQ(1-0), (1-0)drla =y ~5%,
amplitudengcs/VaVhl , WhereV, andvy, are the ablation and (2)
blow-off velocity, respectively. In addition, the mass ablation W= = ZﬁQ(l— 5) Za,

damps the oscillation amplitude on atime st4kV; ) >>1/w. Cs

To study the linear perturbation growth during the shockwhere superscrigtdenotes the blowoff region variab®@,=
transit time, we consider a sharp-boundary model and identifyy,/cs, = p3/p,, T=kct, W= f)/(pzcg) , and{y =kn, is the
the following three constant-density regions (see Fig. 77.31pormalized ablation-surface perturbation. Itis well k&t
(1) uncompressed material (undriven portion of the tayget) that the sharp-boundary model cannot be solved in closed form
Ys (P = p1), (2) material compressed by the shggky <y, inthe presence of ablation without a supplementary boundary
(p=p»), and (3) ablated plasnye y, with the density = pa. condition at the surface of discontinuity. The closure equation
In the ablation-front frame of reference, the compressed matean be derived only by using the self-consistent stability
rial and blowoff plasma are moving in a positivelirection  analysis of ablation fronts. In Refs. 6-8 such an analysis was
with velocitiesV, and V, =V,0,/p3, respectively. In the carried out by keeping finite thermal conductivity in the
shock-front frame of reference, the undriven- and compressednergy-conservation equation. Taking the limit of zero abla-
fluid velocities aréJ; = /p,/p1 (P ~ R)/(p2 — 1) andU, = tion-front thickness in the analytical solution, one can derive
pP1U1/po , wherePy ) is the pressure in the region 1(2). the jump conditions for the hydrodynamic quantities at the
ablation front:10In addition to the conditions (2), the follow-
ing jump in the perturbed transverse velocity is found:

Undriven | Compressed| Ablated

© e _
target material plasma Vy ~Vy = ~(aVp (1 5)- (3)

P1 P2 P3 Observe that by combining Egs. (2) and (3) one can derive
Vs Ya >y an equation for the perturbation evolutiggm, + kVa, = \7y

ressst that contradicts the boundary condition chosen heuristically

in Eq. (10) of Ref. 5. At the shock front the boundary condi-

Figure 77.31 tions are obtained by using the perturbed Hugoniot rela-
The equilibrium configuration is represented by the three regions (1) undrivetions. The details of calculation can be found in Ref. 9. Next,
target, (2) compressed material, and (3) ablated plasma. to simplify the matching procedure we introduce new variables

r=412-k%2and 6 =tanh™}(ky/7); then Eq. (1) and the
The stability analysis of the described equilibrium is perboundary conditions at the shock and ablation fronts take the
formed in the standard fashion. First, all perturbated quantitiésllowing form:
are decomposed in the Fourier spege= Q(y,t)e’*. Then, in
the frame of reference moving with the compressed-region

velocity, the linearized conservation equations are combined ar2\7v+lar\7v+\7v—izagv”v= 0, (4)
into a single partial differential equation for the pressure r r
perturbationp:1-3.9
s iy =L dZ, ©)
02p-c202p+k2c2p=0, (1) cosh b5
wherecg is the sound speed of the compressed material. The sinh26 rL,

d?¢s, (6)

boundary conditions at the ablation front can be derived by 0gWs = —TL3 COShBS s cosh @
integrating the perturbed conservation equations across the s s
interfacey =y,. The result is
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(1-0)d?¢, -5Q%, + "Gf"a +W, = 0(52), ) 020 + 2300205 + Q0,{5 +0Q01(,
+0%, —% = £(T), (12)
dr (600, + 597, — iy
- 5Qii, + 5202F(r) +O(63), (8) wheref (T) satisfies the first-order differential equation

= OW. /S ++8 02
where tanif, = -V /cs, tanhfs = —Ulcg, Ws = W(r,65), dr £(T) = QW /V 5 ++8 QF(T).

W, =W(r,6,), and
In Egs. (11) and (12) the ablation-front perturbat{grand

_ 4 _ Mi2 +1 constants\,, andM,, are expanded in powers 8fQ = Q0+
L= y +1tanh93, L2=2 M2(y +1)’ QL+ To the f|rst order in/3, the solution of Eq. (11) is
M -1 Dgia(£) 7

70 = A(T)+Br - [ dtf dE (13)

104 0-9qQr O The constanB and functionA(T) are determined from the
:L_l 1 L3EWF sH matching conditions. The functios,(T) can be found by
solving Eqgs. (11)—(13) and keeping only terms up to the order
of V3. The resultisM? =0, M} =4, - N?/2, and
Here M; =U;/c; is the shock Mach number, andis the
sound speed of the undriven material. A general solution of
\I]Ej(.r)(é,);an be written as an infinite sum of Bessel functions M%i =20, - E‘P'szzl(Zk 1)N0( )

h O
W:Z(Muco o + Nusinhue) 3,(1), ©) +N20i_1+|\|gi+1H i=12.. . (14)
u

where constantdl,, andN,, are determined from the boundary
conditions (5)—(8). The temporal evolution of the front-surface, , 1

=2(2i +1)BQ?
perturbations is described by Egs. (7) and (8) that can be solved? *1 ~ (2 +1)
by using the multiple-scale analysis. Next, we introduce a B gd 0o [ o U ._
long-scale variabl@ = +/or and make the following ordering: 20 EgONZ“*l (i+ DN +1S =01, (15)
Q-1 (Va/cs) ~ 0 <<1. Also we assume that
Wy ~ 8, 0,W, ~3, dgW, ~1. (10)  whereA, = Q6A(T) + Q2A(T) + QB - f(T). Observe that

Egs. (14) and (15) confirm our initial assumption (10). Next,
The last assumptions will be verifiaghosteriori The system we derive an equation for tlecorrection to the front pertur-
(7)—(8) then reduces to bation. Keeping>- andd3/2-order terms in Eq. (11) yields

0204 + 21002, +0 020, +5 Q0 {, 0271 = - A"(T)

W

dgW, = Ar
3/2 oWa _ - Qq - 0_ ) 16
+5%2Q0.¢, + ra =f(T), (11) QVOA(T) - Q0,7 -5 —H + T (T). (186)
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Following the standard procedure of the multiple-scale analy- 5 16(M12 -1 M12

is, liminate th lar t in the last tion. Thi 0~ ’
sis, we eliminate the secular terms in the last equa |9n is (2yM12—y+1)(3M12 +1)
condition gives the following differential equation #&{T):

= _ M (5y -1) +2MZ(y +3) -3y -1
A"(T)wﬁsz'(T)+Q(B+Ct)+5"|—?Wﬁl =1(1),  (7) 217220 1a (17~ 7)+ 2M2(y +9) -3y +5'
:l(z +z)
where 22 g\20™21)
A O _ 3004 . Osinh?6g
?%WQZEEQ%JO(r)+ N3J,(r) 237 L, Oy +1 La-Lsf—g
@ 0
£y 3,() (Nh +NLaJD, a8) S 4= 3 o(L-tahe,).
u=2 =

andC, ==Y Zp Ngi +1- The functionsN (T) can be found by Equation (21) shows that the ablation-front perturbations os-

solving Egs. (5) and (6). After some straightforward algebra, igillate in time with the frequencs proportional to the abla-

the limitofu>>1, we obtainl\l%, =M},, and Eqg. (18) becomes tion velocity V,. In addition, the amplitude of oscillations
is damped by the mass ablation [tegTVa! in Eq. (21)].
The period of oscillations is much smaller, however, than

=0, -CQ%2+QC + (B+ Ct)er , (19)  the damping rat&V, /w = \;’m =/J <<1. In the limit of
zero ablation velocity,snwt=k,V W, t, and Eq. (21)
leads to a classical asymptotic linear grovn](rkcst >> 1):
rlo(l_ Zl + szZZt) .

oWl
Hr 4

r - o

where C; =-3 2o(2i +1)NJ ;. Eliminating the secular

terms in Eq. (16) with the help of Eq. (19) gi\gs -C;, and The oscillatory behavior of the perturbations can be ex-
plained on the basis of the following simple model. Let us
A" +2:/6QA + Q2A=2f(T) + Q2C,. (20) consider a slab of a uniform-density fluid with the perturbed

right interface. If the applied pressure at the left and right

sides of the slab B andPg, then the effective acceleration
Substituting Eq. (20) into Eq. (13) and using the fact that thexperienced by the slab @y = —(PR - PL)/M , whereM =
coefficients Nio>3 are numerically small for an arbitrary Mach pL is the mass of the slab ahdk its length. In the case where
numberM, yields the effective acceleration is pointing in the direction from a

perturbed interface toward the slab, such a configuration is

_kv,t/snhe, hydrodynamically stable, and any surface perturbations oscil-

na(kcst >> 1) - ZSekVat J’e”Si“hele(n)dn late in time (gravity wave). For a target driven by a laser
No - irradiation, the dynamic pressure in the blowoff region
Pr= p3V57T = PV, is greater than the dynamic pressure in
22 ot HL-51+54) costhe_ZkVat 1 (21) the shoclf-compresse(_j regidﬁ_ :.pzv_a2 = PR6_< Pr, and
B VaVor § the effective acceleration is pointing in the direction of the
density gradient (from the perturbed ablation surface toward
the shock compressed region). From the equation describing
where w = kyV,V, and the temporal evolution of a gravity wawme= kge 17, it follows
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thatthe frequency of oscillationsas= /—kgest =KV /L,

and we recover the result of Eq. (21) witk 1k. The simple 0.2
model described above shows that the dynamic overpressure i

the main stabilizing mechanism of the ablation-surface pertur- < 00
bations during the shock-transit time. The estimate of the S

=

oscillation frequency can be also obtained by using the result 5 02k
of the self-consistent theory of the ablative RT instalfitify. €
For the large Froude number case (small acceleration), the
perturbation growth rate ig = kg - k?V,\, - 2kV,. Taking

-0.4

1 I 1 I 1 I 1 I 1 I 1 I 1 I
the limit ofg — 0 in the last expression gives the oscillation 02 04 06 08 10 12 14

frequencyw =iy = k\V,V, , in agreement with Eq. (21).

Time (ns)
TC4932

For a quantitative comparison of the model [Eq. (21)] with
the result of numerical simulations, one needs to estima}_e;gure 7732
the value of blowoff velocity},. Simulations and the self- Time evolution of the ablation-front perturbation calculated using analytic
consistent analysis of ablation frofrt8show that the velocity formula (22) (solid line) compared with the numerical results (dots) of the
of ablated plasma is not uniform, and it increases in théD hydrocodeORCHID.
direction toward the blowoff plasma. As shown in Refs. 7,
8, and 10, however, the appropriate value of the blowoff
velocity to be substituted into the sharp-boundary model ipulse with an intensity of 100 TW/&xiThe initial amplitude
Vol sva/dzva/[u(v)(kLo)l“’], wherev is the power index of perturbation is 0.um, and its wavelength is 2am. The
for the thermal conductiot, is the characteristic thickness dots represent the result of 2-D hydroc@RCHID,13 and
of ablation front (proportional to the minimum density-gradi-the solid line shows the prediction of the sharp-boundary
entscale lengthj,u = (2/v)1lv/r(1+l/v) +0.12/vZ,andr'(x)  model. Observe that the analytic formula (21) reproduces not
is the gamma function. The effective power indexand  only the period of oscillation but also its amplitude.
the thickness of the ablation frobg can be determined by
fitting the hydrodynamic profiles obtained using the 1-D Insummary, the analytic theory of the ablative Richtmyer—
hydrodynamic code with the solution of the isobaric mddel. Meshkov instability was developed. It was shown that the main
For plastic (CH) targets directly driven by a flat-top laser pulsestabilizing mechanism of the ablation-front perturbations is
with an intensity of 50 to 200 TW/ciyLy=0.1um,v=1,and the dynamic overpressure of the blowoff plasma with respect

the oscillation period is to a target material.
ACKNOWLEDGMENT
~ -1
TCH - 2'8/[Va(l'lm/ns)\ k(/“lm )] ns. The author thanks Professors R. Betti and J. Sanz and Dr. C. Cherfils for

helpful discussions. This work was supported by the U.S. Department of
Energy Office of Inertial Confinement Fusion under Cooperative Agree-

. h h ler d . di ment No. DE-FC03-92SF19460, the University of Rochester, and the New
Cryogenic DT targets have a much smaller density-gra Ien\;ork State Energy Research and Development Authority. The support of

scale Iength.o = 0.01um, v = 2, and DOE does not constitute an endorsement by DOE of the views expressed in
this article.
Tor=2/ [Va(um/ ns)k? 4(um_1)] ns. REFERENCES

1. R.D. Richtmyer, Commun. Pure. Appl. MaXill , 297 (1960).
For the cryogenic NIF target desigh'g,= 2 um/ns during the
2. S. E.Bodner, D. G. Colombant, J. H. Gardner, R. H. Lehmberg, S. P.

shock-transit time, an@ipt = 2.5 ns for 2Qum perturbation _ i, , _
. . . . Obenschain, L. Phillips, A. J. Schmitt, J. D. Sethian, R. L. McCrory,
wavelength. In this case the ablation-front perturbations will \y seka, c. P. Verdon, J. P. Knauer, B. B. Afeyan, and H. T. Powell

experience several oscillations (the breakout time for such  Phys. Plasmas, 1901 (1998).
targets is around 5 ns). Figure 77.32 shows the front-perturba-

tion evolution of the 20Qmm-thick DT foil driven by a square R. Ishizaki and K. Nishihara, Phys. Rev. L8, 1920 (1997).

34 LLE Review, Volume 77



THEORYOF THE ABLATIVE RCHTMYER-MESHKOV INSTABILITY

4. R.J.Tayloet al, Phys. Rev. Letf79, 1861 (1997).
5. A. L. Velikovichet al, Phys. Plasmas, 1491 (1998).
6. J. Sanz, Phys. Rev. Let3, 2700 (1994).

7. V. N. Goncharov, R. Betti, R. L. McCrory, P. Sorotokin, and C. P.
Verdon, Phys. Plasma&s 1402 (1996).

8. V. N. Goncharov, “Self-Consistent Stability Analysis of Ablation

Fronts in Inertial Confinement Fusion,” Ph.D thesis, University of
Rochester, 1998.

LLE Review, Volume 77

10.

11.

12.

P. M. Zaidel, J. Appl. Math. MecB4, 316 (1960).
A. R. Piriz, J. Sanz, and L. F. Ibanez, Phys. Plagima$17 (1997).
S. E. Bodner, Phys. Rev. L8, 761 (1974).

R. Betti, V. N. Goncharov, R. L. McCrory, and C. P. Verdon, Phys.
Plasmas, 1446 (1998).

R. L. McCrory and C. P. Verdon, @omputer Applications in Plasma

Science and Engineeringdited by A. T. Drobot (Springer-Verlag,
New York, 1991).

35



Reverse Intersystem Crossing from a Triplet State of Rose Bengal
Populated by Sequential 532-nm plus 1064-nm Laser Excitation

Photodynamic therapy is a treatment in which the combinatiomhe singlet oxygen produced as a result of this three-step
of a dye, light, and oxygen causes photochemically inducegrocess reacts readily with many biological targets and, in
cell death. Observations of this effect occurred at least as easyfficient quantity, can destroy a wide variety of cells.

as the end of the last century. In 1900, Raab reported that the

dye acridine rapidly killed paramecia when exposed to light, Since the cell damage produced by conventional photody-
but had no effectin the dati-his observation quickly inspired namic therapy is due to singlet oxygen, an abundant supply of
attempts to use this effect to treat disease. Light and the dgaygenis critical for an effective treatment. One factor leading
eosin were combined to treat skin cancer in 19B8ywever, to oxygen depletion is the consumption of oxygen by the
significant progress in applying photodynamic therapy to th@hotodynamic process at a rate faster than it can be resupplied
treatment of cancer did not occur until the 1940s and 1950by the circulatory system. In addition, some tumors are inher-
when it was discovered that porphyrin-based photosensitivently poorly oxygenated. A possible solution to this limitation
dyes preferentially accumulated in malignant tisstfed has been suggested by observations that several dyes produce
sustained series of studies into the mechanisms and appliaa¢ygen-independent damage following population of their
tions of photodynamic therapy for the treatment of a broatligher-lying states. It is believed that these states contain
range of cancers was initiated by Dougherty in the 1970ssufficient energy to allow for the cleavage of one of the
This work led the U.S. Food and Drug Administration inmolecular bonds, producing radicals that are even more reac-
December 1995 to approve the treatment of advanced esoptve than singlet oxygen. The production of these radicals does
ageal cancer using photodynamic therapy with Phofdfian  not require the presence of oxygen. Understanding this process
porphyrin-based photosensitizer. In 1998 this approval waequires greater knowledge of the properties of these higher-
extended to cover the treatment of early-stage lung cancdying states. In this article we report on our studies of rose
Other countries have also approved photodynamic therapy foengal, a dye that has been found to produce oxygen-indepen-
the treatment of bladder, gastric, and cervical cancers. Sevetnt damage following excitation of one of its higher-lying
review articles have been published that provide an overviewiplet state$ In particular, we have studied a decay mecha-
of the clinical results as well as the open questions about thissm based on reverse intersystem crossing from high-lying
therapy that require further reseafch. triplet states that may compete with the bond-cleavage process.

The photodynamic effect is a result of three primary pro- Although intersystem crossing has been identified prima-
cesses. First, the ground state of the dyjei¢®ptically excited  rily with transitions from the lowest excited singlet state of a
to produce the excited singlet statg)($opulation from this molecule to an even lower-lying triplet state, triplet to singlet
excited state is transferred by intersystem crossing (a radiaxtersystem crossing also may occur. Well-known examples of
tionless transition) to the dye’s lowest triplet statg (Finally, ~ reverse (triplet to singlet) intersystem crossing include E- and
collisional energy transfer from the triplet dye to ground-stat®-type delayed fluoresceneE-type delayed fluorescence,
molecular oxygen30,) produces highly reactive singlet oxy- also known as delayed thermal fluorescence, is observed when
gen £0,) and returns the dye to its ground state: thermal activation causes population transfer frgrbdck to

the more-energetic,Sstate. The strength of E-type delayed
fluorescence is temperature dependent, and its lifetime reflects
Sothv - § that of T;. P-type delayed fluorescence results when the
S -Ty activation energy is provided by triplet-triplet annihilation (T
+ T, - S+ ). The strength of the P-type delayed fluores-

3 1
Ty +702 » S +70,. cence increases quadratically with the triplet concentration.
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Reverse intersystem crossing may also occur from higheupper limits on the reverse intersystem crossing yield for T
lying triplet states where intersystem crossing to the singleire established.
manifold competes with direct internal conversion to the
lowest triplet state. This process of reverse intersystem crosExperimental
ing from higher-lying triplets is responsible for two-step laser- The foundation ofthe laser systemis a mode-locked Nd:YAG
induced fluorescence (TSLIF) observed in several €S laser that generates a train of pulses at 76 MHz. Every 400 ms
The quantum yield of reverse intersystem crossing,, can  a single pulse is selected using an electro-optic switch and
be quite small (<1®),10 but there are reports of exception- amplified using a regenerative amplifier followed by a
ally high yields @,isc > 0.1) in 9,10-dibromoanthracente, flashlamp-pumped two-pass amplifier (both Nd:YAG). The
several merocyanine derivatives tetraphenylporphyrid®  amplified pulses have a wavelength of 1064 nm, a pulse length
erythrosin B3 and rose bengaf of ~190 ps, and energies exceeding 2 mJ. The second harmonic

is generated from this pulse using a KDP crystal, resulting in

Several reports of reverse intersystem crossing in rosepulse with a wavelength of 532 nm, a pulse length of ~134 ps,
bengal (RB) have been publishtt15Duran and Cilenf8  and an energy greater than 25D
describe observations of fluorescence following generation of
RB triplets by energy transfer from excited triplet acetone. It The experimental setup for the laser flash photolysis mea-
was believed that higher-lying triplets were populated througBurements is shown in Fig. 77.33 using the symbols defined in
triplet-triplet excitation transfer and subsequently relaxed t@able 77.11. In this configuration the second-harmonic pulse (
S, through reverse intersystem crossing. The magnitude of 532 nm) is separated from the fundamental by a dichroic
the emission was compared for a series of xanthene dyesrror (DM) with any residual light at the fundamental wave-
(fluorescein, eosin, and rose bengal), which revealed th&ngth @ = 1064 nm) further attenuated by a filter (F). The
heavy-atom substitution enhanced the effect. This process wamjority of this frequency-doubled pump pulse is focused by
not associated with a particular triplet state, and no attempt wascylindrical lens (CL) onto the masked sample cuvette, excit-
made to quantify its yield. Ketsé al1°investigated transient ing a 2-mm by 1-cm cross-sectional area. A small fraction of
absorption changes following two-pulse excitation (532tnm the pump pulse is reflected by a glass plate (BS) prior to the
694 nm) of various fluorescein derivatives, including rosecylindrical lens, attenuated by neutral density filters, and then
bengal, incorporated in polymer hosts. Photobleaching of thaetected by silicon photodiode PD1. This signal is captured by
T, absorption due to the second pulse was observed to havgated integrator GI1 and transferred to a computer. By remov-
component that was irreversible on the microsecond timig the sample cuvette and placing an energy meter behind the
scale. It was observed that the decrease in concentratign of Beam mask, the pump pulse monitor signal measured by PD1
equaled the increase in concentrationppoviding evidence can be calibrated with respect to the energy reaching the
for a photophysical rather than photochemical process. Fluo-
rescence emission was also observed coincident with th_e_) _____ DM
second pulse. A reverse intersystem crossing quantum yield of SHG
0.72 was reported forsJ the triplet state excited by red light.
Most recently, the work of Reindl and Penzkéfeeported an
80% quantum yield of reverse intersystem crossing fothe ‘
state excited through absorption of green light pyUsing a v
model of the population dynamics, the yield was extracted cL U/
from measurements of the pulse-to-pulse variation in fluores-
cence for a train of picosecond pulses.

The present work is the first study to identify and inves-| PL OO) S -O-) SP1 O A

tigate the properties of,Ja triplet state in rose bengal popu- gz,7

lated by near-infrared lighA(= 1064 nm). We have used laser

flash photolysis and two-step laser-induced fluorescence mea-

surements to determine the triplet-triplet absorption crosd=igure 77.33

section spectrum in the near infrared and the quantum yield S.Fperimental setup for laser flash photolysis measurements. See Table 77.11
. . e L. . for symbol definitions.

reverse intersystem crossing and lifetime ¢f [ addition,

TD
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Table 77.11:  Equipment used in the laser flash photolysis and two-step laser-induced fluorescence experiments.

Description Manufacturer, Model
A Fast ampifier EG&G, 574

BS Glass plate (microscope slide)

CL Cylindrical lens

DM Dichroic mirror, R@532 nm, T@1064 nm

F Short-pass filter Schott, KG3
Gl14 | Gated integrator Stanford Research Systems, 250
L1-3 Lenses
P Prism
PD1-2 | Silicon photodiodes EG&G, FND-100
PL Mercury lamp
Fast shutter Vincent Associates, Uniblitz V S25
Long-passfilter Schott, RG695
PMT Photomultiplier tube Burle, 6199

PS Polarizing beam splitter
S Sample cuvette and beam mask
SHG Second-harmonic generator (KDP crystal)

SP1 Monochromator, bandwidth ~13 nm Instruments SA, H20
SP2 Monochromator, bandwidth ~4 nm Photon Technology Intl., 102
D Digitizing oscilloscope Hewlett-Packard, HP54201A

WP Half-wave plate (A = 1064 nm)

sample. Transient absorption changes are probed by a broddie delay path includes a half-wave plate followed by a
band light beam traveling along the length of the irradiategolarizing beam splitter, allowing for continuous variation of
zone (perpendicular to the pump pulse). The probe pulse hasee second pump pulse energy. The pump pulses, P1and P2, are
20-ms duration and is produced by a mercury lamp followed bsecombined spatially at dichroic mirror DM. The pulses pass
along-pass filter and a fast mechanical shutter. This collectiathrough two pinholes, ensuring collimation, before irradiating
of elementsis represented by PL in Fig. 77.33. The probe pulse2-mm-diam spot at the sample cuvette. As in the laser flash
passes through monochromator SP1 before being detected fityotolysis layout, a small fraction of the excitation light is
silicon photodiode PD2. The photodiode signal is increased kneflected by a glass plate to a silicon photodiode. This signal is
multistage amplifier A and then recorded by digital oscillo-split before sampling by two gated integrators, GI1 and GI2,
scope TD. The average signal from 64 shots at 9-bit resolutiomhich distinguish between the P1 and P2 signals. The pump-
is then transferred to a computer for analysis. pulse signals are calibrated individually using an energy meter.
Emission from the excited sample is collected, spectrally

The two-step laser-induced fluorescence measurementssolved using monochromator SP2, and detected by a photo-
probing T, are made with the optical layout shown in multiplier tube. The signal from the PMT is split and sampled
Fig. 77.34. To achieve a high degree of spectral separatiday the gated integrators GI3 and Gl4. The temporal gate of GI3
between the fundamental and second-harmonic pulses, prisscentered on the fluorescence excited by P1. The center of the
P is used to spatially disperse the two beams. The first pun@l4 temporal gate is set to be 34 ns later than the center of the
pulse (P1) has a wavelength of 532 nm, and the second pur@3 gate, corresponding to the time delay between the pump
pulse (P2) has a wavelength of 1064 nm. P2 is delayed kpulses. Both gates are 20 ns wide. The values of all four gated
34 nsrelative to P1 by traversal of a greater optical path lengtimtegrators are recorded by a computer for each shot.
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PS WP step excitations. Samples had a concentration of approxi-
l_(_ 4 /<« H —<— ¢\ mately 20uM and were stored in the dark prior to use.
| — / Analysis
! / Several photophysical parameters associated with an upper
ql> L2 1064 nm// triplet state can be determined from two-step laser-induced

fluorescence (TSLIF) measurements collected over a range of
/ \\ second pump-pulse (P2) fluences. These measurements are
Y )

I I sensitive to the lifetime of the upper triplet state excited by P2,
Y /7// ; the quantum yield of intersystem crossing from this state back
| » —/"'/ - v to the singlet manifold, and its thermalization rate. The upper
SHG 4= - 530 ; triplet photophysical parameters are determined by fitting a
> | DM L1 nmi model of the two-step laser-induced fluorescence process to
A O _______________ / the fluence-dependent TSLIF data.
B; - The kinetic model used to analyze the TSLIF experiments
Y > PD Gl1 is shown in Fig. 77.35(a). The rate equations describing this
L GI2 model are
—_ E GI3 dps, _ ),
s —O-> SP2HPMT=— G4 a USosl(pSo pslr) a(t)
—®. -1 -1
E9548 L3 +(1 CD'SC)TSl Ps, * T1, Pry»
Figure 77.34 ng
Experimental setup for two-step laser-induced fluorescence measurements.”!1 ~ _ .71 _q-1 _ - [
See Table 77.11 for symbol definitions. dt 'SCTSl psl TTl pTl UT1T4 (pTl pT“) 1(t)

Two-step laser-induced fluorescence measurements prob- UTlT“(pTl pTé)IZ(t)
ing T3 are made using a similar setup. In this case P2, the +(1‘¢risc,T4)TFjPT4 +(1—CDrisc,Tn)r{:an,
1064-nm pump pulse, is replaced by a 632-nm-wavelength
pump pulse, while the first pump pulse remains at 532 nm. The
632-nm pulse is generated by stimulated Raman scattering gﬂ = K Ps, - T_lpsl’
the Nd:YAG second harmonic in an 18-cm ethanol cell, result- dt ' S
ing in 60uJ/pulse with a pulse length of approximately 80 ps.
The 632-nm light is separated from the 532-nm light by a pairdpSr
of prisms before P2 enters the delay line. The pulses areg = USOSl(pSO - p%v)ll(t)_kfpsr
spatially recombined at the dichroic mirror DM, and from this Yy o 1. =1
point the system is identical to the previously described two- rise, T, T, PT, + Prise,, T Py
step, laser-induced fluorescence apparatus.

(1)

. . dpr, _ _ -1
Rose bengal was purchased from Sigma (St. Louis) andg ~ kfan P, =T, Pr,

used without further purification. All experiments were carried

out in phosphate-buffered saline with a pH of 7. Effects of

photoblea(_:hing Were n_1inimize_d by co_nti_nuously stirring (_";lll 5 N aTlTn(pTl-pTﬁ)IZ(t) - kr,Tn Pr:,
samples with a micro-stirbar during irradiation. Photobleaching t
was monitored by measuring the decrease in fluorescence as a
function of the number of excitation pulses. There was a lessdpr,
than-5% decrease in fluorescence after more than 3700 twogt

= JT1T4(pr1 - pT4)I1(t) B T'I_';Lpr
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where they’s are the populations 0§STy, S, S, T, Th,and = /8 1n 2 §, andA is the time delay between the peaks of
T, (arranged in order of increasing energy), where2 or 3. P1 and P2.
Table 77.111 lists the definitions and values of the photophys-

ical parameters. The unknown parameters®fg. 1, T, Excited-state absorption from states other thagnak been
and Ke T - The pump pulses P1 and P2 have a Gaussiameglected. Previous experiments have found no evidence for
temporal profile such that absorption of 532-nm light by;$° The state T may absorb

532-nm light and thus populate an even higher-lying state, but
R 2 5 we assume with Reindl and Penzkéfethat any such ex-
13(t) = \/272 exp[—(t+A/2) /(251 )] (2) tremely high-lying state will relax back to, Tmmediately.
Tof . o
This process would affect transmission measurements, but
since the present studies are concerned only with emission, it
and appears reasonable to omititin this case. Finally, absorption by
T, is also not included in this model. The validity of this
assumption will be discussed in tResultssection.

o) =2 exn[-(-827/253), @

+ 2105 As a result of the large time delay between the pump pulses

(A = 34 ns), it is possible to separate the system of rate

whereF, andF, are the fluences); and d, are related to equations [(Eg. (1)] into two subsets. The set of equations
the full-width-at-half-maximum pulse lengths by FWHM describing the effects of the first pump pulse is

(©)

Y
' T
krisc, T | "
S T S kr‘ orrl2
1Y Y H :
Sl i Sl kisc | le, Tn
i \A'A/ T]_
' (1_ (Disc)
55,1 Ty, y
| "
|
S So

E9549,50,51

Figure 77.35
Energy-level scheme for description of two-color excitation dynamics. (a) Complete two-step model, (b) P1 subset of rR@dalibést of model. See
Table 77.111 for parameter descriptions and values.
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Table 77.111:  Parameters used in the two-step laser-induced fluorescence model for rose bengal.
Parameter Description Value Reference
0s,s, Ground-state absorption cross section at 532 nm 1.8 x10~16 ¢cm2 16
(S +hw - )
oTT, Triplet absorption cross section (1.1+0.1) x 10716 cm?2 Thiswork
(Ty+hw - T5)
o1, Triplet absorption cross section at 532 nm 7.4x 10-17 cm2 16
(Ty +hw - Ty)
Ts S, lifetime 89 ps 16-18
T, Lifetime of T 4 (includes both phosphorescence and 315 19
oxygen quenching)
T, Lifetimeof T4 S0fs 16
T, Lifetimeof T, fitting parameter
P Intersystem crossing yield (S — T4) 0.98 18,19
PriscT, Reverse intersystem crossing yield (T, - Sp) 08 13
P, T, Reverse intersystem crossing yield fitting parameter
(Tn - S1)
Fq First pump-pulse fluence (A = 532 nm) (8.8+0.5) x 1015 photons/cm?
Fo Second pump-pulse fluence (A = 1064 nm) varied
Kic, T, Internal conversionrate (T4 — Tq) (1_ GrigeT, ) /TT4
Kic, T, Internal conversionrate (T, — T 1) (1_ ®rigr ) /TTn
ki Intersystem crossing rate Pige/Ts,
Ke T, Thermalization rate (T — Tp) fitting parameter
ke Thermalization rate (S} — S)) 1012571 16
Krisc,T, Reverse intersystem crossing rate Prise T, /1T,
(T2 - )
Krise,T, Reverse intersystem crossing rate Prise T, /TT,
(Tn - S1)
kr, T, relaxation rate Yrq,
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dps,
dt

dpr,
dt

dps, _

dt

dpg;

at

dpr,
dt

which are used for= - tot = 0. The timet = 0 is midway
between the peaks of P1 and P2, which are separated by a d

= ‘Usosl(pso— ps'l)|1(t) + (1_ qDisc)Te:,llpsl

-1
+TTPr,,

= QicTg P, ~ 7Py, _0T1T4(pTl - pl'4)|1(t)

+(1_ P, T, )T‘Fj P,

k- Ps; ~T5Ps,,

= 05,5, (Ps, Py u() kP

-1
+ @i, 1, 7, P,

-1

= o7, (pr, - pr, Ju(®) - 52pr,

(4)

system crossing from the triplet state populated by the second

pump pulse.

The effects of P1 and P2 can be separated cleanly since the
system has relaxed such that onfya®d T, are populated at
t=0. The effects of only the second pump pulse are considered
from this time ta = +o0. The model of this second excitation
step is shown in Fig. 77.35(c). The equations describing this

segment are

dps,
dt

dpr,
dt

dt

elsa/
much greater than their pulse lengths and the lifetimes of all’ 3.

excited states except.TThe processes included in this first

at

segment, where only the effects of P1 are relevant, are shown
in Fig. 77.35(b). This set of equations describing the effects oﬂan

P1 neglects all terms containifig Since T, and T}, are only

dt

populated by P2, corresponding terms can be eliminated from
Eq. (1) sincepTn = py = 0. The process of reverse intersys-

tem crossing is included in this model of the interaction of PT—=

with the sample. The first pump pulse may be absorbed by both
Sp and by any T population created by preceding parts of the
same pulse. Absorption of P1 light by thesTate populates the In this segment all terms containihgand PT, the population
T, state, which has been shown to have a high yield of reversé T,, are dropped from Eq. (1).

intersystem crossintf It is necessary to include this process

for pulses longer than the ST, intersystem crossing time

42

(1- i3] Ps, + 17 Pr,,
igeT5Ps, ~ 77pr, — o7, (pr, - pr )12()
+ (1_ Prise,T, )T‘Fnl P,

kiPs; =75 Ps;. (5)

= Kk Ps, + Diige, T, T'Fr]]'an ,

_+-1
kran pTr'1 TTn an !

UTlTn(pTl - pTrg)|2(t) ~ k1, Prs -

The fluorescence due to the two pulses is proportional to the
since it can lead to an apparent enhancement of the fluorgsepulation of $ such that

cence yield, particularly at fluences resulting in depletion of
the ground state. At the P1 fluence used experimentally, the
solution of Eq. (4), which includes the reverse intersystem
crossing process, led to a 29%-greater integrated fluorescence
compared to an otherwise identical set of equations that ne-
glected this process. It is important to emphasize that thend
reverse intersystem crossing described above occurs from the
triplet state populated by secondary absorption of the first
pump pulse and is easily distinguished temporally from the
process this experiment is designed to measure: reverse inter-

o;: O
h=r J s (0 (6)
ch +o00
f=—0 [ pg (t)ct, (7)
2 Tsl‘(!_; s, (1)
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whered; is the fluorescence yield. The two-step, laser-inducedvherer is a uniformly distributed random number between

fluorescence ratity is defined by -1 and 1. The standard deviations of the parameters found in
minimizing ten such data sets provide the estimated precision
fr = % (8) to which the parameters are known.
1

An analytical model of two-step laser-induced fluorescence
This is a convenient quantity to compare with experimentathat is limited to low-intensity and low-fluence conditions can
results since fluorescence yield, collection, and detection effbe developed. In this regime the fluorescence signals are given
ciency factors are eliminated. by

The T, photophysical parameters are determined by fitting fi= adgs;s h (20)
this model of the two-step, laser-induced fluorescence process
to the fluence-dependefy obtained experimentally. As will and
be discussed later, extraction of the parameters reqigres
measurements over a range of P2 fluences, which, at the upper fp = a®igPrige, T, I8, 71 01,1, P2 (11)
limit, are sufficient to partially deplete the lowest triplet state.
In addition, the length of the second pump pulse must exceatherea includes fluorescence yield, collection, and detection
the lifetime of T,. A numerical approach is required sincefactors. Calculating the two-step laser-induced fluorescence
under these conditions analytical solutions cannot be obtainedtio from Egs. (10) and (11) gives
easily. The numerical analysis consists of three major compo-
nents: (a) a calculation of the fluence-depenéefur a given fr = PigePrise, T 01,7, P2 - (12)
set of T, photophysical parameters, (b) an algorithm that
optimizes these parameters to provide the best fit to th&lthough this expression cannot be used to determirpand
experimental data, and (c) an estimate of the precision to Whidk},Tn, it is useful for estimating upper limits i, T, when
the extracted parameters are known based on a randomizatitvere is an undetectable two-step laser-induced fluores-
and re-optimization technique. cence signal.

Calculation of the fluence-dependent, two-step laserResults

induced fluorescence ratio was based on the sequential solu-The triplet-triplet absorption spectrum of rose bengal in the

tion of the rate equations given in Egs. (4) and (5). These ratear infrared (Fig. 77.36) is derived from a series of transient

equations were solved using Runge—Kutta numerical integrabsorption measurements acquired by laser flash photolysis.

tion. The agreement between thebtained from this model There is no measurable ground-state absorption in this region.

and the experimental data can be quantified by#istatistic, Detector insensitivity prevented the extension of this spectrum

which is summed over the sef,F, for which experimental beyond 1100 nm. Using the intensity variation me#at

measurements of the TSLIF rati ey, Were made. The was found that the absorption has a peak between 1050 and

standard deviations of those measurements are giv@dy: 1075 nm with a cross sectiahy, 1, = (1.1+0.1) x 1016 ¢cn?.

The next step is to search parameter space in order to find

the values ofk; 1 , 71, and @ig 1, that minimizex?. The Figure 77.37 shows two-step laser-induced fluorescence

optimization algorithm used is the downhill simplex metR®d. results for T. The ratio of two-step to one-step fluorescence
frexpt Versus the fluence of the second pump pulse=(

The downhill simplex method will find the set of parametersl064 nm) is plottedThe first pump-pulse fluenceA{ =

that minimizesy?, but it does not report the precision with 532 nm) was held approximately constant a+3.3 mJ/cr,

which these parameters are known given the uncertainties &nd the resulting one-step fluorescence varied by less than 2%.

the experimental measurements. This precision was estimatBled emission following P2 was detected when P1 was blocked.

by running the optimization routine on sets of TSLIF ratioEach point in this plot represents the average of from 26 to

measurementsg iy, calculated from 370 double-pulse excitations. The error bars indicate the cor-
responding standard deviations. In addition, the spectrum of
the 532-nm+ 1064-nm excited emission was measured and

meiX(Fl* FZ) = fRexpt(Fl' F2)+ rUR,expt(Fl' FZ)' ) found to be the same as the-S5, fluorescence spectrum,
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Triplet-triplet absorption spectrum of rose bengal in the near infrared.

Figure 77.37
confirming that the TSLIF results from repopulation gfthe  Fluence dependence of two-step laser-induced fluorescencérrdbelay
parametersd)risc Ty TTz’ and kr T, can be determined by between excitatign r.)ulses:. 34 ns. Circle.:s gre -averages of from 2§ tq 370
analyzing the n'onlinear depen’dencefF@fon F2 using the double-pulse excitations with error bars indicating the standard deviations.
- . . . . . . The curve represents the best f2 € 0.011) calculated from solutions of
multistate kinetic model described in tA@alysis section.

) ) ) ) ; Eqgs. (4) and (5) using the parameter values given in Table 77.11l. The
This analysis of the data shown in Fig. 77.37 g'm%c,Tzz photophysical parameters determined from the fitting procedure are

0.0142:0.0003, 71, = 5.861.6 ps, andk 1,= 1.3€t0.18 p§  ®yq.1,=0.01420.0008, 11, = 5.8:1.6 ps, andk, 7, = 1.3:0.18 ps’.
with x2=0.011.

Similar measurements probing; TA; = 532 nm,A, =  T;-T, excitation is 9x 10> photons/cri (1.7 mJ/crA).
632 nm) failed to detect any two-step laser-induced fluoredMultiple excitations are possible, however, for pulses that are
cence. Based on the fluorescence detection limits, the quantuanger than the lifetime of I This allows the two-step laser-
yield of reverse intersystem crossing from dan be con- induced fluorescence ratio to continue to grow beyond the
strained tab e 1, <0.06 using Eq. (12) withor 1, deter-  short-pulse saturation fluence limit. Limits on the growth of
mined from Ref. 22 antk set equal to the uncertainty in the the two-step laser-induced fluorescence are not solely fluence

TSLIF measurement. dependent. The maximum rate at which population can be
excited to the upper triplet state is limited by the thermalization
Discussion rate k; 1,. In addition, the maximum number of excitation

Although no analytical expression can be given forcycles that can be achieved during a pulse is limited by the
fr(F1,F») that is applicable for the high fluences used in thesepper triplet IifetimeTT2 and the length of the second pump
experiments, it is possible to explain qualitatively the shape giulsed,. Since the nonlinear portion of thecurve is depen-
thefg versusk, curve shown in Fig. 77.37. This explanation dent on the upper triplet lifetime and its thermalization rate,
also provides some justification for why the kinetic modelit is possible to extract these parameters from a fit of the
analysis is sensitive to the lifetime and thermalization rate dfinetic model to data obtained under high-intensity and high-
the upper triplet state. Under low-fluence and low-intensityfluence conditions where the deviation from linearity be-
conditions, Eq. (12) predicts thatwill increase linearly with  comes significant.

F,. Deviations from the predicted linear response are expected

to occur for P2 with sufficiently high intensity or fluence. = The multistate kinetic model described in Eq. (1) and
Under conditions where the pulse length is shorter than theig. 77.35 is not the only possible explanation for fluores-
lifetime of T,, the saturation fluencd~ = (aTsz)_l for  cence following 532-nm 1064-nm excitation. An alternative

44 LLE Review, Volume 77



REVERSEINTERSYSTEMCROSSINGFROM A TRIPLET STATE OF ROSE BENGAL

model that deserves consideration includes absorption of A
1064-nm light by } to populate F, a state already known to
have a high reverse intersystem crossing yiéfdn the basis

of energetic considerations, thg IT, absorption process
appears to be plausible, although restrictions such as those c
based on parity may disallow this transition. If reverse intersys- [T4]
tem crossing were to occur predominantly frog then the

expression fofg given in Eq. (12) should be modified to give

fr = PigPrisc.7,07,7,07,T, FF - (13)

Y

E9554 Time

According to this modelfg increases quadratically rather
than linearly inF, since population of Jfrom T, requires  Figure 77.38
the sequential absorption of two 1064-nm photons. In addBchematic of transient changes in doncentration (based on Fig. | in
tion, fR is expected to saturate at a value greater thalkef. 15). The pointa, b, andc in the figure represent the times immediately
DD _ 0.78. The experimental data shown inprior to P2, immediately following P2, and after the fast recovery of the

oS T, Pt e . L transient bleaching, respectively.
Fig. 77.37 do not exhibit this behavior, which justifies our 9 resp Y

elimination of this alternative model.

Equation (14) attributes the bleaching to the entire fraction
No two-step laser-induced fluorescence was detected in thendergoing reverse intersystem crossing. It is more appropri-
532-nm + 632-nm experiment. This experiment was per-ate, however, to interpret bleaching as due to the fraction that
formed under conditions much less favorable than for thendergoes reverse intersystem crossing and in addition does
532-nm+ 1064-nm experiment. Both the maximum P2 fluencenot repopulate the triplet manifold through-ST, transfer,
and the triplet-triplet absorption cross section were signifitmplying
cantly less at 632 nm compared to 1064 nm. Even with these
limitations, however, the value @s. 1. can be determined AC,: _
. 1sc, T3 ) . —8 = Qi 7, (1~ Pige)- (15)
to be less than 0.06. This result disagrees with a yield of 0.72 AC,, 8
for this state reported previousH.
Indeed, this latter interpretation of the bleaching fraction
Ketsle et al attempted to measure the yield of reverseagrees with that used by Redmoeidall? Recalculating a
intersystem crossing through measurements of the changeyireld based on Eq. (15) using the Ketsfeal. bleaching
T, absorption (and therefore, concentration) in a two-stefraction data found in Table | of Ref. 15 giveg;e 1,>> 1.
excitation experiment® Immediately following P2, a de- Since this quantum yield cannot exceed unity, it appears that
crease in the concentratid@C,,, of T; was observed, which their experimental data was obtained under conditions in
was followed by a partial recoverC,., as shown in which the assumptions used to derive these equations do not
Fig. 77.38, which is a sketch showing the key features in thapply. In particular, these equations are valid only under
transient signal plotted in Fig. | of Ref. 15. The poimts and  conditions in whichAC,, is proportional to the number of
c in Fig. 77.38 represent the times immediately prior to P2photons absorbed by, TThis can occur only when the length
immediately following P2, and after the fast recovery of theof the exciting pulse is shorter than the lifetime of the upper
transient bleaching, respectively. The lack of complete recowriplet state (52 << T-|-3) and when the transient absorption
ery is due to reverse intersystem crossing from the higher-lyindetection system is capable of responding on this same time
triplet populated by P2. From these concentration changesale. Ketslet al do not report the length of their second pump
Ketsleet al calculated the reverse intersystem crossing yielghulse but state only that it is from a ruby laser. It appears likely
using the formula that their excitation pulse is longer than several nanoseconds,
which is much greater than the expected upper triplet lifetime
of picoseconds or less. In addition, the time response of their
% = D 1o (14) transient absorption detection system is not reported. The use
ACqp e of long pulses or slow detection systems with this transient
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absorption technique will lead to an underestimate of theTable77.1V: Energiesof rose bengal excited states. Singlet-
number of absorbed photons, thus leading to valueg;gf 1, State energies are estimated from the ground-state
that exceed unity. The equipment requirements are not as absorption spectrum. Triplet-state energies are
demanding for fluorescence methods of measuring reverse estimated from the T, absorption spectrum.

intersystem crossing. State Energy (eV) Ref.
S; 210 Thiswork

Reverse intersystem crossing yields have been calculategret S dl m— ”

for a growing number of molecules. An aspect of this study that 2 ' IS wor

makes it of particular interest is that these yields have now begn S3 351 Thiswork

measurgd fo.r sgveral triplet states of rose ben.gal. PI’.eVIOL S S, 395 Thiswork

workers in this field have suggested that population excited tg

T, relaxes rapidly to the next-lowest triplet state, and that the Ty 175 25

triplet-singlet transfer is predominantly due to reverse inter T, 2.92 Thiswork
system crossing from this less-energetic st&feAccording
to this model, the reverse intersystem crossing yield should He
independent of the high-lying triplet state initially excited; Ty 403 24
experimental measurements clearly contradict this prediction
with high yields of® i 1, =0.80 if Ty is initially excited3to
much lower yields of® g t, = 0.0142 for the case of direct
population of T (measured in this work). Conclusion
We have presented what we believe to be the first study of
To understand these results it is instructive to consider the triplet state of rose bengal that is produced by 1064-nm
energies of the relevant triplet and singlet states. The energiescitation of . The triplet-triplet absorption cross section
of the singlet states can be estimated from the peaks of tias measured between 825 nm and 1100 nm. This state was
ground-state absorption spectrum. Similarly, the energies df@irther characterized using two-step laser-induced fluores-
the triplet states relative to, Tan be estimated from triplet- cence to determine its thermalization rate, lifetime, and quan-
triplet absorption spectra (the present work and Refs. 8 artdm yield of reverse intersystem crossing. Similar two-step
24). The energy of Tin methanol is 1.75 e%? These results laser-induced fluorescence measurements were made of the
have been compiled in Table 77.1V. The energy gaps betwedriplet excited by 632-nm light.
the excited triplet states and the nearest less-energetic singlet
state areAE (T,—S,) = 0.51 eV,AE (T3-S3) = 0.35 eV, and In earlier work, the reverse intersystem crossing yield was
AE (T4—S,) = 0.08 eV. Thus we find that the transition with predicted to be independent of which higher-lying triplet state
the smallest energy gap exhibits the greatest reverse intersygas initially excited. The present work finds that the yields for
tem crossing vyield @yg 1,= 0.0142, @ 7. < 0.06, triplets excited by red and near-infrared ligh,ahd T, are
Prise T, = 0.80). Although this ordering is consistent with amuch less than those reported earlier for the more-energetic
simple interpretation of the energy gap law for nonradiativestate T,, which is populated by green lightAn analysis of
transitions, which states that reverse intersystem crossingtise triplet-triplet absorption spectrum and the ground-state
likely to be most favorable when there is a small energy gagbsorption spectrum shows thati§ energetically close to a
between the triplet state and a nearby singlet, such an interpgate in the singlet manifold, whereas the corresponding gaps
tation must be considered critically. As developed by Englmaare significantly greater forsTand T.
and Jortnef8the energy gap law applies to a particular triplet-
singlet pair, whereas here we are considering three such pailsCKNOWLEDGMENT
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Picosecond Response of Optically Driven Y-Ba-Cu-O Microbridge
and Josephson-Junction Integrated Structures

Photoexcitation studies of superconductors have been a sub-In this article, we report our studies on the picosecond
ject of intense investigation for the last 20 years. Early experphotoresponse of a current-biased YBCO microbridge coupled
ments were performed on metallic superconductors usin a bicrystal YBCO Josephson junction. Femtosecond optical
nanosecond and picosecond pulses and were concentratedoaitses were used to excite the microbridge in the resistive
the dynamics of the photon-induced, superconducting-tcstat® and to generate a series of picosecond-duration electrical
normal transitiort:2The discovery of high-temperature super-transient pulses. These transients were in turn applied to switch
conductors (HTS) prompted a new series of transienhe grain-boundary Josephson junction. The junction response
photoexcitation experiments. Experiments with optical-pulsewas superimposed on the large feedthrough signal, but the
driven current-biased samples and direct measurements of tlumction signal could be identified due to its dependence on the
resulting voltage transient provide the most direct informatiorbias current.
on nonequilibrium processes in HTS. These experiments are
also most relevant when evaluating the potential of HTSSample Fabrication and Experimental Setup
materials for fast photodetector applications. Recently, we The test structures, consisting of coplanar strip (CPS)
have observed the single-picosecond electrical response ofransmission lines, were fabricated on (100) MgO bicrystal
current-biased YB#usO7,, (YBCO) microbridge exposed substrates, using a standard laser ablation technique and ion-
to femtosecond optical pulsés® The experiments were con- beam etching2YBCO films 50 to 100 nm thick were depos-
ducted in the temperature range from 4.2 K to 80 K, using outed at the substrate temperature ®D@nd at the ambient
subpicosecond electro-optic (EO) sampling systdine two  oxygen pressure of 0.35 mbar. The deposition was followed by
mechanisms responsible for the picosecond response of tha annealing cycle in pure oxygen. Next, a 50-nm-thick gold
YBCO microbridge have been identified: nonequilibrium ki- layer was sputtereid situon top of YBCO thin film at room
netic inductance and hot-electron heatiidne corresponding temperature at an argon pressure of 0.05 mbar. The test struc-
electrical transient was either a 2-ps-wide oscillation for theures were prepared in a two-step process. First, they were
kinetic inductance response, or a single-picosecond spike fphotolithographically defined and then etched with a low-
electron heating in the resistive stéte. current-density (1 mA/cR) ion argon beam. In the second
step, the Au layer was removed from the top of the junction and
Picosecond-impulse excitation of Josephson junctions hdsidge areas, using the same low-intensity ion etching. As a
been extensively studied theoretic&ty? The simulations result, eight 8-mm-long CPS lines, containingitfx 5-um
showed that a junction response is delayed with respect to theidges and Sm-wide bicrystal Josephson junctions, were
excitation impulse by a turn-on delay timg which depends fabricated on each substrate. The 8-mm length of CPS was
on both the junction bias and the critical curigierdrive (  chosen to restrict the end-of-line reflections, assuring a 50-ps-
is defined as the maximum superconducting current that cdang reflection-free measurement time-window. The sche-
flow through a Josephson junction). The rise tirgeof the  matic of our CPS line and the measurement configuration are
junction switching transient was also calculated and found tshown in Fig. 77.39. We note that the test structure is not a
depend on the amount of theoverdrive, as well as on the Josephson-junction transmission IiHégut rather a high char-
product of the junction’s normal resistarceghe junction’s acteristic impedance (8Q) CPS line with the junction elec-
capacitanceR\C;). In the case of the single-flux-quantum trodes representing high inductance. This type of experimental
(SFQ) pulse generation by resistively shunted junctions (RSXpnfiguration was chosen for practical fabrication consider-
the generated pulse has been predicted to have an amplitiat®ns and will be improved in future designs.
equal to 2.Ry and a width corresponding ®y/2I Ryt
where®q = 2.07 mVeps.

48 LLE Review, Volume 77



PicoseconpREspPoNsEOF OpTICALLY DRIVEN Y-Ba-Cu-O MICROBRIDGEAND JOSEPHSONJUNCTION INTEGRATEDSTRUCTURES

Excitation samplin in-situcurrent voltagel{V) of the junction and the microbridge,
beam begm 9 as well as to a 14-GHz-bandwidth oscilloscope for aligning the

experiment and monitoring the bolometric response.

Au Experimental Results
YBaCuO The studied YBCO thin films, junctions, and microbridges
—(\ | ¥ exhibited standard, high-quality characteristics. The super-
/ conducting transition temperatufgof as-prepared, 100-nm-
= 7/ thick films wasinthe 85 Kto 87 K range. Th¥ characteristics
= - ‘/;H of a bicrystal Josephson junction on a MgO substrate showed
_ g Josephson an RSJ-like behavior with = 700uA andl Ry = 2.5 mV, and
LiTaOs crystal High-reflectivity infrared  Junction lc=40uA andl Ry=0.1 mV, at 4.2 K and 77 K, respectively
J2s01 dielectric coating (Fig. 77.40). The microbridgeV curves exhibited a flux-flow
transition into a resistive state Jt= 10° A/lcm? at 77 K. At
Figure 77.39 higher bias currents, hot-spot formation occurred and the
Experimental setup of CPS line and measurement configuration. microbridge was driven into a switched (resistive) state. The

microbridges were biased with a voltage source to prevent
their destructiorf.

Our optical system for the femtosecond pulse excitation and
EO sampling detection is described in detail in Ref. 4. Briefly,

a mode-locked Ti:sapphire laser, operating at a repetition rate 0.2 . T T . .

of 76 MHz, was used to generate 100-fs pulses at a wavelength (@)

of 800 nm. To perform EO characterization, the laser beam was 01l |
split into two paths: a frequency-doubléd«{400 nm) excita- E B

tion beam used for inducing the photoresponse signal in the = I

bridge, and an 800-nm sampling beam for monitoring the @ 0.0F 1 T
electric field penetrating an EO (LiTaPcrystal during the ::3

electrical pulse propagation (see Fig. 77.39). The sampling -0.1} -
beam was time delayed with respect to the excitation beam by
a computer-controlled translation stage, directed between the
coplanar lines through the LiTa@rystal less than 100m 06 -04 -02 00 02 04 O
away from the bridge, and reflected to the analyzer by a high-
reflectivity dielectric coating at the bottom of the LiTaO

crystal. The sampling beam sensed the instantaneous birefrin- 1.0r (b) 7
gence introduced in LiTafby the photogenerated transient < I 1
that propagated in the CPS underneath the crystal. By varying & 05 ] ICI j
the relative delay between the moment of photoresponse gen- % 0.0F -
eration (excitation beam) and the signal probing (sampling = i

beam), the whole time-domain waveform could be resolved. O —0.5[ ]
From the operational point of view, our EO system can be _10F |
regarded as a sampling oscilloscbfeaturing <200-fs time L

resolution and <15@& voltage sensitivity, which are well -1.5 A : '2 : '0 : '2 : '4

below the characteristics of transients reported here.
\oltage (mV)

. . . 72418
The samples were mounted in a continuous-flow helium

optical cryostat. All the experiments were carried out in a
temperature range from 20 K to 80 K with the temperaturé&igure 77.40
control of+0.2 K. Our test structures were connected to d&urrent-voltage characteristics of a bicrystal Josephson junctionlyvith

e . =40 pA andlc =700 A at 77 K and 4.2 K, tively.
current and voltage sources, for biasing and characterizing the HA andle HAE an respeciively
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Figure 77.41 shows the EO sampling measurement of Riscussion

2.1-ps-wide electrical transient, typical for the microbridge We believe that despite the fact that due to the design

biased in the resistive stat®ulses of this type were used in all constraints all the waveforms presented in Fig. 77.42 look very

experiments presented in this article. Typically, the pulsaimilar and are dominated by the feedthrough signal, they

amplitude was about 25 mV, which, for the approximatelycontain information about switching dynamics of the YBCO

80-Q CPS line, corresponded to an ~308-current pulse. Josephson junction; thus, we have subtracted theféked-
through signal from each measured waveform (results are
shown in Fig. 77.43). For clarity, we separately showed the

z 03 responses for thel .51, biased junction [Fig. 77.43(a)] and for
£ 0.7 I [Fig. 77.43(b)]. In both cases, we overlaid the traces
2 with the Ol signal, which can be regarded as the zero-time
2 0.2 reference for the junction response. From Fig. 77.43(a) we
g' observe that when the junction is in the voltage state, the
g 0.1 junction response for both bias polarities is positive and con-
% sists of an ~1-ps-wide transient with a turn-on delay of 0.7 ps.
e The response is consistent with our simulations (not shown)
>
g- 0.0
Time (5 ps/div) 10l@ © 0 |0| b
72419 L e c i
g 0.8 T=20K — 4071
Figure 77.41 :a 0.6 -
Photogenerated electrical transient of the YBCO microbridge. % 0.4 B ]
= L _
The pulse from Fig. 77.41 was applied to the junction, and I 7]
the resulting signal was electro-optically detected approxi- ‘_E‘S
mately 50um after the junction (see Fig 77.39). Experiments S
were performed at 20 K, and the junctlpmas 65QA (I Ry <
= 2 mV). To elicit a junction response from the measured

output, we used the following procedure: We biased our junc-
tion in five different points on the-V curve, namely at Q.,
+0.71., and+1.51;, and recorded the response. Thebias
corresponded to the positive amplitude of the input pulse,
while in the *“" polarity, the junction was biased in the
opposite direction to the excitation pulse. Figure 77.42(a)
shows the normalized transient responses from the junction at
0l +0.71, and+1.51.. We note that the initial, positive part

of each response overlaps, while some differences are visible
in the remainder of the pulse. After the initial oscillatory
transient, we observe additional oscillations, which are very
noisy and, therefore, difficult to analyze. A similar set of
responses was collected for tH&7 1, -1.51, and Ol . bias
points and is shown in Fig. 77.42(b). All signals presented in
Fig. 77.42 look very similar since they are dominated by the = z2420
inductive response of the junction leads combined with the

CPS resistance. Thus, the oscillatory transient with no biasgure 77.42

applied to thejunction (thin linesin Fig_ 77_42) will be referredThe test structure response to the ultrafast input pulse measured for different
to as thdeedthrough'n further discussion. junction biases on the CPS ling/t after the Josephson junction. All signals
are normalized to the zero-bias feedthrough signal.

Normalized amplitude

Time (5 ps/div)
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Figure 77.43

detected. The measureg of the+0.7 |, biased junction is

0.7 ps, the same as for the 51 . case. We must finally note that
signals observed in Figs. 77.43(a) and 77.43(b) after the initial
pulse responses discussed above are associated with the sec-
ondary input-pulse reflections and resulting secondary switch-
ing of our junction. Their detailed analysis and comparison
with numerical circuit simulations will be presented in a later
publication.

Conclusion

Picosecond electrical pulses, optically generated in current-
biased YBCO microbridges, were used to excite the response
of a bicrystal Josephson junction placed in the YBCO super-
conducting coplanar transmission line. The transients recorded
just past the junction contained large feedthrough signals, but
the junction response could be separated by subtracting the
feedthrough from the signals obtained under different bias
conditions. As aresult, we were able to observe single-picosec-
ond switching of HTS Josephson junctions, as well as to
measure the junction turn-on delay time. Our findings provide
confirmation of the potential of YBCO for ultrafast optical
and electrical transient detection and processing. In the future,
however, a new feedthrough-free test structure representing
YBCO Josephson-junction coplanar transmission line is needed.
The development of such a circuit is currently underway.
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High-Frequency Bulk Phase Modulator for Broadband Smoothing
by Spectral Dispersion on OMEGA

High laser-irradiation uniformity is an important requirement
for successful direct-drive inertial confinement fusion (1CF).
Direct-drive laser-irradiation uniformity is achieved on
OMEGA for different ranges of spatial frequencies using
smoothing by spectral dispersion (SSD), polarization smooth-
ing with distributed polarization rotators (DPR’s), and mul-
tiple-beam overlap.1 SSD significantly improves irradiation
uniformity by rapidly shifting the laser speckle pattern gener-
ated by distributed phase plates (DPP's). A high-frequency
€l ectro-optic phasemodul ator producesawavel ength modul a-
tionthat issubsequently converted by adiffraction gratinginto
theangul ar deflectionrequired to shift the speckl e pattern. The
low spatial frequency cutoff of the smoothing produced by
SSD is determined by the maximum deflection of the beam.
Extremely smooth, time-averaged intensity profiles are
achieved on a time scal e corresponding to the inverse band-
width impressed by the phase modulator; thus, larger SSD
bandwidths are desirable. Two-dimensional SSD (2-D SSD)
extends the smoothing benefits of SSD by using two separate
stages of bulk electro-optic phase modulators and gratings to
deflect the laser speckle pattern in orthogonal directions.

For OMEGA, implementing a high-frequency modulator
in the second direction of the 2-D SSD system is advanta-
geous since the bandwidth from the second modulator is not
dispersed until after the most-limiting spatial-filter pinhole,
whichislocated in thelarge-aperture ring amplifier (LARA)?
inthedriver line. Thisconstraint requiresthat high-frequency
phase modulation be generated in a bulk electro-optic modu-
lator to accommodate the dispersed bandwidth from the
first modulator.

Design methods used to devel op the current generation of
3.0- and 3.3-GHz bulk phase modul ators3 are directly relevant
to higher-frequency designs, but several factors merit special
attentionin higher-frequency modul atorsdesignedto generate
large SSD bandwidths. First, resonant designs are attractive
since higher electric fields can be developed in the electro-
optic material without expensive, high-power microwave
sources. Vel ocity-matching the optical and microwave fields
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isalsoimportant to achieveefficient optical phasemodulation.
Lastly, controlling FM-to-AM conversion at higher-modula-
tion frequencies is a more difficult system problem.

A number of bulk electro-optic phase modulator designs
arefoundintheliterature.*10An approximately 9-GHz modu-
lator* implemented on the original 24-beam OMEGA laser
systemincorporated alithium niobate (LiNbO3) crystal inside
an evacuated, high-Q microwave resonator, but it suffered
difficulties coupling microwave power from the resonator
mode into the crystal. Vel ocity-matched waveguide resonator
designs®~ operate at microwave frequencies near the wave-
guide cutoff to match the optical and microwave phase veloci-
ties. This matching allows arbitrarily long interaction lengths
to be used to achieve increased modulation efficiency. A
quasi-velocity-matched concept® uses periodically poled
lithium tantalate (LiTaO3) to approximately realize this same
advantage with the added advantage of a TEM modulation
field, but it suffers from the inherently lower Q factor of a
micro strip resonator. An ~20-GHz dielectric resonator
design® achievesahigh Qfactor, but the el ectric field distribu-
tion of the TM 1, resonant modeis poorly suited for 2-D SSD
applications. Convenient coupling of microwave power into a
resonator structure is also a critical design issue. Electric-
probeb:9 and magnetic-loop’ coupling require that the resona-
tor structurebepartially air filled, but thisreducesthemaximum
clear aperture. Cutoff-waveguide coupling eliminatesthisdis-
advantage and, in addition, offersthe possibility of tuning the
resonance frequency.10

Incorporating a higher-frequency phase modulator in the
2-D SSD system offers two approaches to improving irradia-
tionuniformity on OMEGA. First, larger SSD bandwidthscan
be generated for a given number of FM sidebands and propa-
gated through the laser system since less grating dispersion is
reguired to achieve asingle color cycle. Increased SSD band-
widthssmooth laser irradiationfaster. Anasymmetric 2-D SSD
configuration on OM EGA using phasemodul atorsoperating at
3.0 and ~10 GHz could achieve infrared bandwidths of 1.5
x 12 A, respectively, to generate 1 x 1 color cycles nominally.
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Thisinfrared bandwidth correspondstoaUV bandwidth of ap-
proximately 1 THz. To efficiently convert this infrared band-
width to the ultraviolet, dual-tripler frequency-conversion
crystals!! (FCC’s) must be implemented on all 60 OMEGA
beams. Thisupgradewill be completed beforetheend of 1999.

Alternately, multiple SSD color cycles can be produced
with ahigher modulation frequency for agiven grating design,
and the same SSD bandwidth can be propagated without
exceeding the beam divergence limit imposed by the laser
system pinholes. Increasing the number of color cyclesredis-
tributes the beam nonuniformity to higher spatial frequencies
and accelerates the smoothing at the mid-range spatial fre-
guencies (¢ = 50-200) that pose the greatest threat of seeding
hydrodynamic instabilities in direct-drive implosions.t The
current OMEGA FCC configuration can efficiently convert
infrared bandwidths of 1.5 x 3.0 A from modul ators operating
at 3.0and ~10 GHz to generate 1 x 3 color cycles, respectively.
Experimentsutilizing both 1-THz UV bandwidth and multiple
color cycle improvements are planned for OMEGA this year.

High-Frequency Modulator Design

A velocity-matched, waveguide-coupled, LiNbO5 dielec-
tric resonator modul ator design was selected for the 2-D SSD,
high-frequency modulator application. A simple sketch of a
generic cutoff-waveguide-coupled resonator1? is presented in
Fig. 78.1(a). A TE;g mode of the input waveguide delivers
microwave radiation to a high-Q, TE, g, standing-wave reso-
nator formed by locating an electro-optic material in an air
waveguide that would otherwise be below cutoff at the reso-
nance frequency.

Velocity mismatches between the microwave and optical
phase velocities in an electro-optic material reduce phase-
modulation efficiency,1? particularly at high modulation fre-
guencies. In the resonant microwave cavities used for SSD
bulk phase modulators, standing waves are impressed across
the el ectro-optic crystal, which can be decomposed into fields
co-propagating and counter-propagating with the laser beam.
For thiscase, thevel ocity-mismatch reduction factor Bisgiven
bylZ

B=1|sin(u+) +sin(u_)|’ )

2| U, u-

f L _
U, = E:T[ng(\/?s+ n3), (1b)

where & istherelative dielectric constant of the electro-optic
crystal for polarizing the applied microwavefield at the modu-
lation frequency f,y, Nz istheindex of refraction of the crystal,
and cisthe speed of lightin vacuum. Thefirst term of Eq. (1a)
accounts for the contribution of the optical beam interacting
with the co-propagating microwave, while the second term is
associated with the counter-propagating microwavefield. The
maximum effective interaction length SL for a 10.5-GHz
LiNbO5 modulator with no velocity matching is limited to
approximately 2 mm, as shown in Fig. 78.2.

Velocity matchingisachievedintheconfiguration shownin
Fig. 78.1(a) by setting the width of the crystal, a, to adjust the
microwave phase velocity in the waveguide geometry,

c
Vphase = — ,
wfgs\/l_(fc/ fO)z
)
_ C
LRy

to match the optical phase velocity in the electro-optic mate-
rial, c/ng, where f; is the cutoff frequency of the waveguide
section loaded with the crystal and f; is the resonance fre-
guency of the modulator. Figure 78.2 plotsthe effective inter-
action length as a function of crystal length for waveguide
resonators with different degrees of velocity matching. For a
perfectly velocity-matched design, the effective interaction
length grows linearly with some modulation caused by the
interaction with the counter-propagating microwavefield. An
almost negligible penalty is observed for a 10% velocity
mismatchwith a26.3-mm crystal length showninFig. 78.1(c).

The height b of the crystal is arbitrary for a TE;g, mode;
however, minimizing b increases the electric field magnitude
for agiven microwave drive power and can eliminate spurious
TEgim modes in the crystal that would divert microwave
energy if mode-coupling mechanisms exist. The length of the
electro-optic material determines the modulator resonance
frequency based onthe microwave phasevel ocity inthewave-
guide. A resonance exists for crystals that are an integer
number of half-wavelengths, plus any phase shifts associated
with the reflections at the cutoff-waveguide sections. For
materials with a high dielectric constant, these phase shifts
are generally small and only change the effective length of
the resonator by about 1%.10
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Figure 78.1

(a) Generic cutoff-waveguide-coupled resonator. The el ectro-optic crystal of length L ispositioned in an air-filled, rectangular waveguide of width aand height
b. Thewaveguide width setsthe cutoff frequency above the modulator operating frequency in the air-filled sections, but below cutoff in the crystal. The cutoff-
waveguidesectionsact ashigh reflectorsfor the standing wavesinsidetheel ectro-optic crystal resonator. Theinput waveguidewidtha’ supportstravelingwaves
at the operating frequency that evanescently couple through the coupling distance deoupling. (b) The microwave and optical electric fields, Emjcro and Eqpt, are
oriented along the crystalline c axisto take advantage of thelarge el ectro-optic tensor element rzzin LiNbO3. Thebeam sizeissmall enough so that the variation
of themicrowavefield inthe x directionisonly 15%. (c) A tapered input waveguide provides atransition from standard waveguide dimensions to dimensions
required for critical coupling into themodulator crystal. A small beam port in theinput waveguide bend providesoptical accessto the crystal but doesnot disturb
the microwave input since it is significantly smaller than the microwave wavelength.
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All SSD modulators designed and built at LLE have used
LiNbO3, which is a well-developed electro-optic crystalline
material. Other el ectro-optic materialsarecommercially avail-
able and were considered for the new high-frequency modula-
tor design, including LiTaO3, potassium titanyl phosphate
(KTP) and its crystal isomorphs, rubidium titanyl arsenate
(RTA), and cesium titanyl arsenate (CTA). Relevant optical
and microwave properties of these materials are reported in
Table 78.1. A large el ectro-optic coefficient is obviously desir-
able, but theindex of refraction and rel ative dielectric constant
also play asignificant role in maximizing the phase-modula-
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Figure 78.2

Effective interaction length with velocity matching in LiNbO3 modulators.
Bulk modulator with no vel ocity matching (heavy solid line); perfect velocity
matching essentially linear with respect to interaction length, with modula-
tionduetointeractionwith counter-propagating microwavefields(light solid
ling); variations of velocity mismatch in 10% graduations (dashed lines).

Table 78.1: Electro-optic material properties.

tion performance, as indicated by the electro-optic figure of
merit. Thelosstangent isinversely related to the fundamental
limit onthe Q factor that can beachievedin aresonant design’3
sinceit representsthe diel ectric lossesin each material. Lastly,
the laser-damage threshold is an important performance pa-
rameter. Both bulk and surface laser-damage threshol ds were
measured for undoped LiNbOz and arepresentedin Table 78.1.
The surface finish of the samples limited the surface-damage
threshold, while alower bound on the bulk damage threshold
was established that was limited by catastrophic surface dam-
age. Doped samplesof Zn:LiNbO5; and MgO:LiNbO3 showed
poorer damage thresholds. RTA is a potentially attractive
alternative possessing a high electro-optic figure of merit, a
losstangent almost four timeslower than LiNbOs, plusalower
dielectric constant that would facilitate approximately 20%
larger crystal clear apertures. The optical quality of RTA,
however, is not currently adequate for SSD applications since
strong hirefringence gradients are reported and the laser-
damage threshold is significantly lower than commercially
available LiNbO3.

Setting the beam size in a TE;g,-mode waveguide modu-
lator requires a compromise between maximizing the unifor-
mity of the phase-modulation depth across the beam and
minimizing FM-to-AM conversion. The electric field of the
standing wave varies across the transverse dimension, as
shown in Fig. 78.1(b). This field distribution produces an
index-of -refraction variation equivalent to atime-varying cy-
lindrical gradient-index lens. Minimizing the SSD beam size
to the central portion of the aperture minimizes this effect but
increases the difficulty of SSD system imaging. The phase-
modulated bandwidth dispersed by the SSD gratings must be
carefully imaged to prevent FM-to-AM conversion resulting
from propagation out of a grating image plane; otherwise,

LiNbO5 LiTaO4 KTP RTA CTA
(Refs. 14,15) (Refs. 16,17)| (Ref.18) | (Ref.16) | (Ref. 16)
Crystalline type uniaxial uniaxial biaxial biaxia biaxial
Electro-optic coefficient (pm/V) ry3 =28.8-30.8 33 35.0 40.5 38.0
Index of refraction Ny = 2.1561 (extraordinary) 2.143 n,=1840 [ n,=1.890 | n,=1.930
Relative dielectric constant £33 =23.7-27.9 41.4-43 15.4 19 29
Loss tangent (at 10 GHz) 0.0015 0.001 0.70 0.0004 0.002
E'geég;’g‘:'[(’g;‘;' ?i‘/rf)"f merit 3304 2548 2705 3935 2573
T HERE
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intensity modulation develops even from a perfectly FM-
modul ated beam according to

Al Ny CF
— [ 5mod [meod dG/d/\)ZZD dnod %Dig z,
beam

where Jy,oq i s the phase-modulation depth, wy,qq isthe phase-
modulation angular frequency, do/dA is the effective grating
dispersion, zisthe distance from the nearest image plane, N¢
isthe number of color cyclesimpressed on the SSD beam, and
Dpeamisthebeam diameter. Demagnifying the SSD beamtofit
through the modulator increases the sensitivity to imaging
errors and color separation of the dispersed FM beam on
system optics that can lead to amplitude modulation. Thisis
especially true for systems employing multiple color cycles.

The 10.5-GHz, waveguide-coupled LiNbO5 modul ator de-
sign [shown in Fig. 78.1(c)] includes four parts: a LiNbO3
crystal, acrystal holder, ataperedinput waveguidesection, and
atemperature controller. For aLiNbO3; modul ator operating at
10.5GHz, theideal crystal width to achievevel ocity matching
according to Eq. (2) setsa = 3.064 mm. All four sides of the
crystal are gold coated to form a standing-wave waveguide
resonator that is approximately 2 * Anicrowave 10Ng, While the
ends are antireflection coated for the SSD beam. The height is
the smallest possible consistent with a 1.1-mm beam size
chosen to limit the time-varying cylindrical phase error to a
reasonable level.

Thecrystal holder and taperedinput waveguide sectionsare
machined from copper to maximize electrical and thermal
conductivity and are gold plated to prevent oxidation of the
copper. The high electrical conductivity of copper minimizes
conduction losses in both the input waveguide and the
waveguide resonator since the gold coatings on the crystal are
only a fraction of a skin depth at 10.5 GHz. Good thermal
conduction is also beneficial in maintaining a uniform tem-
perature across the crystal.

The crystal holder is machined from three pieces of copper
that confine the LiNbOj crystal on three sides while a copper
foil holdsit in place. This configuration ensures high-conduc-
tivity walls next to the crystal with no air gapsin the direction
of the microwave electric field and minimal stress on the
crystal. Active temperature control of the modulator crystal is
planned to stabilize the resonance frequency and provide a
limited range of tuning. The simulated results discussed bel ow
are based on the modulator operating at 50°C to provide a
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+20°C range of temperature to accommodate uncertaintiesin
the dielectric constant and crystal fabrication tolerances. A
significant advantage of themodul ator designisthat thecrystal
holder can accept various crystal sizes designed to operate at
different resonance frequencies.

The tapered input waveguide section transfers microwave
power from a standard coaxial-to-WR-90 waveguide adapter
to a 4-mm-high waveguide section suitable for coupling the
microwave energy into themodulator crystal. Thetaper length
IS Amicrowave/2 t0 minimize reflections associated with the
waveguide discontinuities. A Apicrowave/ 2-10Ng waveguide
elbow isalsoincluded with asmall beam port for optical beam
access to the microwave input side of the crystal.

Maximizing microwave power transfer into a cutoff-
waveguide-coupled resonator at resonanceisaccomplished by
adjusting dgqpiing to Vary the coupling coefficient, 1

_16 Q ECOSZQ“ @ @;Log
e G
el

S gL

to achieve critical coupling (Beoypling = 1), where Qg is the
resonator Q factor, L is the effective length of the LiNbO3
crystal, and Aq is the free-space microwave wavelength; the
remaining dimensions are defined in Fig. 78.1(a). Critical
coupling maximizesthe power transferredinto theresonator. 19
Equation (4) was derived assuming no reaction of the cavity
field on the waveguide field and is valid only for positive
coupling distances. Using this analytic expression, the cou-
pling coefficient calculated for the modulator presented in
Fig. 78.1(c) isplotted in Fig. 78.3, where it isseen that critical
coupling is not achieved, even for deoypjing = 0. This reslts
fromthe poor overlap between theinput waveguideand crystal
resonator modes, which is limited by the large mismatch
between theinput waveguidewidth and thesmall crystal width
imposed by thevel ocity-matching constraint. Although Eq. (4)
cannot beextrapol atedto negativecouplingdistances, it strongly
suggeststhat allowing the modulator crystal to extend into the
input waveguide would achieve critical coupling.

ﬁcoupl ing =

coupling \ [(2a DD

a' \ H/\_HE )
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Coupling coefficient plotted versuscoupling distancefor waveguide-coupled
LiNbO3 modulator. The analytic valuescal culated from Eq. (4) areplottedin
the dashed line only for positive coupling distances assuming the input
waveguide and crystal heights are equal. Valuesfrom Micro-Stripes simula-
tionsmodeling LiNbO3 as an isotropic dielectric, aswell as using the tensor
values for the dielectric constant are plotted as dotted and solid lines,
respectively. Critical coupling was experimentally observed for deoupling
=1.07 mm and plotted.
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Accurately analyzing configurationswherethe crystal pro-
trudes into the input waveguide was accomplished numeri-
cally using Micro-Stripes, a commercial three-dimensional
electromagnetic analysis package.2® Micro-Stripes yields
both time- and frequency-domain electromagnetic solutions
for arbitrary geometries, including tensor material properties
such as the dielectric constant for materials like LiNbOg,
which aredifficult totreat analytically. A particular strength of
this simulation package is that wideband frequency-domain
results with fine resolution are obtained from a single time-
domain simulation.

A typical Micro-Stripesmodel and the resultsfrom asimu-
lation are shown in Fig. 78.4. All the geometric details and
material properties of the modulator shownin Fig. 78.4(a) are
represented in the model. In asimulation, an electromagnetic
impulse is launched in the input waveguide, and the fields
throughout themodel arecal culated asafunction of time. Field
values are saved at probe points for post-simulation analysis,
including digital filtering, resolving incident and reflected
waves, and transforming into the frequency domain. The
complex reflection coefficient can be calculated as afunction
of frequency from the simulated forward and reflected micro-
wave field components. The complex reflection coefficient
can then be analyzed using a personal computer program
QZERO?9 to yield the three important resonator parameters:
the resonance frequency, the resonator Q factor, and the cou-
pling coefficient.
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Figure 78.4

Micro-Stripes numerical simulations. (a) The complete three-dimensional, anisotropic geometry of the LiNbO3 modulator shown in Fig. 78.1(c) is modeled
with spatial resolution required to yield accurate results; (b) the magnitude of the complex reflectivity plotted versus excitation frequency reflectsthe harmonic

spectrum of the waveguide resonator formed by the LiNbO3 crystal.
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Micro-Stripes simulations were performed using an isotro-
pic dielectric constant equal to the value along the designed
microwave electric field direction (£33), aswell as the tensor
values available from the literature.1® Simulations for arange
of crystal positions were calculated and the coupling coeffi-
cient plottedinFig. 78.3. For both cases, the couplingincreases
as the LiNbOg crystal protrudes farther into the input wave-
guide. Critical coupling is achieved for d = 1.2 mm for the
anisotropic cal culation. The magnitude of the complex reflec-
tion coefficient plotted versus frequency for this crystal posi-
tion is shown in Fig. 78.4(b). Nearly critical coupling into a
high-Q resonance is evident from the narrow, low-reflection
feature representing the 4 * Apicrowave/2 Mode of the crystal
resonator. Another feature evident from Fig. 78.4(b) isthat the
modulator can be optimally coupled for any of the other
resonances to access even higher modulation frequencies;
however, given the fixed resonator geometry defined by the
crystal, a velocity-mismatch penalty would be incurred.

Figure 78.5 shows the predicted variation of the resonance
frequency fy and the resonator Q factor over the same range
of crystal positions for the 4 « A/2 resonance as covered in
Fig. 78.3. The resonance frequency shows a relatively small
variation, and the Q factor is essentially unchanged over the
range of crystal positions producing significant microwave
coupling into the crystal. Interestingly, the resonance fre-
guency plotted in Fig. 78.5(a) initially decreases as the length
of the crystal protruding into the input waveguide increases,
after which it increases monotonically. The initial drop in

@
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resonance frequency, as well as the initially widening differ-
ences between theisotropic and ani sotropic simul ations of the
resonance frequency, indicate that the effective length of the
resonator increasesastheresonator fiel dsextend into theinput
waveguide and the fields distort near the crystal input. This
field distortion introduces el ectric field componentsthat inter-
act with the higher dielectric constant (£14) in the x and z
directions. After reaching minima, values for the resonance
frequency for both cases increase at the same rate since the
crystal length inside the crystal holder decreases. For positive
values of the coupling distance dgopiing, the predicted reso-
nance frequency approaches the value characteristic of the
crystal loaded in an infinitely long, cutoff waveguide. The
predicted Q factor in Fig. 78.5(b) also increases since the
coupling lossesinto the input waveguide rapidly decrease, as
seenin Fig. 78.3.

Modulator Performance

Microwave measurements of the X-band modulator and
adjustments to optimize coupling were performed using a
microwave vector network analyzer (HP Model 8720B). As
designed, the length of the crystal protruding into the input
waveguide was set to maximize microwave coupling into the
4 « A/2 resonance. Excellent coupling was achieved for a
coupling distance of —1.07 mm. Within experimental uncer-
tainties the measured return loss of —35 dB represents critical
coupling and is plotted in Fig. 78.3. Excellent agreement with
predicted values of the coupling coefficient is observed.
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>
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Figure 78.5

(a) Resonance frequency and (b) Q factor for cutoff-coupled, LiNbO3 waveguide modulator.
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The measured complex reflectivity of the modulator was
also analyzed to evaluate the resonance frequency and Q
factor. The measured resonance frequency at critical coupling
is 10.412 GHz, which is 1.7% lower than predicted from the
Micro-Stripes simulations. This discrepancy is attributed to
three factors: First, the cutoff-waveguide cross section at the
end of the crystal opposite the input waveguide was enlarged
dightly to simplify alignment of the modulator in the SSD
system, which would increase the effective length of the
resonator and reduce the resonance frequency. Second, crystal
fabricating tolerances resulted in dlightly larger width and
length dimensions that also increase the effective resonator
length. Lastly, theactual dielectrictensor valuesfor theLiNbO5
crystal may differ from the literature values'® used in the
simulations. The measured Q factor plotted in Fig. 78.5(b)
agrees well with the predicted values.

Experimentally, double-pass operation yields 1.95-A SSD
bandwidths with approximately 14.4 W of microwave power
delivered to themodul ator. Thismeasurement of phase-modu-
|ation performance showsreasonabl e agreement withasimple
estimate based on microwave measurements. The microwave
energy stored in the resonator, Egq,eq, Can be calculated from
the definition of the unloaded Q factor,

QO = wo Estored/Pm ,

where P;,, isthe power delivered to themodulator and ayisthe
angular microwave frequency wy = 271fg. The stored energy
Eqtoreq Can berelated easily to the electric field strength inside
thecrystal, Eq, by approximating thefield distributionwiththe
mode of a TE; g, resonator and spatially integrating to derive

Egtored = 533/8(ab|-) Eg )

where £33 is the dielectric constant, and a, b, and L are the
crystal width, height, and length, respectively. These expres-
sions can be combined with the expression for phase-modula-
tion depth,3

_ T wL ml??;’ 33
5m0d - A
opt

where BL is the effective crystal length including velocity
mismatch, nyistheindex of refraction, rz3 isthe electro-optic
coefficient, and Aqpy is the optical wavelength. Using the
measured valuesfor Qq, a, b, and L, literaturevaluesfor &35, ng,
and r33, a calculated value of BL = 0.95 to account for some
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velocity mismatch tolerance, a phase-modulation depth of
1.59 is calculated. For a single pass, this corresponds to an
SSD bandwidth AAgnge=1.22 A, or adoubl e-pass bandwidth
A/\double =244 A

Additional SSD bandwidth can be achieved by increasing
thenumber of passesthroughthe modulator or increasing input
power. Based on the measured performance, a double-pass
configuration would require approximately 520 W of micro-
wave drive power to generate 12 A of phase-modul ated band-
width, while an active multipass scheme with four passes
would require less than 130 W at the expense of greater
system complexity.

Conclusion

Thedesign of an efficient, bulk phase modulator operating
at approximately 10.5 GHz, which can produce substantial
phase-modulated bandwidth with modest microwave drive
power, has been presented. The waveguide resonator design
employs an adapted form of cutoff-waveguide coupling and
velocity matching toyield asimple, high-Q microwavedesign
with practical clear-aperture dimensions suitable for applica-
tionina2-D SSD system. Thedesigniseasily scalableto other
frequencies by simply changing the electro-optic crystal di-
mensions. Themeasured microwave performanceof themodu-
lator agrees well with performance predicted from fully
anisotropic, three-dimensional numerical simulations.
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Angular Spectrum Representation of Pulsed L aser Beams
with Two-Dimensional Smoothing by Spectral Dispersion

Pulsed laser beams with two-dimensional smoothing by spec-
tral dispersion (2-D SSD), used ininertial confinement fusion
(ICF), improve the on-target uniformity on the OMEGA laser
system; 1 however, 2-D SSD ishighly susceptible to signifi-
cant amplitude modulation (AM) during its generation and
propagation.>—8 [nadditionto on-target uniformity, thesmooth-
ness of the pulsed beam asit propagatesthrough thelong laser
amplifier chain isimportant because of the perennial concern
regarding laser damage. Small-scale, nonlinear self-focusing
can occur as the pulsed beam propagates through various
optical components because of the large fluences inherent in
ICF applications. Any AM, in space or time, present on the
pulsed beam may induce self-focusing and lead to damage.
OMEGA utilizes many spatial filters to help aleviate the
buildup of high spatial frequenciesthat tend to self-focus. Inan
effort to reduce the overall AM, it isimperative that the AM
produced by the SSD driver lineis at an absolute minimum.

A complete analysis of the SSD driver line requires a
model that accounts for diffraction and spatiotemporal spec-
tral effects of the many optical components that comprise the
driver during both the generation and propagation of 2-D SSD
beams. AM sources and other nonideal behavior can occur at
any point inthe SSD driver line, and theimpact of aparticular
optical component depends on its relative location and the
parametersthat describethe SSD operation. L aser beam propa-
gation codes that include SSD as part of an entire ICF laser
system modeling exist at other laboratories, for example,
Prop92 at LLNL and Mir6 at CEA; however, they do not
emphasize the underlying optical components in the SSD
driver line. A comprehensive understanding of the AM issue
and other nonideal behavior entails a rigorous examination of
the specific optics involved in the SSD driver line, including
the effects of multiple-layered dielectric media, crystal bire-
fringence, multiple co-propagating beams, nonlinear grating
behavior, and far-field distortion. A model must be able to
simulate the nonideal effects, predict the relative impact, and
characterize the behavior so that experimental measurements
can be used to diagnose and excise the problem.
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The code (Waasese) devel oped to addressthe AM issuein
the SSD driver line simulates many optical components, pre-
dictsthedegree of AM, and characterizestheAM mechanisms
in terms of measurable signatures. Different AM sources are
measured on near-field streak camera images and exhibit
distinct spatiotemporal patterns, trends in the temporal spec-
trum, and/or AM that variesasafunction of an SSD parameter.
Waasese simul ations associ ate these distinct characteristics or
signatures to particular optic components. These signature/
component relationships are then exploited to diagnose, lo-
cate, and eliminate the AM sources when used in conjunction
with experimental measurements. Waasese has been success-
fully used to locate someAM sourcesand identify solutionsin
the new double-pass 2-D SSD driver line scheduled for instal-
lation on OMEGA. Waasese is based on the angular spectrum
representation, which accurately models diffraction and spa-
tiotemporal spectral effects. Waasese is not limited to AM
issuesand hasbeen usedto model observedfar-field distortion.
Waasese's inherent flexibility facilitates future enhancements
as other laser propagation issues arise.

Waasese models the individual optical components of the
SSD driver line using atransfer-function approach as opposed
toapplying theideal spatiotemporal dependent phaseterm. An
angular spectrum representation and/or a thin optic phase
transformation describes the transfer functions of the optical
components. This approach models SSD generation in a step-
wisefashion sothat nonideal components, such aswaveplates,
may beincluded at any point in the process such asin between
the preshear and dispersion gratings. Thisisanimportant issue
because the degree to which optical components contribute to
AM depends on their relative location in the SSD driver line.
For example, surfaceroughnessof afar-fieldretromirror of the
second SSD dimensionwill produceAM onthefirst but not the
second dimension because the second dimension has not been
dispersed at this point. Also, the AM induced by the crystal
birefringence of the second SSD dimension can be compen-
sated, provided that re-imaging takes place prior to the final
grating. Additional examples of the modeling capabilities of
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Waasese include nonlinear behavior of gratings, multiple sur-
face reflections from a crystal in combination with an end
mirror that produce co-propagating beams with offset spa-
tiotemporal spectra, angular-dependent phasemodul ation depth
that produces distorted far-field spectra, multiple-layered di-
electric coatingsthat model high-reflection (HR) or antireflec-
tion (AR) coatings, etalon effects that modulate the temporal
spectrum, spatial phase modulation of irregular surfaces, and
image rotation between grating pairs. Waasese is capable of
modeling arbitrary initial spatial and temporal profilessuch as
Gaussian, hyperbolic tangent, square, round, and elliptical. A
postprocessor for Waasese incorporates various instructional
data-visualization techniques of the spatiotemporal intensity
and phase history of 2-D SSD pulsed beams: a spatiotemporal
Cross section, a spatial cross section, a false-color instanta-
neouswavel ength overlay, atime-averaged far-field view, and
atime evolution of thefar-field pattern. These data-visualiza-
tiontechniquesprovidevaluableinsight into various problems
that arise and their subsequent solutions.

The angular spectrum representation provides a straight-
forward analytical and numerical method to accurately ana-
lyze the generation and propagation of 2-D SSD pulsed laser
beams. The angular spectrum representation decomposes a
pulsed beam into a continuous linear sum of harmonic plane
wavesthat individually propagate with aunique direction and
temporal frequency through the laser system. Each harmonic
planewaveiscompletely described by three parameters: ky, ky,
and w. When the resultant harmonic plane waves are summed,
arepresentation of a2-D SSD pulsed laser beam is obtained
that accurately model s diffraction and spatiotemporal spectral
effects. Certain optical components require athin optic phase
transformation operation, in real space, whenever the optical
surfacesarenot planar, e.g., lenses, irregular surfacesonmirror
coatings, and surface roughness of optical finishing.

In thisarticle we first describe the angular spectrum repre-
sentation of the two main elements of the SSD operation used
inWaasese: gratingsand electro-optic (EO) phase modul ators.
We then apply these transfer functions to theideal generation
of 2-D SSD, which provides a foundation of comparison for
the nonideal cases. Ideal 2-D SSD utilizesalinearized grating
equation and a pure phase-modulation operation. Analytical
expressions and Waasese demonstrate that the application of
the ideal transfer functions reduces the problem to the well-
known spatiotemporal-dependent phase term that describes
2-D SSD.12Wealsointroducethefrequency domain and real-
space data visualization capabilities of the Waasese post-
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processor. Finally in a section covering nonideal 2-D SSD
generation we discuss various errors and/or nonideal effects
that include nonideal gratings, nonideal phase modulators,
crystal birefringence, Littrow mount error, image rotation,
temporal spectrum modulation, spatial spectrum modulation,
and image-plane errors.

Angular Spectrum Representation

Consider the el ectromagnetic field of the pul sed laser beam
that propagates along the beam axis Z within anonmagnetic,
nonconducting, source-free, linear, causal, spatially and tem-
porally homogeneous, isotropic, and spatially and temporally
locally linear diel ectric medium described by aconstant refrac-
tiveindex n=./ue/Uo€y - Let the electric field E'(r t) of the
pulsed laser beam be defined on an image plane at z = zy:

, D)

Eo' (rr.t) =E'(r.t) -

where the position vector and transverse position vector are
defined, respectively, by

r=xx+yy+z 2

and

rr = XX+yy €)

in the right-handed rectangular coordinate system (x,y,2) with
the corresponding unit vectors ()?,9, 2). In addition, let the
pulsed laser beam possess the form of a modulated carrier of
angular frequency

EO' (rT,t) = Eo(rT,t)eith , (4)

where EO(rT,t) is the spatiotemporal envelope of the pulsed
beam. The angular spectrum of the electric field at the image
planeis given by the forward, three-dimensional, spatial spa-
tiotemporal Fourier-Laplace transform (compare Ref. 9, §5.1
and Ref. 10, Chap. 4):

Eo(kt,w) = E(kT, 20, @)

= FFFEFP Eo(rrt)e®e It dtdxdy.  (5)

The wave vector and transverse wave vector are defined,
respectively, as
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k = k& +k,§ +k.2 (6)

and
kr =k&+K3 | ©
where the transverse wave numbers or spatial frequencies k,

and ky are real-valued and the longitudinal wave number k; is
given by the principle root of the expression

k, = (k3n? -kZ | (8)

and k# =kZ +kZ. The quantity ko =271/ A = o//c isthevac-
uum wave number, ' isthe angular frequency of the electro-
magnetic disturbance that is centered about the carrier w,

w=wtow, 9

and c= ]/\//JOEO is the vacuum speed of light.

Free-space propagation of the electric field of the pulsed
laser beam al ong the beam axisin any source-free and homog-
enous region of dielectric is given exactly by the angular
spectrum representation (compare Ref. 9, 85.1)

E(rr.zt)

=— 4]4]4] Eo(kt,w)e%eeiotelkr Brd odk,dky ,  (10)

where Az=z - z,. The expression givenin Eqg. (10) isan exact
solution to Maxwell’s eguations in an isotropic, source-free
dielectric medium. Any inaccuracies associated with this
method amount to assumptions made about the field behavior
Eo(ry.t) on theinitial plane z = z, (such as assuming scalar
fields or Fresnel-Kirchoff boundary conditions) or when ap-
proximating the integrals as summations when performing
numerical simulations. When kZ < k2n?, the longitudinal
wave number k, is real-valued and the integrand of Eq. (10)
represents homogenous plane waves with spectral amplitudes
or angular spectra Eo(kT , a)) whose phasefronts propagatein
the direction given by the wave vector k = kX +kyy +k,Z.
Thus, the angular spectrum representation decomposes an
arbitrary pulsed laser beam into a continuous sum of homoge-
neous plane waves that propagate in a unique direction and
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with an angular frequency «'. The expression in Eq. (10)
representsthe general case of vectorsandiscertainly valid for
each individual vector component; thereforeit isapplicableto
the scalar diffraction problems presented in this article.

A useful measurethat marksthe boundary between the near
field and far field for diffraction problems is the Rayleigh
range given by (Ref. 11, p. 714)

RET (11)

where A is the area of the beam (see Table 78.11 for typical
numberson OMEGA). Another useful parameter isthe Fresnel
number given by

: (12)

which measuresthe number of Fresnel zones contained within
an apertureof width or diameter 2a. For full-apertureillumina-
tion, the Fresnel number will determine the number of strong
ripplesapparent in the near-field diffraction pattern. However,
a beam with a supergaussian profile or other rounded square
shapes such as a hyperbolic-tangent will not exhibit these
strong ripples(Ref. 11, p. 739). For thisreason, thesimulations
presented here utilize these shapes to reduce the edge diffrac-
tion ripples in order to emphasize other diffraction effects.
Waasese is based on the angular spectrum representation and
isthereforeinherently capabl e of modeling any beam shape or
temporal profile.

Elements of the SSD Operation

Thetwo basic elements of the SSD operationintermsof the
angular spectrum representation—gratings and EO phase
modul ators—are presented as transfer functions in both real
and frequency spaceto describe the complex 2-D SSD system
as a set of interchangeable operations. This method also
develops a sense of the resultant frequency-domain effects of
each operation and its relation to the real space.

1. The Grating Equation
The grating eguation relates an incident harmonic plane

waveto atransmitted (or reflected) harmonic plane wave that
is given byl2

sin(g;) +sin(6,) = —m% : (13)
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Table 78.11:  The Rayleigh range Azg, the color-separation distance Az, and their ratio Az /Azg for various
beam diameters and two values of applied bandwidth for a dispersion of d6,/dA =197 prad/A and

grating beam diameter D i, = 44 mm.
Diameter (cm)

0.11 022 | 055 | 1938 4.4 | 8488 | 14.63 | 19.52 | 27.33
Az (M) 0.902 | 3.608 | 2255 | 280 | 1443 | 5371 | 15956 | 28405 | 55683
Azgqr (M), 1.5 A 0.186 | 0.745 | 4.653 | 57.77 | 297.8 | 1108.2 | 3292.4| 5861.1 | 11489
Az /Azg 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206 | 0.206
AZgip (M), 3.0 A 0.093 | 0.372 | 2.327 | 28.89 | 148.9 | 554.12 | 1646.2|2930.6 | 5744.7
Az /Azg 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103 | 0.103

where 6 and 6, aretheincident and transmitted anglesrelative
to the grating normal, mis the order of the grating, d is the

6 :sjn—l%‘—sjn(ei)

O

H

groove spacing, A = 2rc/w isthe wavelength, and o' = @, +
wistheangular frequency that is centered about thecarrier w..
The gratings in the SSD driver lines at LLE are used in
transmission mode with an order m = -1 (see Fig. 78.6).
Solving Eq. (13) for 6, with an order m= -1 yields

Transmitted
coordinate
system

Incident
coordinate
system

Yi

TC4941

Figure 78.6

The coordinate systems for the incident and transmitted pulsed beams that
traverseagrating in transmission mode of order m=-1. Noticethat the beam
axis (2) remains unaltered as aresult of the grating operation; indicating the
rotation from the incident to the transmitted coordinate system as the beam
axis follows the course of the real beam.
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Taking the derivative of Eq. (14) with respect to A yields the
grating dispersion
do; _ 1

dA e‘
d\l—%—sin(ei)g

(15)

For the SSD laser systemsat LLE, thegratingsaretypically
in aLittrow mount, which is defined to be when the angles of
the incident and transmitted plane waves are equal for a
particular design wavelength, i.e., 8, i = 6 = 6. Under this
condition, anincident pul sed beamwill retai nitsincident beam
diameter and is described by

N|>
o o

sin(6Lix) == | (16)

where A. = 2t/ ay. isthecentral or design wavelength. Typi-
cally, the design parameters for a grating are the central
wavelength A, and a desired amount of dispersion d6;/dA
while assuming a Littrow mount, which then determines the
grating groove spacing d by substituting Eq. (16) into Eq. (15).
Once agrating design isrealized, an operating point has been
determined on the d6,/dA curve, which can be seen in the
exampleillustrated in Fig. 78.7. When the bandwidth AA that
isinduced by the SSD system is small enough, then the slope
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Figure 78.7

Thedesign pointson (a) thegrating equation 6¢ and (b) the grating dispersion
equation d6; /dA for Ac = 1053 nm, 6| ji; = 46°, and d = 0.732 um/groove.

d6; /dA isnearly constant over that bandwidth; however, since
Eqg. (15) isinherently nonlinear, beam distortion becomesmore
significant as the bandwidth increases.

Consider an incident modulated pul sed laser beam with an
angular carrier frequency of w, pulseduration 7, and diameter
D impinging upon agrating that disperses along the y direc-
tion. Definetheincident beam axis(z) to makean angle ©; with
regard to the grating normal in the y-z plane. Then define a
transmitted-beam axis that makes an angle ©; with regard to
the grating normal. (This situation isillustrated in Fig. 78.6.)
By decomposing theincident pul sed laser beamintoitsangular
spectrum, the grating equation (14) may be used to accurately
describe the action of the grating in the spatiotemporal fre-
guency space. The grating acts as an angular transformation
operation that redirects or maps each incident plane wave
(completely described by the parametersk,, ky, and w) ontothe
transmitted-beam axis. Notice that the image plane will be
rotated onto the transmitted-beam axis as indicated in
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Fig. 78.6. Only the wave number in the y direction is altered
during thistransformation, and, in general, the new transverse
wavenumber isafunction of both thetransversewave number
andtheangular frequency, i.e., kyg (ky, a)) . Thetransformation
operation kyg (ky, w) is referreq to as the grating angular
dispersion, which actsalong the y direction as denoted by the
subscript y. The grating angular dispersion may be expressed
as [compare Eq. (14)]

Ky, (ky-)
=k0nsin§9 —sjn—lgd—sjnD - +sin‘1Dky (17)
5 t @j Ef)l % ,

wherekg=w'/c, A=2r/w, and w' = w. + w. Theelectricfield
of the transmitted pulsed laser beam is expressed, in general,
by

Eg(rr.t) = — #4]4]Eg(kT,w)e_iwteikTdewdkxdky(18)

(2m)®

with the associated distorted angular spectrum given by

Eqg(kr.) = Eopk, kg, 0y (19)

The action of the grating may be interpreted as a nonlinear
mapping of the angular spectrum onto a new spectral grid,
which is nonuniform in general. Consequently, in general,
Eqg. (18) is not suitable for fast Fourier transform (FFT)
algorithms, and a proper treatment requires a slow Fourier
transform operation to regrid the data. Under certain approxi-
mations, however, Eq. (18) is suitable for FFT algorithms,
which are then used to regrid the angular spectrum back onto
the original grid: first, assuming that the angular dispersionis
alinear function of thetransversewave number k, and, second,
assuming an additional linear dependence of the temporal
frequency w. Waasese can be configured to runin any of these
three modes to calculate the grating effects where a tradeoff
of speed versus accuracy must be made.

The first assumption may be expressed as a first-order
Taylor series expansion about the transverse wave number ky:

kYg (ky’ w) = kYg (ky’ w)‘ky =0 + ky % kyg (ky’ a)‘ky =0 (20)
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The partial derivativein Eq. (20) is given by

%kyg (ky,w)

cos%ﬂt —sin‘1§$ —singei +§n‘1%%

[ _SmD . +gn_1%k7y[lj:?r
P Hon

0
cos9; +sin~t
y SBG' Dkon%
Ok, O
V" o
If the grating isin the Littrow mount and istuned to the center

frequency w, then evaluating the partial derivative at ky, =0
yields

(21)

S s A SVSAN: 1
—o_kOnSnEQt s sn(@,)%, (22)

y=

Ky, (ky-) )

and while assuming that &' O ¢,

0

@kyg (ky,a)) o1 (23)

k,=0

Substituting Egs. (22) and (23) into Eqg. (20) gives

Ky, (Kky ) = Ky, +Ky (24)
where ﬁyg (w) = Ky, (0, w). A change of variables defined by
Eq. (24) yields [compare Eq. (18)]

[o0)

E rT, (kx, kyg a))

xe—iwtei[k*“kygy'k ][dwdk dky, . (25)
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Since Izyg isonly afunction of thetemporal angular frequency
w, theinverse 2-D spatial Fourier transform operation yields

Eq(rr. )zzi%éo(rr )_iwte_ikyg(w)ydwa (26)
where
Eolr ) = G P Eoli et ot 27

The distorted angular spectrum is then given by

Eg(kt, @)= ## Eo(rr. a))ei|2yg ()Y gikr B gy

e |l2yg(w)y—ikyydy_ (28)

The utility of Eq. (28) lies in the ability to regrid the angu-
lar spectrum using conventional FFT algorithms. Waasese
applies three operations to the initial angular spectrum
Eo(kT,w) toregridthedistorted angular spectrum Eg(kT )
onto the original numerical grid: inverse spatialy transform
the ky, dimension, apply the distortion term

e_ilZYQ (w)y,

and, finally, forward spatially transform the y dimension.

The second assumption may be expressed as a bivariate,
first-order Taylor series expansion:

kyg (ky’ w) = kyg (ky’ w)‘ky:O’wZO

*hy aiy kyg (ky w)‘ky=o,w=0
HU% kg (ky' w)‘kyzo,wzo ’ ()
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where w' = w, + w. The partial derivative with regard to win
Eq. (29) isgiven by

smBe +sn‘1%%

smge +sin™ E%

+kgn Q Dkon
smB@ +sin” H‘T%
E coD +sin” wm E
B - U ek 0 (@)
R
§ y ~Hont §

If the grating is in a Littrow mount tuned to the center fre-
quency «, then

Ky, (ky’“’)‘ky:o,w:o =0, (3D)
9
@kyg(kww)\ky:o,w:o:ly (32)
and
%"yg(ky' )‘k oo~ ] L %C (33)

Equation (29) can then be written as
ky, (Kky @) = ky + e (34)

and is known as the linearized grating angular dispersion,
where Eq. (15) has been used in the definition

68

Thetransmitted pul sed | aser beam then becomes atemporally
skewed or sheared version of the incident pulsed beam:

00

o) o Pl e

—00

= EO(rT,t —Egy) , (35)

where a temporal delay is imposed across the beam by an
amount defined by

rp=&D. (36)

The angular spectrum is also sheared and is given by
Eg(kr.) = Eglke.ky + e @) - (37)

During numerical~simular[ions, Waasese regrids the initial
angular spectrum Eq(kt,w) using the technique described in
association with Eq. (28).

2. The EO Phase Modulator

A strong microwave or radio frequency (RF) field inside a
cavity resonator can modulate the optical refractiveindex of a
nonlinear crystal such as lithium niobate (LiNbO3).13 The
ideal EO phase modulator operatesonly in thetime domain by
applying the sinusoidal time-varying phase function

e sin(@nt) 15 the optical electric field as

By (r1.t) = Eg(ry,t)eomsn(@mt), (38)

where 8, isthemodulation depthand vy, = wy,/2TistheRF
modulation frequency. This modulation scheme isreferred to
as pure-tone phase modulation that is a specific type of a
general classknown asexponential or anglemodulationandis
inherently a nonlinear process. In general, the bandwidth ap-
plied by phase modulation has infinite extent, and discarding
any portion will result in distortion and adegradation of signal
fidelity, e.g., AM. Practically, the significant bandwidth ap-
plied by phase modulation is concentrated in a finite spectral
region, which is a function of the modulation depth &. The
guestion then becomes How much bandwidth is required to
retainadequatesignal integrity? (See Carlson Ref. 14, pp. 239—
245 for an in-depth discussion.)
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The applied bandwidth is estimated by Carson’srule:

A
8o =22 =2(5y +1)uy (39)

which appropriately goes to the limiting cases.

|:26|\/|UM JM >>1 )

Av=[ 5M<<1,

40
20y, (40)

however, Carson’s rule underestimates the bandwidth for the
range2 < g, < 10. Thebandwidthismoreaccurately estimated
by

AU =28y +2)uy (41)

for modul ation depths &y, > 2. Theapplied bandwidth may also
be expressed in terms of the wavelength as

O 0
O c O AvA?

DA =20 ~ 5002 . (42)
o —-=—no ¢
O A 20

where any estimate for Av can be applied. Typically, the
estimate for the bandwidth given by 24,,uy, is quoted in the
literature on SSD applications (even for modulation depths dy,
< 10). This convention will be followed in this article for
consistency not accuracy.

Equation (38) can be written as an equivalent series expan-
sion given by (compare Ref. 14, p. 228)

00

Em(r1.t) = Eo(rm.t) >3 (5)€'lomt. (43)

|=—00

The spatiotemporal Fourier-Laplace transform of Eq. (43)
yields the replicated angular spectrum

Eulkr ) = Eofkr, ) O 3(G) A w1 ) - (49

|=—00

The original angular spectrum E(kT,w) is replicated with a
spacing of )y and amplitudes determined by the Bessel
functionsof thefirstkind J; (8)) by virtueof the convolution
process denoted in Eq. (44) by the symbol *. If the original
bandwidthisnot small compared to the modul ation frequency,
some overlap will exist from one band to the next. Aslong as
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the overlap is small, which is generally the case for well-
defined systems, the spectral peakswill bewell defined. Even
if overlap doesoccur, it doesnot affect thevalidity of thelinear
superposition implied by Eq. (44). Figure 78.8(a) illustrates a
spectrum obtained for a 1-ns pulse using the parameters &,
=6.15and v, = 3.3 GHz.

Like any form of exponential modulation, pure-tone phase
modulation possesses the unique property of constant ampli-
tude. Maintai ning aconstant amplitudewith asinusoidal phase
variation is best understood using a phasor interpretation
where phasors for the carrier plus every sideband are vector-
summed in phasor spaceasillustrated in Fig. 78.9. Theresult-
ant phasor sinusoidally sweeps back and forth (by an amount
determined by the modulation depth ;) in phasor spacewhile
maintaining constant amplitude. All of the odd-order side-
band pairs are in phase quadrature (due to the fact that
the components of an odd-order pair have equal magnitude
with oppositesign,i.e., J_y(8y) = (-1)' 3, (S [seeRef. 15,
p. 258, Eq. (9.1.5)], and all of the even-order sideband pairs

@

Fourier amplitude
g o B N W h~ 01O
T
1

Fourier amplitude

0
-100 50 0 50 100

Frequency (GHZz)

TC5016

Figure 78.8

The temporal spectrum for (a) a pure-tone and (b) a two-tone phase-modu-
lated optical pulse. The pulsedurationis 7= 1 nsand the parameters are o1
=6.15, V1 =3.3GHz, AAM1= 154, 2 =13.5, U2 =3.0 GHz, and AAy2
=3.0A.
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are collinear with regard to the carrier. The odd-order pairs
contribute to the desired sinusoidal phase modulation plus
unwanted amplitude modulation. The even-order pairs com-
pensate for the unwanted amplitude modulation imposed by
the odd-order pairs (see pp. 230-233 of Ref. 14 for acomplete

J1 (Om)

Magnitude=1

Yy

'~

TC4943

Figure 78.9

Phasor diagram of pure-tone phase modulation that depicts the phasor pairs
for asmall modulation depth. The diagram depicts how the even-order pairs
compensate for the unwanted amplitude modulation imparted by the odd-
order pairs. (Adapted from Ref. 14, p. 232, Fig. 6.7.)

GRBGR

discussion). Theconstant amplitudeinherent in phase modul a-
tionrelieson the delicate bal ance of the amplitudes and phases
of its spectral components. Any deviation in this balance
resultsin distortion that can exhibit itself asAM.

Ideal 2-D SSD Generation

Here we describe the step-by-step process that Waasese
usestogenerate2-D SSD. |deal 2-D SSD isproduced whenthe
transfer functions given by Egs. (37) and (44) are used. An-
alytical expressions are also developed and are shown to be
equivalent to ageneralization of Ref. 3, which includes beam
shape. Ideal 2-D SSD isgenerated by aseriesof twoideal 1-D
SSD operations performed on the two orthogonal transverse
spatial directions of a seed-pulsed laser beam. Each 1-D SSD
operation consists of an EO phase modulator sandwiched
between agrating pair, such that an image plane exists at each
grating plane. The angular spectrum representation of the
grating and EO modulator, developed in the previous section,
is drawn upon to illustrate the frequency-domain effects and
how they relate to real space.

1. 1-D SSD Operation

Since each of the gratings is assumed to be at an image
plane, this implies that some kind of image-relaying system
must be in place. For practical SSD systems, these are afocal
image relay telescopeswith slow lenses that do not contribute
significant aberrations. Figure 78.10 depicts the 1-D SSD

RBGR

/

G
"1 sl
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Gl M1
k ky
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{ +Eyv 0)}
Am1 (b \ Acz ()
- > - >
Ami (ky @) Ac2 (ky )
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Figure 78.10

A schematic representation of the 1-D SSD operation showing the two important functions: gratings and EO phase modulator. In addition, the image planes
are indicated along with the function names and a rough sketch of the field shape, in both real and frequency space, after each operation.
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operation with the three major components, including thefield
names at certain locations. If the bandwidth AA (typically 1 A
<AA <12 A)introduced by the SSD systemissmall relativeto
the operating wavelength A, (for OMEGA the IR wavelength
is 1053 nm), then the linearized grating angular dispersion
Eq. (34) isan adequate representation of the grating and serves
this section by demonstrating the ideal or desired response of
an SSD system.

Consider a seed-modulated pulsed laser beam with an
angular carrier frequency of ., pulse duration 7, and diam-
etersDy and D,. Theelectricfieldisdefinedonan inlageplane
as Eo(rr.t) with the associated angular spectrum Eg(kT,w)
and is image relayed onto the input of grating G1. Let the
first grating G1 preshear the pulsed beam with a linearized
angular dispersion of —¢, alongthe y direction. Consequently,
the sheared field after the grating G1 is given by [compare
Eq. (35)]

Eca(rmt) = Eo(rTat +5yY) : (45)

where a temporal delay is imposed across the field by an
amount given by 75 = ¢yDy. The angular spectrum is also
sheared and is given f)y [compare Eq. (37)]

Ié(}l(kTvo‘)) = éo(kx, ky - Eyw’ (‘J) ’ (46)

where the angular spectrum has been distorted only in the
direction parallel to the k, axis by the quantity ¢yw. A repre-
sentation of the sheared field and angular spectrum is illus-
trated in Fig. 78.10. Let the EO phase modulator have a
modulation depth of &4 and a RF modulation frequency of
Upm1 = wpm1/2 7. By combining the resultsfrom Egs. (43) and
(45), the electric field becomes

Ema(rr.t) = EGl(rTJ)eiaMlsm(let)

00

Eau(rrt) z

|=—c0

Ji(Byy)e'emt  (47)

and the replicated-sheared angular spectrum is given by

00

En1(kt,0) = Ega(kT, @) Dz J(au) { w! au1). (48)

|=—00

A representation of the phase-modulated sheared field and
angular spectrum is illustrated in Fig. 78.10. The second
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grating G2 now acts to disperse the increased bandwidth and
remove the preshear from the first grating G1. Let the linear-
ized angular dispersion be of equal magnitude and in the same
direction as the first grating but with opposite sign, i.e., +&,
(this is realized through the image flip of an odd number of
image relays), so that the electric field becomes

Ega(rmt)= EMl(rTit —ny) : (49)
and the unsheared angular spectrum is given by
Eca(kr@) = Ena(keky + &, ). (50)
After substituting the results of Egs. (45)—47)

Eoalrr) = Ecalrrt - &y oLl 5]

_ EO(rT,t)eidMlgn[w“"l(H &)

=Eo(rr.t) 29 (5M1)e”wm(t+€yy) . (5D)

|=—c0

The angular spectrum of the 1-D SSD operation isthen given
by the spatiotemporal Fourier-Laplace transform of Eq. (51):

Ega(kt,w) = Eg(kT, w)

Dz JI(5M1)5(kx:ky_|Eyw!\/|1' w+l (*R/Il)’ (52)

|=—c0

where it is important to notice that exact replicas of the
original spectrum, modified only by the amplitude of the
Bessel functions of the first kind J(Sy1), are centered on a
regularly spaced line or comb of delta functions described by
the summation operation. The comb of delta functions lies
along the line k, = ¢yw on the k, — w plane of the 3-D
spatiotemporal spectrum and are spaced by &,wy1 on the k,
axisand wy, 1 on the waxis. A representation of thefinal field
and angular spectrumisillustrated in Fig. 78.10. Each replica
of the original angular spectrumin Eq. (52) can beinterpreted
asanindividual col ored-pul sed beamwith an associated wave-
lengthor color A=2mc/w', where o' = w, +1 ) 1, Wwhose phase
front advancesin the direction k = kyX +(ky —Ifwa1)§/ +k,Z.
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It isimportant to notice that, for propagation distances Az
<< zg (such that minimal edge diffraction takes place for
rounded square beams), the individual colored-pulsed beams
retain their shape and continue to propagate along the beam
axis and only the phase fronts break across the beam in a
different direction. Theindividual colored beamswill eventu-
ally separate sincethe energy flowsalong thedirectionk. The
distance that colored-pulsed beam shifts in the transverse
direction is given approximately by

Ay, = Aztan(AG,) (53)

where
Dyrai 54
A9| :EgiAAl grating , (54
Ac D
AA| D(/\%/c)lv M1 1S the spectral offset of a particular color,
and Dg4ing IS the beam diameter at the grating. The critical
propagation distance for color separation is defined as when
the outermost colored-pulsed beam has shifted by one beam
diameter, i.e., Ay = Dy, and is approximated by

2

Dy DDy_ 2 A by

Azgie= . (55
" tan(AB) T A8 & cAA Dyrging 9

@

Intensity (W/cm2)

TC5017

where AX isthe applied bandwidth given by Eq. (42). Thedata
in Table 78.11 represents Azg, Azyit, and Az; /Azg for vari-
ous OMEGA beam diameters for the system parameters:
d6; /dA| =0 =197 prad/A, AAy; =1.5A,3.0A, and Dying
=44 mm.

The electric field of a pulsed beam is a complex three-
dimensional object whose intensity distribution, in space, is
suitably described as a brick of light that moves along the
propagation axis at the group velocity of the pulse. At one
position of the propagation axis, the intensity of the brick of
light is distributed about the transverse spatial dimensions as
described by the beam profile and in time as described by the
pulse shape. Taking different kinds of cross sections or slices
of the brick of light is a way to visualize the multidimen-
sioned data. A spatiotemporal cross section illustrates the
intensity history of the pulsed beam. As an example, a spa-
tiotemporal slice of a1-D SSD pulsed laser beam isshownin
Fig. 78.11 for two orthogona directions with the system
parameters &y, 1 =6.15, vjy1 =3.3GHz, A1 =1.5A, 1=1ns,
Dy = Dy = 44 mm, and where stepped hyperbolic-tangent
profiles were used in the spatial and temporal dimensions. In
additionafal se-col or representati on of theinstantaneouswave-
length is defined by

(b) —
— 1053.06 nm

—1 1053.04

— 1053.02

1053.00
1052.98

1052.96

1052.94

Figure 78.11

Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 1-D SSD pulsed beam with an overlay of the instantaneous wavelength )A\(rT,t)
superimposed onto the intensity profile for the system parameters 1 = 6.15, vy1 = 3.3 GHz, AAy1 = 1.5A, 1=1ns, Ncy U1, r=1ns, Dy = Dy =44 mm,
and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Arrt)=——, (56)

where the instantaneous frequency is given by

1 a¢
21 ot

vs_— (57)

and ¢ is the instantaneous phase of the field of the form
el 9(v.t)giwct. Theinstantaneous wavelength is shown mapped
onto the 3-D intensity surface, in effect, displaying the phase
information of the electric field as afourth dimension of data.
The resultant dispersed spectrum of the 1-D SSD operationis
displayed across the beam as one cycle of instantaneous
wavelength or color, i.e., every color isdisplayed twice asthe
RF phase modulation cycles through 2rrradians. In general,
the fraction of RF phase-modulation cycles completed during
the temporal shear Tp, = ¢yDy, imposed by the first grating
G1, and displayed across the beam as a result of the second
grating G2, is determined by the number of color cycles
(compare to Ref. 1):

Ne, =Tp VM1 - (58)

The instantaneous wavelength (or color) is not to be confused
with the discrete col ored-pul sed beams mentioned in the pre-
vious paragraph; theinstantaneouswavel engthisacontinuous
function defined in the temporal domain, whereas the other
formsadiscrete set defined in thetemporal frequency domain.
The bandwidth of the instantaneous frequency is given by

A\’) = 26M1VM1 . (59)

Notice that no approximation is made here as compared to the
frequency-domain bandwidth described by Egs. (39) and (41),
andthat it equal sthebandwidthinthelimit of largemodul ation
depths given by Eq. (40). This fact illustrates the important

difference between theinstantaneousfrequency and that of the
frequency domain. When used with care, however, theinstan-
taneous frequency is useful in describing some optical effects
(suchasetalons) sincethemodulationrateisslow compared to
the underlying optical carrier. Another very important differ-
enceisthat A (rT , t) isasmooth, continuous function, and the
frequency-space spectrum is comprised of a discrete set of
frequencies (broadened only by thefinite duration of the pulse
width) as described by Eq. (44).

2. Seriesof Two 1-D SSD Operations

Consider, inamanner anal ogousto the previous subsection,
a seed-modulated pulsed laser beam with an angular carrier
frequency ., pulse duration 7, and diameters Dy and D,. The
electricfieldisdefined onanimageplaneas Eg(rr,t) withthe
associated angular spectrum Eq(kt,w) and isimage relayed
onto theinput of grating G1. A diagram of the 2-D SSD system
isshowninFig. 78.12. Let thefirst SSD operation be given by
Egs. (51) and (52). Let thefirst grating of the second-dimen-
sion G3 operation preshear the pulsed beam with alinearized
angular dispersion of —&, along thedirection X . Consequently,
the sheared field after the grating G3, in terms of the results
from the first dimension Eq. (35), is given by

Ega(r1.t) = Ego(rm.t +&X) , (60)

where atemporal delay imposed acrossthe field isan amount
givenby Tp, = ¢xDy. The sheared angular spectrumis given
by [compare Eq. (37)]

I§G3(k1-,w) EGZ( EXCU ky, Ol)), (61)

where the angular spectrum has been distorted only in the
direction paralléel to the k, axis by the quantity Jy,». Let the
second EO phase modulator have a modulation depth of ),
and a RF modulation frequency of vy, =wpyo/2m. The
electric field becomes

{0}

XVm2 {+&oad

=y Yvmi {+éy.ad
A (y,t) rlrEu()) Ami
#1

TC4942

EO\ Auy
mod
#2

Figure 78.12

A schematic representation of the 2-D SSD operation, which exhibits a series of two 1-D SSD operations that act on two orthogonal directions X and .
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Emz(rr.t) = Ea(rr.t) eouzsn(eha)

= EG3(rT,t) Z Jm(sz)eimwMzt, (62)

m=—co

and the replicated-sheared angular spectrum is given by

Emz(kt.0) = Ega(kt, @)

DZJm(éMz)é(w—mﬁ.Mz) . (63)

m=—oco

The second grating of the second dimension G4 now acts to
disperse the increased bandwidth and removes the preshear
fromthegrating G3. L et thelinearized angular dispersion be of
equal magnitude to the grating G3 but with opposite sign, i.e.,
+&,, so that the electric field becomes

Ega(rr.t) = Ema(rrt - &) (64)
and the unsheared angular spectrum is given by
EG4(kT,O)) = EMZ(kX + EX(}.), ky, (}.)) . (65)

After substituting the results of Egs. (52), (55), (57), and (60),

Eca(rm.t) = Ees(rvt +gxx)ei5w|25i”[wmz(t+ &)
— EGZ(rT1t)ei6M2 sin[wMz(H{Xx)]
_ EO(rT,t)eiaMlsin[le(H'Eyy)] iz S iz (t+ &)

=Eo(rr.t) z J (5M1)eile1(t+Eyy)

|=—00

xS In(Bz)emon(t+E) (66)

m=—oo

Equation (66) represents a generalization of Ref. 3, which
includes beam shape. The angular spectrum of the 2-D SSD

74

operation isthen given by the spatiotemporal Fourier-Laplace
transform of Eg. (66):

Ega(kT, ) = Ep(kT, w)

Dz J, (6M1)5(kX7 ky ml Eyc’)Mb w+| (‘Rlll)

|=—00

0 Z Jm(JMz)J(kx - mExWZ'ky' wtm aMZ)

m=-o

= Ey(kr,) 00 i i[m(%)%(dm)

|=—com=—co

><5(|<X ~mé& iz, ky —1 & w1, @+ ayg +m qz,.z)], (67)

whereitisimportant to noticethat exact replicasof theoriginal
spectrum, modified only by the amplitudes of the Bessel
functionsof thefirstkind J; (Sy1) and J(Sy2), arecentered
onaregularly spaced grid or field of deltafunctionsformed by
the innermost convolution operation. The field of delta func-
tions lies on the plane k, /&, +ky /¢y =w in the 3-D spa-
tiotemporal spectrumand arespaced by &,y 1 inthedirection
of theky axis, by &ywy 2 inthe direction of the ky axis, and by
linear combinations of both wy, 1 and )y » in the direction of
the waxis. Notice that there exist sum and difference frequen-
cies, whichischaracteristic of two-tone phase modul ation (see
Ref. 14, pp. 233-234). An example of a two-tone phase-
modulated temporal spectrum isillustrated in Fig. 78.8(b) for
the parameters dy; 1 = 6.15, vy1 = 3.3 GHz, )y, = 13.5, and
VM2 = 3.0 GHz.

Spatiotemporal cross sections of a 2-D SSD pulsed laser
beam with the instantaneous wavelength overlay is shown in
Fig. 78.13for two orthogonal directionsfor the system param-
eters Oy 1 = 6.15, 1 = 3.3 GHz, AAy = L5 A, ), =135,
and vy =3.0GHz, My, =3.0A, 1=1ns, Dy =D, =44mm,
and where hyperbolic-tangent profileswere used in the spatial
and temporal dimensions. At any particular moment in time,
the resultant dispersed spectrum from the first dimension of
the 2-D SSD operation is seen displayed across the beam as a
smaller window of color (relative to the overall bandwidth).
As time progresses, the window of color is swept across the
total bandwidth. Thenumber of color cyclesof the second SSD
dimension is given by

Ne, =Tp,Vm2 (68)
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where Tp =¢yDy. The brick of light can also be sliced in  of the3-D intensity profileof thebeam, asviewed fromabove,
another direction, i.e., a spatial cross section at a particular  areillustrated in Fig. 78.14 with an instantaneous wavel ength
instant of time that illustrates how the instantaneous colors  overlay. The color center isseento moveacrossthebeam. The
move across the beam profile astime changes. Two examples ~ number of color cyclesin each direction is readily observed.

€Y (b) — 1053.20 nm
— 1053.15
— 1053.10
— 1053.05
1053.00
1052.95
1052.90
1052.85
1052.80

Intensity (W/cm2)

Figure 78.13

Spatiotemporal slices along (a) the y-t plane and (b) the x-t plane of a 2-D SSD pulsed beam. with an overlay of the instantaneous wavelength A(rT,t)
superimposed onto theintensity profilefor the system parameters: dy1 = 6.15, v =3.3 GHz, AAm1=1.5A, N¢, 01, o2 =135 andvy2 = 3.0 GHz, AAm2
=3.0A, Ng, 00.9, T=1ns, Dy = Dy =44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Figure 78.14

Spatial cross sections of a 2-D SSD pulsed beam with an overlay of the instantaneous wavelength A(rT,t) for the system parameters: dv1 = 6.15, vm1
=3.3GHz, AMM1=15A, No, O1,8v2=135,and vm2=3.0 GHz,AMv2=3.0A, N, 00.9, 7=1ns, Dy =Dy =44mm, and where hyperbolic-tangent profiles
were used in the spatial and temporal dimensions. The images are for two instants of time: (a) t1 = 0 psand (b) to = 46 ps.
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A useful diagnostic for 2-D SSD systems is the time-
averaged, far-field intensity structure of the pulsed beam. A
far-field camera operates by propagating the 2-D SSD pulsed
beam through a lens onto its focal plane, where a CCD or
film captures the image in a time-integrated sense. This pro-
cess takes advantage of the Fourier-transforming properties
of lenses. The abject isassumed to be onefocal lengthin front
of the lens (otherwise a phase curvature is imposed across
thefar field), and theimageisinthefocal planeof thelens(see
Ref. 16, pp. 86-87). Waasese simulates this data by taking the
time average of the expression

- 2
o fieta(kt) E%nfoc FIJqJEo(fTJ)e'”‘Tmfdxdy . (69

The expression given by Eq. (64) is equivalent to the far field
in real space, at the focal plane of the lens, by making the
transformations k, =27mx/ A, f and ky =27y / A f, where
Xg and yg are the real-space, far-field coordinates and f is
the focal length of the lens. A time-averaged plot of Eq. (69)
isillustrated in Fig. 78.15 for the same system parameters of
this section. If the expression Eq. (64) is plotted directly asa
function of time, amovie of thefar field can be generated. The
underlying far-field pattern remains constant while the spec-
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Figure 78.15

Simulation of the time-averaged far field of a2-D SSD pulsed beam for the
system parameters: oy 1 = 6.15, V1 =3.3GHz, AAy1=15A, Ncy 01, dv2
=135, and vz = 3.0 GHz, AMv2 =30 A, N 009, 7=1ns, Dy = Dy
=44 mm, and where hyperbolic-tangent profiles were used in the spatial and
temporal dimensions.
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tral peaks change amplitude and can give the appearance of
movement when the number of color cycles is less than 1
(provided there are no other smoothing mechanisms).

Nonideal Effects

In realistic SSD driver lines, a variety of mechanisms
complicate the ideal situation described in the previous sec-
tion. Some mechanisms simply distort the pulsed beam and
otherslead to AM. For example, if the preshear and dispersion
grating are misaligned, the dispersion grating will not com-
pletely remove the distortion placed on the beam by the
preshear grating. Theresultisaslight increaseto therisetime
of the pulse aswell asadistorted far-field pattern in the rough
shape of arhombus. If the EO phase modulator hasan angular-
dependent modulation depth, the bandwidth imposed by the
modulator will depend on the incident angle of the incident
harmonic plane waves. This effect in combination with a
grating misalignment explainsthe observed distorted far-field
images (see Fig. 78.16); however, these two effects do not
induce AM.

1. PM-to-AM Conversion Mechanisms

A variety of mechanisms destroy the ideal situation de-
scribed in the previous section by producing AM. In general,
they are referred to as PM-to-AM conversion mechanisms
since any disruption to the spectral components of perfect
phase modulation results in amplitude modulation. These
mechanisms fall basically into two main categories that refer
tothe manner in which the spectral components can bealtered:
phase and amplitude effects. If the relative phases or the
amplitudes of the spectral components are altered (with the
exception to alinear phase variation), the phasor components
will not add properly, resulting in AM. Waasese iswell suited
to analyze al of these effects in the spatiotemporal domain
sinceit is based on the angular spectrum representation.

PM-to-AM conversion mechanismsfurther divideintotem-
poral or spatial domain effects. Temporal domain effects
directly control the phase or amplitudes by spectral filtering
through devicessuch asetalonsand amplifierswith nonconstant
bandwidth. Thetransmissivity of etalonsvariesasafunction of
wavelength, which modulatesthe spectral amplitudes of aPM
pulse. A similar and stronger effect is produced when a first-
order ghost image co-propagates at a slight angle to the main
beam, which has made one round-trip in a cavity. A streak
camera measurement of this effect along with asimulation is
shown in Fig. 78.17. Spatial domain effectsindirectly control
the spectral phase or amplitudes since, as a result of the
gratings, the temporal spectrum has been coupled with the
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Figure 78.16

(a) A measured distorted far-field image of the double-pass 2-D SSD system and (b) a simulation of the time-averaged far field with an angular-dependent
modulation depth and a G3 and G4 misalignment for the system parameters: dy1 = 6.15, vy1 = 3.3 GHz, AAy1 = 1.5 A, Ng, 01, duz = 13.5, and vm2
=3.0 GHz, AA\y2=3.0A, N¢, 0.9, 7=1ns, Dy =Dy =44 mm, and where hyperbolic-tangent profiles were used in the spatial and temporal dimensions.
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Figure 78.17

(a) A measured streak camera image (showing 2.4 ns of time) resulting from a noncollinear co-propagating reflection and (b) a simulation (showing 1 ns of
time) of the interference from afirst-order ghost delayed by 50 ps co-propagating at an angle of 40 urad to the main beam. The simulation islimited to 1 ns
due to practical memory constraints; however, 1 nsis sufficient to illustrate the pattern that repeats at arate of 1/vy.
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spatial spectrum, i.e., the dispersed bandwidth. Therefore,
spatial domain effects play a role only after the dispersion
gratings G2 of the first dimension and G4 of the second
dimension and include propagation and pinhole clipping.
Propagation leadsto AM since each color’s phase front propa-
gatesin adifferent direction, whichimpartsadifferent amount
of phaseto each color. The AM grows unbounded in anonlin-
ear manner as the propagation distance increases, but image
relaying has the ability to restore PM at an image plane.
Table 78.111 contains some simulation results of propagation
out of theimageplanefor variouslocationson OMEGA andfor
different 2-D SSD configurations. Pinhole clipping leads to
AM since, inthe far field, the dispersed bandwidth is splayed
acrossthefocal planeand, if the outermost colors are blocked
by the pinhole, AM results.

Spatia phase variationsin the near field of an SSD pulsed
beam do not directly convert to AM, but the far field may be
significantly broadened. If this image is passed through an
image relay with a pinhole filter, spectral clipping can occur,
which leadsto AM. On the other hand, nonlinear spatial phase
variations in the far field convert directly to AM in the near
field since the spectral components are distributed in the far
field as shown in Fig. 78.15. For example, surface roughness
of amirror that isplacedinthefar field of animagerelay cavity
altersthe phasefront of thereflected beam. Waasese simulates
the surface roughnessby spectrally filtering arandom-number
generator to match observed surface roughness statistics; an
exampleisshowninFig. 78.18. Theeffect onal-D SSD pul sed
beam is shown in the example in Fig. 78.19. As another
example, acurved retro mirror was unknowingly placed inthe
far-field retro stage of the second dimension and was sheared

to produce planar phase fronts. When planar mirrors were
substituted for the curved mirror, extremely large AM was
observed. The signature of propagation out of an image plane
was used to identify theAM sourceasacurved far-field mirror
since propagation also induces a curved phase on the angular
spectrum (see Fig. 78.20). Combinations of devices can aso
leadto AM. For example, aFaraday rotator with awavel ength-
sensitive rotation in combination with a cavity g ection wave
plate and a polarizer will result in an effective spectral filter.

Nonideal phase-modulator effects can beincluded in addi-
tion to applying the ideal PM described in Eq. (43). If the
angul ar spectrum of theinput beamissignificantly broadinthe
direction of the optic axis, i.e., a1-D SSD beam entering the
second-dimension modulator, the crystal birefringence must
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Figure 78.18

Modeled surface roughness on afar-field, high-reflecting dielectric mirror.

Table 78.111: The AM, given as a percentage of peak-to-initial value, that results from propagation out of an image
plane for different locations on OMEGA and for different 2-D SSD configurations.
1THz Ne=1,1 [ No=21 Current
Beam Ne=21 Nc =136 LLNL LLNL Ne=11
Component Diameter | 2.1, 10.4 A 15 30A 5.0 A 5.0 A 1.25, 1.75 A
Location (cm) 88,102 GHz | 33,12 GHz | 17 GHz 17 GHz | 3.3, 3.0 GHz
Focus lens (3w) 27.3 13.6 31.3 2.08 8.90 5.83
FCC 27.3 0.731 1.45 0.120 0.482 0.328
F spatia filter 19.5 3.06 6.23 0.496 2.01 1.36
E spatia filter 14.6 3.88 7.98 0.626 2.55 1.72
C relay 8.49 18.9 46.1 2.81 12.3 7.91
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Figure 78.19

(a) Spatiotemporal cross section and (b) lineout of a1-D SSD pulsed beam incident on afar-field mirror with surface roughness as modeled in Fig. 78.18 that
yielded a peak-to-mean AM of 4.8%.
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Figure 78.20

(a) A measured streak cameraimage (showing 3 ns of time) resulting from a phase curvature caused by an improperly placed retro mirror at the second SSD
dimension double-pass cavity and (b) asimulation of the same effect, resulting in 110% peak-to-mean AM. The simulation is limited to 1 ns due to practical
memory constraints; however, 1 nsis sufficient to illustrate the pattern that repeats at arate of 1/vy.
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be taken into account. This effect is exhibited by a quadratic
phase distortion in the spatial frequency domain (in the direc-
tion corresponding to the optic axis) that resultsfrom theindex
ellipsoid of uniaxial crystals (see Ref. 17, pp. 86-90). Each
harmonic planewaveproduced by thefirst SSD dimensionwill
experience adifferent phase delay asit propagatesthrough the
second modulator, which resultsin AM in thefirst dimension.
Before the second dimension has been dispersed by G4, an
adjustment of theimage plane will correct for thisAM source
because propagation induces a compensating phase curvature
on the angular spectrum (see Fig. 78.21). Thisis permissible
because the spread of the angular spectrum in the second
dimension is not significant before it has passed through the
dispersion grating.

One other source of PM to AM isthe nonlinear mapping of
the grating. In theideal case, EQ. (34) is used to describe this
mapping. If the more complete nonlinear mapping is used
[Eq. (17)], large enough bandwidthsand color cycleswill lead
to a distorted mapping onto the spatial spectrum and subse-
quently will introduce AM. Waasese simulates this effect and
shows that the distortion is greatest near the edge of the beam
asseeninFig. 78.22.
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Simulation of thenonlinear grating equation effect ona2-D SSD pul sed beam
using adouble-grating set. Thedistortionisgreatest near the edge of the beam

and results in a peak-to-mean AM of about 1%. The lineout is taken at x
=1.5cmandy=0cm. The system parameters: o1 = 6.15, vp1 = 3.36 GHz,

Mm1=15A, No, 01, o2 =3.38, ym2 = 12.06 GHz, AAM2 =3.0A, and
N, 0365,
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Figure 78.21

(a) Simulation of the propagation of a 1.1-mm beam through the second SSD dimension modulator while including crystal birefringence resultsin a peak-to-
mean AM of 4%; (b) simulation of the compensating effect of a0.56-mm adjustment to theimage plane prior to thefinal grating at the 1.1-mm beam diameter.
The system parameters: dy1 = 6.15, ym1 =3.3 GHz, AAy1 = 1.5 A, N¢, 01, dvz2 =13.5, and vz = 3.0 GHz, AAm2 = 3.0 A, Nc>< 00.9, 1=1ns, Dy =Dy
= 44 mm, where hyperbolic-tangent profiles were used in the spatial and temporal dimensions, and an effective LiNbO3 crystal length of 36 mm.
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Conclusion

Waasese provides a flexible modeling tool for simulating
the generation and propagation of 2-D SSD pulsed laser
beams. Waasese simulatesideal and nonideal behavior of the
many optical components that comprise the SSD driver line
including their relative positions. Waasese predicts measur-
able signatures that function as diagnostic tools since they are
associated with particular optical components. The signature/
component relationships act together with experimental mea-
surementsto help locate and eliminate a troublesome compo-
nent. Minimizing any AM in the driver line will ensure the
safety level and lifetime of OMEGA optics by circumventing
the effects of small-scale self-focusing. Waasese proves to be
an indispensable modeling tool for the OMEGA laser, and its
inherent flexibility will provide a means to enhance its capa-
bilitiesto model other laser propagation issues such asnonlin-
ear propagation, on-target uniformity, amplifier gain, scattering
losses, and pinhole clipping.
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Hollow-Shell Implosion Studies on the 60-Beam,
UV OMEGA Laser System

Direct-driveinertial confinement laser fusionisaccomplished
by uniformly illuminating spherical fuel-bearing targets with
high-power laser beams, ablatively driving implosions that
result in large increases in density and temperature. Current
large laser systems such as the University of Rochester’s
OMEGA laser, which is capable of both direct- and indirect-
drive implosion experiments,12 and the Lawrence Livermore
National Laboratory’s Nova laser,34 which is designed pri-
marily for indirect-drive implosions, are smaller in size and
total output energy than what is believed necessary to obtain
ignition and gain. Attaining conditions for ignition to occur
(densities of ~200 g/cm? and temperatures of ~3 to 4 keV)
awaits the completion of the National Ignition Facility® (NIF)
and other megajoule-classdrivers currently being planned. In
addition to the high temperatures and densities, ignition re-
quiresfuel areal densities(density—radiusproduct) =0.3g/cm?
to stop the 3.5-MeV alphaparticlesin order to obtain thermo-
nuclear burn propagation.6’ To reach these conditions in
direct-drive implosions requires controlling the growth of the
Rayleigh-Taylor (RT) instability, which is seeded by
nonuniformities in the laser illumination. The RT instability
can lead to shell breakup and mixing of shell material into the
gas-fill or central voided region in the case of evacuated
targets. We are currently studying the attainment of near-
ignition-scale areal densities on OMEGA and the effects of
beam smoothing and pul se shaping thereon, by using surrogate
cryogenic targets where the shell acts as the fuel layer. These
will befollowed by actual cryogenic (DD or DT) targets, when
the cryogenic target—handling facility is completed.

Previously reported direct-drive OMEGA experiments
havedemonstrated theability to achievehighrelativetempera-
tures® (KT, ~3 to 4 keV, KT; ~14 keV) attaining DT neutron
yields of >1014. Additionally, the acceleration- and decelera-
tion-phasetarget stability has been studied in spherical implo-
sions using thin polymer layers containing various high-Z
elements, suchasTi, Cl, and Si, with D, fillscontainingasmall
Ar component.®
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In the present experiments, we have studied the stagnation
phase (maximum density and temperature conditions) of the
implosionsdesigned to attain high areal densities(=0.1g/cm?d)
using both x-ray and neutron spectroscopic techniques. The
targets consist of both deuterated and undeuterated polymer
shells with either zero-pressure (evacuated) or |ow-pressure
(3-atm) D, or D3Hefills. The zero-pressure- or low-pressure-
fill targetsare“ surrogates’ for cryogenictargetssinceinactual
cryogenictargetsthegaspressurewill beat or below thetriple-
point vapor pressure of D, or DT gas (0.2 atm at 20 K).10 An
equivalent particle density is obtained for a pressure of 3 atm
at room temperature (300 K). The hydrodynamics of the
central gas-filled region of a 3-atm-filled target will therefore
be the same as an actual cryogenic target at the triple point.
Conversely, the shell of the surrogate cryogenic target is not
expected to evolve the same but will have a different in-flight
aspect ratio (mean radius/thickness) and convergence ratio
(initial radius/final radius). Also, the RT growth in a CH shell
will belarger than for aDT shell because the reduced ablation
velocity leads to a lesser ablative stabilization. Nevertheless,
high areal densities (=0.1 g/lcm?), high convergence ratios
(>20), and moderately high central temperatures (=2 keV) can
be studied with a surrogate cryogenic target. The measure-
ments described in this work have revealed significant infor-
mation about theimplosion of surrogate cryogenic targets and
the effects of beam smoothing and pulse shaping thereon.

Experiments

The targets used for these experiments were manufactured
by General Atomics.1! Hollow spherical shellswere produced
by coating layers of deuterated plastic (CD) and then
undeuterated plastic (CH) over a depolymerizable spherical
mandrel. The coatings were accomplished by the method of
glow discharge plasma (GDP) polymerization. The CD-layer
thicknesses ranged from 5 to 10 um, while the CH-layer
thicknesses ranged from 10 to 30 um. Layer thicknesses were
measured to an accuracy of 0.5 um, and thetarget diameter was
measured to an accuracy of 1 um. In each casethetargetswere
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held in place in the target chamber using low-mass stalks
consisting of a short length of spider silk (~100 pm) that had
been previously overcoated with parylene to add mechanical
stability. The spider silksweregluedto boron fibers~20 umin
diameter, and the parylene-overcoated stalk end was attached
to thetarget with UV-curable epoxy. The UV epoxy glue spots
were the largest single mass perturbation introduced by the
stalks; thesespotsranged from 10to 30 ymindiameter. Targets
were either prepared and kept evacuated (<1073 Torr) or filled
with 3atm of D,, H,, or an equal molar mixture of D3He gases.

Three laser-irradiation conditions were used for these ex-
periments: (1) Coherent beam illumination (no beam smooth-
ing) wasused withthebeamsfocused soastonearly tangentially
illuminate the target at the beam edge. (2) Each beam was
modified using adistributed phase plate (DPP)2 at best focus
(diffraction minimum spot ~0.95 mm). (3) Beamswith DPP's
were smoothed using SSD13 along two axes (2-D SSD)12
withfrequenciesof 3.5and 3.0 GHz and bandwidthsof 1.7 and
1.2 A (0.25-THz bandwidth). The estimated illumination uni-
formity for 60 overlapping OMEGA beams (0, for /-modes
1t0500) was~15% for the coherent beam illumination, ~20%
for DPP-only illumination, and ~2.5% for the DPP+SSD
illumination. All values quoted are cal culated from the ideal -
ized effect on the beam distribution and averaged over the
length of the pulse. Whilethe distributed phase plates produce
asmooth envel opeto thebeam, they alsointroduce small-scale
laser speckle, hencethe larger value of o,,,s for the DPP-only
illumination. Although the value of oy, for the DPP+SSD
illumination is lower than the other cases, two additional
effects not accounted for by thistime-averaged quantity must
be considered: (1) Beam balance at current levels (~7% rms

HoLLow-SHELL IMPLOSION StubIES ON THE 60-BEaM, UV OMEGA LASER SysTEM

beam-to-beam energy variation) would produce an on-target
illumination nonuniformity of ~2.5% rms even with perfectly
smooth beams, with most of that contribution in modes 1
through 5. (2) The smoothing time of the present level of SSD
may not befast enoughto avoidimprinting laser-beam speckle
onto the target.

Thethree pul seshapesused intheseexperiments(Fig. 78.23)
were the 1-ns sguare pulse shape, the 1:6 ratio foot-to-main-
pulse shape (also known as PS26), and the 1:40 ratio pulse
shapeknown as a = 3. Examples of the actual pulse shapesare
shown along with the design shape. Good pul se-shape repeat-
ability wasobtained. The purpose of varying the pulse shapein
these experimentsis to investigate target performance versus
pulse shape. Ideally a gradually rising intensity, if properly
designed, will produce afinal target compression greater than
asharply rising pulse. Figures 78.24(a) and 78.24(b) show the
calculated primary neutron yield (D-D) and the fuel and shell
areal densitiesasafunction of timefor thethreedifferent pulse
shapes. All simulations (accomplished with the hydrodynam-
ics code LILAC as described in the next section) are for an
assumed total energy on target of 25 kJ, and in each case the
target was a0.95-mm-diam, 20-um-thick CH shell filled with
3 atm of D3He. For these conditionsit is clear that the highest
yield and compression are obtained for the highest-contrast
pulse shape. Thistrend also holds for the evacuated targets.

The two instruments used to obtain x-ray spectra of the
implosion cores were a Kirkpatrick-Baez-type (KB) micro-
scope outfitted with adiffraction grating!® and acrystal spec-
trometer outfitted with an imaging slit.1> The KB microscope
has Ir-coated mirrors and a sensitive energy band from ~2 to
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Figure 78.23

Thethree pul se shapes used in these experiments: (a) the 1-nssquare pul se, (b) PS26, a1:6 ratio foot-to-main pul se shape, and (¢) a =3, a1:40ratio pulse shape.
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8 keV. The absolute response of the microscope was deter-
mined bothinthelaboratory and in situ. Figure 78.25(a) shows
atypical grating-dispersedimage of animploded hollow-shell
target. The bright central peak isthe overexposed image of the
core (zeroth-order image), while the indicated lines are dif-
fracted images of the core (£first-order images). The spectrum
of the core emission, after correction for instrument response,
isshowninFig. 78.25(b) alongwithamodel fit to the spectrum
(thermal bremsstrahlung with absorption). (The details of this
analysis will be described in the next section.) The crystal
spectrometer consisted of animaging slitin front of adiffrac-
tioncrystal viewingthetarget. Diffracted x rayswererecorded
with DEFfilm aswerethespectrally dispersedimagesfromthe

KB microscope. The emission from the implosion core was
separated from thetotal flux by the narrow size of theimaging
dlit (~100 um). The spectrometer wasset to view aregion of the
spectrum from ~4 to 6 keV containing continuum emission
from the targets. This was compared to the KB microscope—
derived spectra on certain shots. A limited number of shots
were taken with targets containing a Ti-doped layer, and in
such cases the observed jump in the spectrum at the Ti K edge
was used to infer the shell areal density.1®

Primary neutron yield (D-D neutrons) was measured with
an array of cross-calibrated scintillator detectors. Secondary
neutron yield was measured with an 824 detector array of
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Simulations of the (a) D-D neutron-generation rate and (b) the fuel and shell
areal densitiesasfunctionsof timefor thethree pul seshapes. Thetargetswere
all assumed to be 20-um-thick CH shells, filled with 3 atm of D3He, imploded
by atotal energy of 25 kJ.

Grating-dispersed KB microscope image of OMEGA shot 9130 (see
Table 78.1V): (a) the zeroth-order image with £first-order diffracted images
of the core (indicated), and (b) the core spectrum after correction for instru-
ment response, along with 1-D (LILAC) simulations of the same.
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scintillators, each of which recordsthe neutron arrival timeto
an accuracy of ~0.5 ns, which translates into an accuracy in
energy of ~0.5 MeV. This instrument, called MEDUSA
(Multi-Element Detector Using a Scintillator Array),16 allows
for the determination of the much smaller secondary neutron
yield (D-T neutrons) due to their earlier arrival time at the
detector. Figure 78.26 shows an example spectrum from
MEDUSA on a 20-um-thick CD/CH shell imploded with a
1-nssquare pul seand coherent beamillumination. Thesecond-
ary neutron yield is clearly seen, appearing as the broad peak
between 12 and 17 MeV. The integral of this peak is propor-
tional to the secondary yield.

100 T T T | T T T T | T T T T | T T T T
— - OMEGA shot 9122
2 goft i
&
Ny
O
% 60 - -
% DD primaries
2 40 .
LLI - .
DT secondaries

S 20t |
©

O L il PRI Bt

0 5 10 15 20
£8805 Neutron energy (MeV)
Figure 78.26

Example of the neutron spectrum emitted by a CD target as determined by
MEDUSA. Theneutronswith energiesfrom12to 17 MeV arefromDT fusion
reactions generated by primary-fusion-product (secondary) tritons fusing
with primary deuterons.

Results

Several combinations of shell thicknesses (CD/CH and CH
only), fill gases, and pulse shapes were investigated. We
present here arepresentative set from which x-ray and neutron
spectral information was obtained. Table 78.1V isa sample of
thetarget shot conditionsand experimental ly measured val ues.
The conditions for each shot, illumination type, energy, D-D
yield, D-T yield (where measured), kT, and pR, along with
LILAC predictions of these quantities, are grouped by type of
pulse shape. The implosions were simulated with the one-
dimensional hydrocode LILAC, which usestabulated equation
of state (SESAME),1’ flux-limited electron transport, and
multi-group radiation transport using local thermodynamic
equilibrium (LTE) opacities, 18 and inverse-bremsstrahlung-
absorption energy deposition through a ray-tracing algorithm
in the underdense plasma. A flux limiter of f = 0.06 with a

LLE Review, Volume 78

HoLLow-SHELL IMPLOSION StubIES ON THE 60-BEaM, UV OMEGA LASER SysTEM

sharp cutoff was used. The primary fusion reaction products
were transported using a multi-angle straight-line method,
which also includes the production of neutrons from the
secondary D-T reactions. The detailed space-resolved x-ray
spectra generated for comparison with the observations were
calculated with a postprocessor.

Asshown in previous works, 1419 the x-ray spectrum emit-
ted by an undoped polymer shell can, to agood approximation,
be represented by

Iy = lhot e E/KThg e_<“(E)pR>sheu , 1)

where 1,4 is the intensity of the thermal bremsstrahlung
emission from the core region, which has a characteristic
temperature KT,:. Absorption will occur in the shell asx rays
exit the core through the surrounding colder shell whose
optical depth 7 = (u (E) pR), where u(E) isthe energy-depen-
dent mass absorption coefficient and pR is the areal density
(the brackets indicate an average over the shell). To a good
approximation u is given by

u=19 ><1O3%g(p, KT) (cmz/g), 2

whereEisinkeV and g < 1. Using thisapproximation, alower
limit on pR4,g Can be determined by fitting the observed
spectrum to | with the optical depth given by

r :1.9x103%, 3)

where pRqistheareal density of the cold shell material and,
therefore, a lower limit on the total PRy, Both pR. 4 and
the average el ectron temperature kT, are determined by fitting
Eq. (1) to the observed spectrum.

The combined measurements of the primary neutron yield
from the D-D reaction and the secondary neutron yield from

the D-T reaction allow usto estimate the areal density of the
deuterium-bearing shell material pR-p using the following:

PRep = %D—D/Mxlo 20 (g/em?), (4)

where we have used the results of Azechi, Cable, and Stapf2°
scaled to CD (which has a 6:1 ratio of carbon to deuterium
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mass) and we have taken the maximum calculated ratio as a
function of temperature as the limit given above. Since the
range of the primary 1-MeV tritons may be smaller than the
total areal density of the CD layer pRcp and since pRqp is
lessthan thetotal pRy,q |, thisvalue again placesalower limit

on PRy -

Figure 78.27 shows the measurements of kT, and LILAC
predictions of these valuesfor the voided targetsimploded by
1-nssquare pulses. (The values obtained from simulations are
averaged over the stagnation, asisthe casefor all comparisons
to measurements that follow. The simulated x-ray measure-
ments are weighted by emitted x-ray intensity, whereas the
simulated neutron measurements are values averaged over
the time of neutron emission.) The measured values of KTg
show little discernible difference for the three illumination
conditions. (Notethat slightly lessenergy wasused toimplode
the targets with DPP+SSD illumination.) The thinnest-shell

targets have measured KT, values that are slightly lower than
the predicted values.

Figure 78.28 showsthe measured values of pR.yq fromthe
x-ray spectrafor 1-ns-square-pulseillumination. Herewehave
included both the voided CD/CH shells and the 3-atm-filled
CH shells. The higher measured values of pR.yq for the
thicker-shell targets are evident, following the trend of the
simulations, which is expected since the implosion cores of
thicker targets reach alower temperature. (Therefore the shell
material is less stripped and can more heavily absorb the
continuum emission from the core.) The significantly lower
values of pR.yq for the DPP-only cases are also noticeable.
This difference is largest for the 3-atm-filled CH targets
pointing to the gas—shell interface as a source of disruption to
the symmetry of the implosion. The differences between
DPP+SSD and DPP-only illumination for gas-filled targets
are further apparent when one compares their spectra

Table 78.1V: Measured and simulated values for a representative sample of voided CD/CH target experiments. The numbered columns contain
the following: (1) pulse type, (2) beam-smoothing condition, (3) shell thickness, (4) energy on target, (5) the measured D-D neutron yield
[Y,, (D-D)], (6) error of measurement of Y,, (D-D), (7) the measured D-T neutron yield [Y, (D-T)], (8) error of measured Y,, (D-T), (9) the CD layer
areal density pRcp determined from Eq. (4), (10) error of pRcp value, (11) LILAC-predicted value of Y, (D-D), (12) YOC (D-D), the ratio of the
measured-to-predicted values of Y,, (D-D), (13) LILAC-predicted value of Y,, (D-T), (14) LILAC-predicted value of pRcp, (15) LILAC- predicted

1 2 3 4 5 7 8 9 10 11 12

Shot Pulse Illumination CD+CH | Energy | Y,(D-D) | Ya(D-D) | Ya(D-T) | Ys(D-T) PRMED PRMED Y,(D-D) YOC

Type Condition (um) (kJ) error error (mg/cmz) error 1-D (D-D)

(mg/cmz)

7817 | 1-nssq Coherent 31.8 26.2 2.3(8) 6.7(6) 4.9(8) 0.47
9130 | 1-nssq Coherent 394 | 28.4 7.4(7) | 2.5(6) 1.1(8) 0.66
9266 | 1-nssq Coherent 25.6 | 29.2 5.4(8) | 7.0(6) 6.1 (9 |0.09
9267 | 1-nssq Coherent 34.4 | 30.2 1.6(8) | 3.7(6) 5.2(8) 0.31
14010 | 1-nssq | DPP'sonly 21.2 | 28.0 1.4(9) | 3.2(7) | 4.1(6) | 2.6(5) 69.0 4.8 1.7(10) | 0.08
14012 | 1-nssq | DPP'sonly 31.0 | 27.2 2.5(8) | 1.4(7) | 5.0(5) | 8.6(4) 45.4 8.3 5.9(8) 0.43
11561 | 1-nssq | DPP's+SSD 19.9 | 27.3 2.6(9) | 2.0(8) | 7.3(6) | 3.7(5) 64.9 6.1 1.8(10) | 0.15
11562 | 1-nssq | DPP's+SSD 30.9 | 28.3 2.5(8) | 6.4(7) | 4.6(5) | 8.3(4) 42.2 13.2 5.7(8) 0.44
11576 | 1-nssq | DPP's+SSD 38.9 | 27.7 1.4(8) | 1.6(6) | 1.8(5) | 5.1(4) 30.1 8.7 6.7(7) 2.03
12538 | 1-nssq | DPP's+SSD 21.1 | 24.0 1.4(9) | 5.5(7) | 6.0(6) | 3.3(5) | 102.3 7.0 5.9(9) 0.23
12548 a=3 | DPP's+SSD 21.1 | 20.6 1.7(8) | 2.6(6) | 7.2(4) | 3.2(4) 9.7 4.4 8.6(9) 0.02
12549 a=3 | DPP's+SSD 26.9 | 21.2 1.1(8) | 2.0(6) | 5.7(4) | 2.9(4) 12.5 6.3 1.3(9) 0.08
12551 a=3 | DPP's+SSD 30.8 | 21.0 4.4(7) | 1.3(6) | 2.8(4) | 2.0(4) 15.0 10.6 3.8(8) 0.12
12562 PS26 | DPP's+SSD 21.3 19.6 7.8(7) | 1.3(7) | 1.1(5) | 4.1(9) 34.4 13.5 1.0(10) | 0.01
12563 PS26 | DPP's+SSD 26.9 19.8 6.5(7) | 1.2(7) | 1.4(5) | 4.5(4) 50.9 18.6 3.0(9) 0.02
12567 PS26 | DPP's+SSD 30.7 | 20.0 7.8(7) | 1.3(7) | 2.9(5) | 6.4(4) 85.6 24.0 1.7(9) 0.05
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value of pR4e averaged over the time of neutron production, (16) LILAC-predicted value of the ion temperature (kT;) averaged over the time
of neutron production, (17) the x-ray-spectrum determined electron temperature (kT,), (18) error of (kTe), (19) the LILAC- predicted value of
the kT, as would be determined from the x-ray spectrum, (20) the x-ray spectrum determined cold shell density (0Rqg), (21) error of pRgg(gs
(22) the LILAC-predicted value of pR.g g, (23) the inferred shell area density (0Rqhq), @nd (24) error of experimentally determined value of
PRehail- [*Numbersin () indicate the power of 10; i.e., 2.3(8) = 2.3 x 108].

13 14 15 16 17 18 19 20 21 22 23 24
Ya(DT) | PRyEp <pR>p, <kTi>n | KTg(KB) [ KTe KTe PRcold PRcold PRcold PRspell PRghell

1-D 1-D 1-D 1-D (keV) error 1-D (KB) error 1-D (KB) error

(mg/em2) | (mg/cm?) (keV) (keV) (keV) | (mg/ecm?) | (mg/em?) | (mg/em2) | (mg/em?) | (mg/cm?)

1.3(6) 199 0.67 0.64 0.05 0.78 31 6 67 93 18
2.3(5) 170 0.58 0.68 0.05 0.65 61 7 74 140 16
2.6(7) 268 1.083 0.76 0.05 1.083 26 5 76 92 18
1.3(7) 196 0.68 0.71 0.05 0.72 38 6 74 100 16
9.0(7) 127.3 320 1.19 1.02 0.03 1.19 8 1 89 29 4
1.5(6) 58.6 196 0.68 0.94 0.03 0.73 22 1 69 63 3
9.7(7) 128.6 312 1.22 1.04 0.03 1.30 13 1 58 71 5
1.4(6) 59.1 201 0.68 0.74 0.04 0.73 27 3 70 78 9
1.3(5) 43.5 165 0.54 0.62 0.03 0.60 52 7 76 113 15
2.4(7) 96.2 329 1.02 1.03 0.05 1.16 16 3 38 139 22
4.3(7) 117.4 323 1.11 0.81 0.07 1.19 0 3 111 0
4.0(6) 72.9 254 0.75 0.72 0.04 0.85 16 2 91 45 6
9.3(5) 56.9 224 0.61 0.72 0.05 0.66 22 3 92 54 7
5.4(7) 123.1 346 1.25 1.30 150
1.2(7) 95.1 338 0.88 0.86 0.09 0.89 29 4 179 54 7
6.6(6) 88.2 368 0.80 0.94 0.03 0.85 42 2 209 74 4
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[shown for two different shell thicknesses, 20 and 25 um, in
Figs. 78.29(a) and 78.29(b)]. The low-energy portions of the
spectra exhibit a marked difference indicative of lower com-
pression for the DPP-only cases, despite thefact that the high-
energy portionsof thespectraarenearly identical. Thisindicates
that conditions in the highest-temperature regions of the im-
plosion (i.e., the gas-filled cores and inner edge of the shell)
were unaffected by the different conditions obtained in the
shell. Additionally, differences between the three pul se shapes
are seen in the measured values of pR.yq (Fig. 78.30). The
shaped-pulse implosions have lower measured shell areal
densities than with a square pulse (see Fig. 78.28), with the
highest-contrast-pul se-shape implosions (a = 3) having the
lowest values. All DPP-only casesarelower than the compari-
son DPP+SSD cases.

The measured primary (D-D) neutron yields of the voided
CD/CH targetsfor all pulse shapesare shownin Fig. 78.31(a).
The ratios of the measured primary yield to the LILAC-
calculatedyield (normalizedyield) areshowninFig. 78.31(b).
Theprimary yieldsobtainedfromimplosionswith 1-ns-square-
pulse illumination follow afairly well-defined trend with the
highest yields obtained for the thinnest shells (highest calcu-
lated central temperatures and areal densities). Little differ-
ence is seen for the three uniformity conditions, indicative
of theinsensitivity of the shell/void interface to the illumina-
tion conditions employed. Lower absolute yields were ob-
tai nedfor theshaped-pul seimplosions[Fig. 78.31(a)]; although,
due to current OMEGA laser operation conditions, the maxi-
mum on-target energy is less for the shaped pulses (~21 kJ).
Nevertheless, lower normalized yields were obtained for the
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Figure 78.29

The measured and predicted core x-ray spectrafrom two DPP-only/DPP+SSD pairs of CH targets filled with 3 atm of D3He and imploded with 1-ns square
pulses: (a) a 20-um-thick pair and (b) a 25-um-thick pair. Note the agreement between KB-microscope- and crystal-spectrometer-determined spectrain (a).
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shaped pulses [Fig. 78.31(b)] with the lowest yield for the
PS26 pul se shape.

Figures 78.32(a) and 78.32(b) show the measured primary
and secondary neutron yields along with the LILAC-simulated
yields for the voided CD/CH shells imploded with the 1-ns-
pulse shape. Again the trend is to lower yields for thicker
shells, with the measured yieldsfor thicker shellscloser to the
simulated yields, indicating less disruption during implosion
for thethicker shells. Asdiscussed previously, alower limit on
PRahel 1S determined from the simultaneous measurements of
primary (D-D) and secondary (D-T) neutron yield. Fig-
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Figure 78.30

The measured values of pRco|q for 3-atm-filled CH targets from shots with
(a) 1-ns square, (b) PS26, and (c) a = 3 pulse illumination.
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ure 78.33 showsthe values so obtained for the voided CD/CH
shellsalongwith LILAC predictions of the measurements. The
thinner targets have both higher measured and predicted
PRahel vVl Ues, oppositeto thetrend seenin thex-ray measure-
ments, because of the larger range of tritons in the higher-
temperature conditions, expected and obtained, for the thinner
shells. Quitestrikingisthetrendtolower pRy,g for thethinner
shells imploded with shaped pulses, which is lowest for the
highest-contrast pulseshape (a = 3). Thisagainisindicative of
shell disruption for the shaped-pulse implosions (resulting in
lower apparent compression at the time of this measurement).
The trend is similar to that seen for pRg, Measurements
obtained from the x-ray spectra (Fig. 78.29). The observed
compressionislessfor the shaped-pul seimplosionsfrom both
sets of measurements.

The combined measurements of PRy from both the
X-ray spectraand the primary-to-secondary-yield ratio for the
voided targets are shown in Fig. 78.34. The dotted line and
arrows indicate the lower limit on pRy,y, obtained from the
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Measurements of the primary (D-D) neutron yield from voided CD/CH
shells for al three pulse shapes versus shell thickness: (a) the absolute
measured yield and (b) the normalized yield (measured/cal cul ated).

LLE Review, Volume 78

89



HoLLow-SHELL IMPLOSION StubiEs oN THE 60-Beam, UV OMEGA LASER System

101 I | A Unsmoothed beams
- @ o m DPP'sonly
100 f 8 ® DPP+ SSD
@ : oL ©  loLiLAC
@) s o 7
\E 109 E ‘ () 3
= : Ao Oo O ;
‘g
107 [ | | | | ]
109 T T T T 3
- (b) ;
108 & o E
= 2 © ;
A - o o) i
~ 7 L -
= 10 0‘ (o)
T : o ]
105 I | | | | g
15 20 25 30 35 40
Corer Shell thickness (um)
Figure 78.32

Measurements of (a) primary (D-D) and (b) secondary (D-T) neutron yield
from voided CD/CH shells imploded with 1-ns square pul ses from the three
beam-uniformity cases versus shell thickness. LILAC predictions of the
measurements are also shown.

& 1-nssquare (al)
1000¢ S "'m a=3 DPPs+SSD
- OWEGA voided SDICH | 4 ps26, pPs + 55D
i results OLILAC
£ 100p i’@ i % 1
N 5
2 g ]
E 0 H 3
@
g 10f {l f E
| | | |

1
15 20 25 30 35 40
Shell thickness (um)

E9752

combined measurements. The estimates of pRy,q; obtained
from Ti-doped shells as reported by Yaakobi and Marshall1®
arealso shown (thesevaluesarelower limitsaswell). Both sets
taken together indicate that PRy, in excess of ~60 mg/cm?
has been obtained in every case. Assuming that the ionization
state of the target is properly predicted by the hydrocode
simulations, an estimate of the full pRy,q can be determined
by correcting the x-ray measurements of pR 4 by the pre-
dicted ionization fraction. Values so determined are shownin
Fig. 78.35. The estimated x-ray—averaged pRq,g ranges from
~60 to 130 mg/cm?.

Conclusions

In conclusion, we have performed experiments on hollow-
shell (CD/CH and CH only), evacuated or low-pressure-filled
(3-atm) targets with the OMEGA laser system demonstrating
compression of theshell material (surrogate-cryogenicfuel) to
areal densities of ~60 to 130 mg/cmZ. The survey of various
implosion conditions (unsmoothed to smoothed beams; high-
intensity, short-pul se shapesto ramped-intensity, longer-pul se
shapes) has yielded information about the target performance
as a function of illumination (laser drive) relevant to cryo-
genic-target experiments to follow. Specifically for a 1-ns
square pulse and evacuated targets, the primary neutron yield
from the core is not greatly affected by the differences in
illumination uniformity at current levels; however, both the
illuminationuniformity andtheinitial shell thicknessaffect the
final shell areal density. The thicker-shell targets compressto
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Figure 78.33

The measured lower limits on pRghe Of the voided CD/CH shells from
MEDUSA measurementsversusshell thicknessfor the various casesof pulse
shape and beam uniformity. The values expected from LILAC simulations
are shown for comparison.

Figure 78.34

Combined upper-limit values on pRghe Of the voided CD/CH shells im-
ploded by 1-ns sguare pulses determined from both the x-ray and neutron
spectra. Additional measurements determined from Ti-doped targets are
shown to give consistent lower limits.
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Estimates of pRghe| for the voided CD/CH shells imploded by 1-ns square
pulses determined from the lower limits (pRco1g) given in Fig. 78.28. The
values are determined assuming the ionization fraction predicted by LILAC.

areal densities as high asthethinner shells(at least asinferred
by currently available techniques) despite the lower specific
energy applied to the target, which implies that they are less
affected by instabilities. All targets perform more poorly
(lower yield, less compression) when imploded by the longer,
shaped pul ses because they have higher levels of laser imprint
and lower ablative stabilization, which leads to large growth
rates; thus, shaped-pulse implosions place more stringent
reguirementson power balanceand initial target and illumina-
tionuniformity. For all pulseshapes, thegas-filledtargetshave
the most significant increase in measured shell areal density
when SSD is turned on (compared to DPP's only). This
demonstrates the benefit of SSD in reducing the added insta-
bilitiesthat occur at the gas—shell interface. It is expected that
as more-uniform illumination conditions are obtained, the
thinner targets will outperform the thicker targets. Thiswould
be evidenced in higher neutron yields and higher areal densi-
ties as measured by x-ray and neutron spectral diagnostics.
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Simultaneous M easurements of Fuel Areal Density, Shell Areal
Density, and Fuel Temperaturein D*He-Filled Imploding Capsules

M easurements of the charged-particle products of the fusion
reactions from an imploding inertial fusion capsule can pro-
vide a direct means of characterizing key aspects of the
implosion dynamics. Parameters such asthefusionyield, fuel
ion temperature, capsule convergence, fuel and shell areal
densities, and implosion asymmetry can be inferred by these
measurements and can complement and augment similar mea-
surements made using fusion neutrons or x-ray techniques. In
addition, such measurements provide unique information on
charging up the target and on charged-particle acceleration. In
collaboration with MIT and LLNL, LLE has developed two
charged-parti cle magnetic spectrometersthat havebeenimpl e-
mented on OMEGA.

Aninitial application of these spectrometersto characterize
the compressed capsule parametersinvolved the compression
of capsules containing a mixture of deuterium (D,) and he-
lium-three (3He). Thefusion reactionsarising from such afuel
include three primary and four secondary reactions:

Primary:
D+D (50%) - 3He(0.82 MeV)+n(2.45MeV)
(50%) — T (1.01MeV)+p(3.02 MeV)
D +3He ~ “He (3.6 MeV)+ p(14.7 MeV)
Secondary:
D+T - “He(35MeV)+n(14.1MeV)
SHe+T(51%) - “He+p+n121MeV
(43%) -~ “He (4.8 MeV)+D(9.5MeV)
(6%) ~ SHe (2.4 MeV)+ p(11.9 MeV)

The richness of particles and energies produced by the
fusion of D3He provides the opportunity for simultaneous
measurement of several key capsule parameters. First, by
measuring the ratio of D-D protons (or neutrons) to D3He
protons, the temperature of the fuel ions at burn time can be
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inferred. Figure 78.36(a) plots the ratio of the D-D to D-3He
reaction rate as a function of ion temperature. Second, the
spectrum of the emergent fusion-produced protons will be
affected by energy loss upon escape from the capsule. The
3-MeV D-D protons, for example, have a range of approxi-
mately 40 mg/cm?, whereas the 14.7-MeV D-3He protons
have a range greater than 300 mg/cm? [see Fig. 78.36(b)].
M easurements of the slowing down of the charged particles
thereforeindicatethe capsul € stotal areal density at burntime.
In addition, the yield of neutron secondaries from the D-D
reaction provides an independent measure of the fuel areal
density. Thus, it is possible, in principle, to obtain simulta-
neous characterization of yield, fuel temperature, shell areal
density, and fuel areal density by measuring the spectrum of
fusion particles emerging from the implosion and burn of a
D3He-filled capsule. A series of such measurements carried
out on OM EGA with the newly implemented charged-particle
spectrometers(CPS) in conjunctionwith thesingle-hit neutron
detector array (MEDUSA) provided information on the sec-
ondary reaction product yield for these experiments.

Spectrometer Description

The charged-particle spectrometer! consists of a 7.6-kG
permanent magnet with CR-39 track-etch detectors.2 A sche-
matic of the magnet and sample particle trajectories is shown
in Fig. 78.37. Constructed of a neodymium-iron—boron alloy
with asteel yoke, this dipole magnet weighs 160 |b and has a
long dimension of 28 cm and a 2-cm gap between pol e faces.
CR-39 pieces are positioned throughout the dispersed beam,
normal to the particle directions, using the mounting structure
shown in Figs. 78.38(a) and 78.38(b), which alows greater
than 80% coverage between the proton-equival ent energies of
0.1 to 57 MeV. Accurate, and calibrated, particle trajectory
calculations determine the energy of particlesarriving at each
position on the detectors. The presence of multiple particle
species is conveniently managed since, at any given detector
position, the track diameters from each species are clustered
into discrete diameter groups—the heavier particles (such as
alphas) having larger diametersthan thelighter particles(such
as protons)—and thus may be easily distinguished. Identifica-
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Figure 78.36

(a) Plot of the temperature dependence of the ratio of D-D fusion reactions to D-3He reactions; (b) plot of the energy reduction as a function of areal density

of 14.7-MeV protons traversing CH at a temperature of 800 keV.
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Figure 78.37

Schematic of the spectrometer and sample particle trajectories. A 7.6-kG
pentagonal dipole magnet, 28 cm at itslongest dimension, disperses protons
intherangeof 0.1to 57 MeV. A linear array of CR-39 nuclear track detectors
is placed normal to the dispersed beam. The large dynamic range of these
detectors allows measurement of particle yields from 108 to 1017,

Figure 78.38

The mounting plate assembly that accurately positions pieces of CR-39 in
the dispersion arc of the magnet. (@) The mounting plate assembly viewed
from the perspective of the magnet. Pieces of CR-39 are positioned in each of
the finger structures; these fingers are arranged in arcs that cover the
dispersion region of the magnet. The finger at the bottom of the photo is
positioned to view the target directly. X-ray film is placed at this position to
ascertainthealignment of thespectrometer. Thecollimator slitisshown at the
top of the photo. (b) Theloaded mounting plate assembly being lowered onto
the magnet (which is obscured) inside the vacuum chamber of CPS-1. After
every shot, the mounting plate must be removed, and the CR-39 must be
unloaded. A new, freshly loaded plate must then replaceit in preparation for
the next shot.
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tion of each particle speciesis aided by using a track growth
prediction model, calibrated to known particles and energies.

To assess the symmetry of all measurements, two virtually
identical spectrometers are operating, one positioned inside
the OM EGA chamber, at 100 cm from thetarget, and the other
positioned outside, at 235 cm. The spectrometer inside the
chamber is surrounded by a polyethylene-lead shielding
structure designed to minimize the neutron noiselevelson the
CR-39. Incoming particles are collimated by adlit that can be
varied from 1 to 10 mm wide, depending on the expected flux
levels, giving solid angles between 107 and 107>, The mea-
surement range of theinstrumentscoversyieldsof 108 to more
than 1017, whiletheenergy resolutionisbetter than 4% over all
energies. After every shot, the CR-39 detectors are removed
from the spectrometer and replaced by anew set. The exposed
detectors are then etched in sodium hydroxide and examined
under a microscope. A rapid, automated scanning system has
been developed that allows up to 10° tracks to be counted
per shot.

Demonstration Experiments

Polymer ablator capsules, asillustrated in Fig. 78.39, were
used to test the concept of simultaneous density and tempera-
ture measurements with D3He—filled capsules. The principal
diagnostics used for these experiments were the two charged-
particle spectrometers, MEDUSA (to measure the fuel areal

\\ CH (10-25 um) /

3He (510 atm)
425475 um

E9377

Figure 78.39
Polymer shell capsules filled with D3He were used to test the CPS.
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density viasecondary reaction products3), and In activation (to
measure the DD neutron yield).

In one series of shots, capsules of CH filled with amixture
of deuterium and 3He were irradiated with up to 28.5 kJin
1-ns near-square-top pulses with 2-D SSD beam smoothing.
The capsule wall thickness ranged from 14.5 to 18.5 um.
Computer simulations of these implosions were performed
using the one-dimensional hydrodynamic code LILAC,* and
the spectra were calculated using the particle-tracking code
IRIS5> The assumption of ideal performance (i.e., no mix, one-
dimensional performance) in these simulations indicated that
fuel iontemperaturesintherangeof 3.5t05.0keV and capsule
convergenceratios (ratio of initial target radiusto compressed
target radius) up to 28 could be achieved.

Figure 78.40 showsthe measured proton spectrum obtai ned
on one of these experiments. Table 78.V is a summary of the
predicted and measured target parameters for this shot. The
measured spectrum generally shows a greater slowing down
for the thicker CH shells compared to thinner CH shells. This
increased slowing down is apparent in the simulation results.
Thesimulations, however, predict much larger areal densities,
corresponding to anincreased slowing downin thetarget, than
are observed experimentally (Table 78.V), indicating depar-
tures from one-dimensional, unmixed implosions.
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Figure 78.40

D-3He proton spectrum measured on shot 13799. For this shot the laser
energy was 28.3 kJ (1-ns square pulse), and the CH ablator was 18.4 ym
thick. The capsule was filled with 2.8 atm of D and 4.9 atm of 3He.
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Table 78.V: Predicted and Measured Parameters—Shot 13799.

Parameter Predicted | Measured/Inferred
D-D neutron yield| 5.4 x 1010 2.1 x 1010
D-3He proton yield 3.1 x 109 1.3 x 10°
Fuel temperature 3.6 KeV 3.9 keV
Proton downshift 4.2 MeV 1.9 MeV
Shell areal density| 120 mg/cm? 60 mg/cm?
Fuel areal density | 32 mg/cm? 13 to 17 mg/cn?
Convergence ratio 28 16 to 18

Thesimulated fuel temperaturein Table 78.V iswell repro-
duced by the experiment. Thisis probably due to the fact that
higher temperatures occur earlier in the implosion history of
the target when capsule conditions are closer to one-dimen-
sional predictions. The difference between the measured and
calculated areal densities is probably due to the fact that the
areal density ispredicted to increase later intheimplosion. In
this later phase, the mixing of the fuel and the shell due to
hydrodynamic instabilities can cause significant departures
from one-dimensional behavior and canreducethefusionburn
significantly. This may be the principal cause of the observed
discrepancy between simulation and experiment. More de-
tailed modeling using either mix models or multidimensional
hydrodynamic simulations is necessary to correlate the mea-
sured spectra with conditions in the target. This analysis is
presently being carried on.

In conclusion, simultaneous measurements of thefuel area
density, shell areal density, and fuel temperature have been
carried out on OMEGA using D3He-filled imploding capsules
and the recently installed charged-particle spectrometers. The
initial experiments demonstrated the ability to carry out these
measurementsat fuel ion temperaturesof 3to 6 keV, fuel area
densities in the range of 10 to 20 mg/cm?, and shell areal
densitiesin the range of 40 to 60 mg/cm?2. M easurements such
asthese can beappliedto the parameter region characteristic of
cryogenic-fuel capsules on OMEGA: total areal density of
several hundred mg/cm? and fuel temperature of several keV.
In future experiments, we will extend such measurements to
higher fuel and shell areal densities and attempt to validate
these techniques on cryogenic-fuel targets.
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The Design of Optical Pulse Shapeswith an Aperture-
Coupled-Stripline Pulse-Shaping System

L aser-fusion experimentsrequire precisecontrol of thetempo-
ral profileof optical pulsesappliedtotargets. Anoptical pulse—
shaping system has been in operation on OMEGA for several
years.1 During thistimethe demandson the precision, flexibil -
ity, and repeatability of the optical pulse—shaping system have
steadily increased. To meet these new demands, a new pulse-
shaping system based on an aperture-coupled stripline(ACSL)
electrical-waveform generator has been developed and dis-
cussed previously.? This new system will be implemented on
OMEGA in the next few months. In addition to its simplicity,
the new system will include significant improvements to the
modeling, performance, and diagnostics of the pulse-shaping
system to meet the challenging demands required of the sys-
tem. The shaped optical pulses produced by this system be-
come the seed pulses that are injected into the OMEGA laser
system. Details of the on-target pul se shape from the OMEGA
laser arecritically related to the detail sof the seed-pul se shape.
Thisarticle describesthe modeling of an ACSL pul se-shaping
system that is used to produce an optical seed pulse with a
specified temporal shape.

An ACSL generates temporally shaped electrical wave-
forms that are applied to electro-optic modulators to produce
shaped optical pulses. The electro-optic modulators exhibit a
finite response time to an applied voltage. Thisresponse time
has been measured and is included in the calculation of the
voltage waveform required from the ACSL to produce a
specific optical pulse shape. An ACSL is modeled as two
coupled and interacting striplines. Striplines are modeled as
transmission lines that obey a set of equations known as the
tel egraph equations.3 A new approach to solving thetelegraph
equations using the method of characteristicsis presented here
along with a straightforward extension of this approach to
ACSL'’s. The modeling presented here leads to a prescription
for determining the necessary ACSL geometry to produce a
desired on-target pulse shape on OMEGA.

The Optical Modulator Voltage Waveforms

Given the temporal profile of the optical pulse required on
target from the OMEGA laser, the temporal profile of the
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optical seed pulse that must be produced by the pul se-shaping
system is determined from the extensive modeling of the laser
systemthat hasevolved over theyears. AsshowninFig. 78.41,
this low-energy optical seed pulse is shaped by applying
shaped voltage waveforms to a dual-channel electro-optic
amplitude modulator synchronouswith thetransit through the
modulator of an optical pulsefrom asingle-longitudinal-mode
(SLM) laser.? If we neglect the finite response time of the
modulator, the intensity profile of an optical pulse exiting a
modulator is given by

lout (t) = |in(t)5in2{ n/Z[Vl(t)/V,T + @]}

xsin2{ 2|V, (1) Vi + ] @

wherel;(t) istheintensity profile of the optical pulsesentinto
the modulator from the SLM laser; the two sine-squared
factors represent the transmission functions of the two modu-
lator channels with V,(t) the voltage waveform applied to
channel 1 of themodulator, V,(t) thevoltagewaveformapplied
to channel 2 of the modulator, V,;the half-wave voltage of the
modulator (typically lessthan 10V), and @, and ¢, the offsets

Electrical square-

pulse generator
Electrical square- | Gate eIS:c?E?:(;J
I at
pulse generator waveform
Y ¥ _/_/L
o >
modulator | Shaped optical pulse

E8891

Figure 78.41

The aperture-coupled-stripline (ACSL) optical pulse-shaping system. The
output from an electrical square-pulse generator istemporally shaped by an
ACSL and used to drive an optical modulator. A separate electrical square-
pulse generator is used to gate the second channel of the modulator.
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set to zero by the application of a dc bias to each of the
modulator channels. Theinput intensity profileto the modul a-
tor is assumed to be unity for our application since the short-
duration (<5 ns) voltagewaveformsV, (t) and V,(t) areapplied
to the modulators during the peak of the 200-ns Gaussian
optical pulse from the SLM laser.

On one channel of the modulator, ashaped el ectrical wave-
form from an ACSL isapplied. The exact shape of the voltage
waveform required from the ACSL isdetermined by the shape
of the optical pulse required from the modulator and by the
response of the modul ator to an applied voltage. This channel
isreferred to as the shaping channel of the modulator. On the
other channel of the modulator, a square electrical waveform
isapplied. Thischannel isintended to produce asquare optical
waveform that acts as a gate to block unwanted pre- and post-
pulses from the modulator and enhances the contrast of the
output shaped optical pulse from the modulator. This channel
of themodul ator isreferred to asthe gate channel. The optical
pulse produced by the gate channel should ideally have afast
riseandfall timewith constant amplitudeover itsduration. The
application of asquare electrical pulse (with 45-psrisetime) to
this channel from a pulse generator (Model 10,050A from
Picosecond Pulsed Laboratories, Boulder, CO) produces the
optical pulseshapeshowninFig. 78.42. Thisfigurerevealsthe
bandwidth limitations of the modulator for this“ideal” (high-
bandwidth) square input electrical pulse. In particular, the
optical pulsefromthischannel doesnot reachitsfull amplitude
during thefirst 200to 300 psof thepul se, which, if not properly

0.8} -

0.6

Amplitude

04 y

0.0 ) : : : -

cosrr Time (ns)

Figure 78.42

The measured optical pulse shape from a single channel of an electro-optic
modulator with a square electrical waveform applied to the RF port. The
square electrical waveform has arise time of 45 ps.
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compensated for, can cause pulse distortion on the beginning
of ashaped optical pulse and severe pul se distortion for short-
pulse generation. This distortion caused by the modulator
bandwidth limitation is minimized by including this effect
when calculating the voltage waveform applied to the
modulator’s shaping channel as discussed below.

Numerical Solution of the Telegraph Equations

Transmission line problems can be classified into two
categories. Thefirst category dealswith determining thetrans-
mission line properties required to produce a specific elec-
trical waveform reflected from the line, given the input
electrical waveform to the line. The second category is the
reciprocal of thefirst and dealswith determining the el ectrical
waveform reflected from a transmission line, given the input
electrical waveform to the line and the properties of the
transmission line.

Inthe present OM EGA pul se-shaping system, shaped elec-
trical waveforms are generated by the reflection from a vari-
able-impedancemicro striplineand sent to the shaping channel
of the modulator.2 The micro striplines are designed using a
layer-peeling technique that treats the micro stripline as a
simpletransmission line.? Thistechnique allows oneto calcu-
late the reflection coefficient along the line (and from that the
electrode width) needed to synthesize agiven electrical wave-
form in reflection. The reciprocal of this calculation is to
determine the electrical waveform reflected from a transmis-
sion line given the reflection coefficient along the line. This
latter calculationisdiscussed hereand, inthe next section, will
be extended to include modeling ACSL's to generate shaped
electrical waveforms.

In this section we develop the equations that describe the
electrical waveforms propagating along a transmission line
starting from thewelI-known tel egraph equationsfor theline.3
First we model a stripline or micro stripline as a transmission
line that obeys the telegraph equations:

Lt o
i ((;:( t) _ (x) avg>t<- t) (2b)

where v is the voltage along the line, i is the current flowing
alongtheline, L istheinductance per unitlength alongtheline,
and Cisthe capacitance per unit length along theline. In these
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equationsweintroducethecharacteristicimpedanceof theline
Z(x) =+/L(x)/C(x) and the wave propagation velocity
dx/dt = ¢ =1/4/LC aong theline. We assume that the propa-
gation velocity ¢ (not to be confused with the speed of light)
along the line is constant. With these substitutions Egs. (2)

become

ov(xt) _ al(x,t)
PV k(x)V(x,t)-c P (39)
al(x,t) _ _ov(xt)
o =k(x)1(x,t)-c P (3b)
where the variables are defined as
V(x,t) = v(x,t) Z7¥?%(x) (49)
and
1(x,t) =i (x,t) Z¥2(x) (4b)
and where
1 dZ(x
K= 520 d>(<) (5)

isthe reflection coefficient per unit length along the line.

If weadd and subtract Egs. (3), weget aset of reduced wave
equations

OWR(x1) | 1OWR(x.t) _ “k()WL (xt)  (69)

[5)4 c ot
and
OWL (x,t) | 1 OWL (x,t)
+= = —-k(x) WR(x,t),
SR 2 S KWR (kD). (6D
where

WR(x,t) = [V(x,t)+1(x1)]/2

= [Mx)ZV2(x) +i(x)Z¥2(] 2 (7a)
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isawavetravelingtotheright alongthelinewithvelocity cand

WL(x,t) = [V(xt)=1(x.1)]/2

= Mx)ZV2(0)-i(x)Z¥2(3)] 2 (7b)

isawavetraveling to the left along the line with velocity c. In
the appendix we show that the form of Egs. (6) isidentical to
the form of the equation obtained if one substitutes a plane
wave with slowly varying amplitude into the wave equation.
Therefore, Egs. (6) are referred to as the reduced wave equa-
tionsand arethemain resultsof thissection. Inthe next section
we show how to extend these equationsto model anACSL and
give anumerical prescription for solving the resulting equa-
tions using the method of characteristics.

Extension to an ACSL

The geometry of an ACSL is shown in Fig. 78.43. In
principle, an ACSL isadirectional coupler consisting of two
striplinesthat are coupled through an apertureintheir common
ground plane. In operation, a square electrical waveform is
launched into port 1 and propagates along electrode 1 to the
terminated port 2 of the ACSL. Asthe square electrical wave-
form propagates along electrode 1 in the coupling region, a
signal is coupled through an aperture to electrode 2 in the
backward direction and exits at port 4. The electrical wave-
form exiting port 4 is sent to the shaping channel of the
modulator and must have the proper temporal profile to pro-
duce the desired optical pulse shape out of the modulator.
By varying the width of the coupling aperture (shown in
Fig. 78.43) aong thelength of the ACSL , atemporally shaped
electrical waveform can be generated at port 4. The details of
how to calculate the width of this aperture along the line to
produce a specific electrical waveform fromthe ACSL arethe
main topic of this article.

The ACSL is modeled as two coupled transmission lines.
We can extend the formalism in the previous section to an
ACSL by writing four reduced wave equations. Two equations
describe the waves WR1(x,t) and WR2(x,t) traveling to the
right along lines 1 and 2, respectively, and two equations
describethewavesWL 1(x,t) and WL 2(x,t) traveling to the l eft
along lines 1 and 2, respectively. In each reduced wave equa-
tion weinclude the reflection coefficient k(x) along theline as
above, and we introduce a coupling term C(X) that allows for
couplingwavesfrom onelinetotheother through the aperture.
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The resulting equations are given by

OWRL(x,t) , 1 0WRI(x 1)

0x c ot

—k(x) WL1(x,t) = C(x) WL2(x,t),

dWLL(xt) 1dWLL(x,1)

0x c ot

= —k(x) WRL(x,t) - C(x) WR2(x,t),

dWR2(x,t) 21 dWR2(x,t)

1) c ot

—k(x) WL2(x,t) - C(x) WL1(x,t),

OWL2(x,t) _1WL2(x,)

oX c ot

—k(x) WR2(x,t) — C(x) WRL(x,t).

(83)

The coupling coefficient C(x) isthe coupling from onelineto
the other in the backward direction. In general, another cou-
pling term should be added to the above equations to model
coupling from one line to the other in the forward direction.
This forward coupling term can be trivially added to this
(8b) model; however, for directional couplers of thissort, coupling

in the forward direction is negligible.

The reduced wave equations (8) for an ACSL [as well as
Egs. (6) for striplines] can be solved by transforming them

along the characteristic curves
(8c)

Output

Port 4

Cu
Er |
Port 3~
Electrode 2
Er |
cu
Er ‘

Input

E8416

%ﬂl\\\

Electrode 1
: = nort
|

Transition
region

<«——— Coupling region —>

JT_

E=ct—-x and n =ct +x.

Figure 78.43

Exploded view of apractical four-layer, four-port ACSL. A squareelectrical waveformislaunchedinto port 1 and propagatesal ong el ectrode 1 to theterminated
port 2. An electrical signal is coupled through an aperture to electrode 2 in the backward direction, and a shaped electrical waveform exits at port 4.
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For this transformation we use the chain rules

0_008, 00 0o, 00 (109
ox 9F ox on ox H a¢ anH
and
0_008,00n_.00, 00 (100
ot 9 ot an ot CHTfanH
to obtain
dWR
dnl('?) = -[k()WL1(&) + C(x)WL2(8)] /2. (11a)
dw(;l(‘f =[k(x) WRL(7) + C(x) WR2(1)] /2, ~ (11b)
dWR2
el ) - [powiz(e) + coowia(e)] /2, (1o
dW:_:(E) = [K()WR2(n) + C()WR1{n)] /2, (11d)

wherewehave used thefact that WR1,2 arewavespropagating
inthepositivexdirection and WL 1,2 arewaves propagating in
the negative x direction and obey wave equations with solu-
tions of the form

WR1,2(x,t) = WRL 2(ct +X) =WRL,2(n)  (12a)

and

WL12(x,t) = WLL 2(ct —x) = WLL2(§).  (12b)
With this transformation the derivatives in Egs. (11) become
total derivatives.

The coordinate transformation expressed by Egs. (9) lends
itself to a simple geometric interpretation that leads to a
numerical solution algorithm for the reduced-wave Egs. (11).
The transformation Egs. (9) with dx = cdt can be seento be a
rotation of the x,ct coordinate system by 45° into the é,n
coordinate system as shown in Fig. 78.44. In the new &,n
coordinate system, Egs. (11) describe how the right-going
wavesWR1,2 evolvein the n direction and how theleft-going
waves WL 1,2 evolve in the & direction. The differential ele-
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ment in this new system is seen to be

dn=a—’7dx+a—ndt=dx+cdt=2dx, (13)
0x ot

where we have used dx = cdt. To solve Egs. (11) numerically,
we define amatrix as shown in Fig. 78.44 for each of the four

waves and write the finite difference equations

WRL(i,j) = WRL(i -1,j -1)

~[k(iyweLali +1,j 1) +cliywL2(i +1,j -1 dx, (143)
WLL(]) = WLL(i +1,] -1

~[k(iywRa(i -1,j -1) + C(i)) WR2(i +1,j ~1)]dx, (14b)
WR2(i, j) = WR2(i -1,j -1)

~[k(iyweL2(i +1.j -1) + C(i)wLi(i +1,j 1] dx, (14c)

ct Wave array

Figure 78.44

An array used by the numerical solution technique to represent a wave
propagating along atransmission line. The value at each location in thearray
givesthe amplitude of the wave at some fixed position along theline at some
time. Four such arrays are used in the calculation to represent the four waves
propagating in an ACSL.
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WL2(i,j) =wL2(i +1,j -1)
~[k(i)WR2(i =1,j -1) + C(i)) WR1(i +1,j ~1)] dx, (L4d)

wheretheindex i representsthepositionxalongthelineandthe
index j represents the timet. In these equations, for example,
the value of the matrix element at the location i,j in the WR1
array isthe amplitude of thewave WRL1 at position x along the
lineat timet. Equations (14) givethe values of the four waves
at sometime, given values of the waves at an earlier time and
the reflection and coupling coefficients (k and C) along the
line. Therefore, given the coupling coefficients and theinitial
values of the waves along the line (at j = O for all i) and the
values of the waves at the boundaries for all time (at the first
and last i valuefor all j), Egs. (14) can beused to find all other
values in the arrays. Knowing all values in the four arrays
determines the amplitudes of the four waves at all locations
along thelinefor al time. In particular, we specify the right-
going wave on line 1 (the pulse from the pulse generator
appliedto port 1), and we cal culate the left-going waveon line
2 (the pulse at port 4 that is applied to the modulator shaping
channel). In the next section we show how to apply this
techniqueto the design of optical pulse shapesfromthe ACSL
pul se-shaping system.

Optical Pulse Shape Design/Performance

It isimportant to use actual measured waveforms or accu-
rately model ed waveforms asinput to the pul se-shaping model
whenever possible to compensate for imperfections intro-
duced by these waveforms that cannot be corrected by other
means. The temporally shaped voltage waveform [V in
Eq. (1)] that must be produced by the ACSL and applied to the
pulse-shaping channel of the modulator is calculated from
Eq. (1). InEQ. (1), I 5t isthedesired temporally shaped optical
pulse from the modulator, and the gate channel transmission
function is modeled after data similar to that shown in
Fig. 78.42. With these substitutions in Eg. (1), the required
voltage waveform V, is determined, and an ACSL can be
designed and fabricated to produce this voltage waveform.

The numerical solution described in the previous section
allows oneto calcul ate the el ectrical waveformsfrom all four
ports of an ACSL given the reflection coefficient k(x) and
coupling coefficient C(x) along the line. Experiments show
that for any aperturewidth alongtheline, these coefficientsare
equal at each point along theline. To obtain afirst approxima-
tion to these coefficients a modified version of the layer-
peeling technique® is used. In the modified layer-peeling
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technique, the effective reflection coefficient at each point
along the lineis calculated given the desired output electrical
waveformfromport 4 and givenanideal input squareel ectrical
pulse (i.e., square pul se with an infinite bandwidth) applied to
port 1 of the ACSL. (The layer-peeling technique, unfortu-
nately, has difficulties when using an actual measured electri-
cal waveformasinputtotheline.) Usingthisfirst approximation
for the reflection and coupling coefficients and using the
measured electrical square pulse from the square-pulse gen-
erator (Model 4500E from Picosecond Pulsed Laboratories)
asinput to port 1 of the ACSL, the shaped voltage waveform
exiting port 4 of the ACSL is calculated as described in the
previous section. This calculated electrical waveform from
port 4 of the ACSL isthen compared to the required electrical
waveform Vs, from this port; this comparison is then used to
derive a second approximation to the coupling coefficients.
This iteration process can be continued until the calculated
output waveform from port 4 of the ACSL isidentical to the
reguired output waveform to any degree of accuracy (in prac-
tice, one iteration gives sufficient accuracy). Once the cou-
pling coefficient Cisdeterminedinthisway, theaperturewidth
along thelineis obtained from the relationship of the aperture
width to the coupling coefficient shown in Fig. 78.45.2

0.25 ' ' '

0.20

0.15

0.10

0.05

Electrical coupling coefficient

0.00 | | |
0 5 10 15 20
Aperture width (mm)

E8893

Figure 78.45

Theelectrical coupling coefficient, defined asthe ratio of the output voltage
at port 4 to theinput voltage applied to port 1 shownin Fig. 78.43, plotted as
a function of aperture width for an ACSL with the geometry discussed in
the text.

Figure 78.46 showsthe design of a specific pulse shapefor
the OMEGA laser. In Fig. 78.46(a), the design voltage wave-
form V, is compared to the measured voltage waveform from
port 4 of the fabricated ACSL. In Fig. 78.46(b), the design
optical waveform required from the modulator is compared
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to the measured optical waveform from the modulator. Fig-
ure 78.46(c) showsthe predicted on-target OMEGA UV pulse
shape cal culated from the measured optical pulse shape from
the modul ator [Fig. 78.46(b)] and compared to the desired on-
target OMEGA UV pulse shape.

Summary

In conclusion, an ACSL pulse-shaping system will be
implemented on OMEGA. A model has been developed that
allows one to produce accurately shaped optical pulses suit-
able for injection into the OMEGA laser system. The ACSL
electrical-waveform generator is modeled with a numerical
solution of the telegraph equations using the method of char-
acteristics. The model uses as input the measured electrical
squarepulsefromthe pul segenerator usedinthe pul se-shaping
system. The model also compensates for the pulse-shape
distortion dueto bandwidth limitations of themodulator intro-
duced primarily by the gate pulse. The ACSL pulse-shaping
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system is a significant improvement over the existing pulse-
shaping system currently on OM EGA becauseof itssimplicity,
enhanced performance and diagnostics, and improved model -
ing capabilities.
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Appendix A: Derivation of the Reduced Wave Equation

In this appendix we derive the reduced wave equation that
resultsby substituting aplanewavewith slowly varyingampli-
tudeinto thewave equation. For simplicity, we assumethat the
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Figure 78.46

The waveforms produced by an ACSL pulse-shaping system: (a) the mea-
sured electrical waveform from an ACSL compared to the design waveform;
(b) the measured optical waveform from amodulator compared to the design
optical waveform; and (c) the calculated output-UV-pulse shape from
OMEGA using the measured optical pulsefrom (b) asinput and compared to
the design optical pulse shape from OMEGA.
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waveislinearly polarized and propagating inthex directionin
a nondispersive medium. The plane wave can be represented

by

E. (xt) = A (xt) expli(ct F kx)] +cc, (A1)
where A, isthe complex amplitude of thewave, the upper sign
representing awave propagating to theright and thelower sign
representing a wave propagating to the left; w = 2ntvis the
angular frequency of thewavewithfrequency v; k=277 A isthe
propagation constant of the wave with wavelength A; and cc
implies complex conjugate. The purpose of representing the
waves in this form is to factor out the slow variations (the
temporal profile of the electrical waveform) from the rapid
oscillations (referenced to some microwave carrier frequency
w/27). The one-dimensional wave equation is given by

0%E.(x.t) _ 1 9%E.(x.t)
ox2 c2  at?

=0, (A2)

where ¢ = wik isthe velacity of the wave. If we substitute A1
into A2, after some manipulation we get

2 2
0P ok - L0 A 5 @0

1
ax2 ax c2 ot2 c2 ot

(A3)

wherewe haveused ¢ = wk to eliminateterms. We now usethe
fact that the amplitude is lowly varying, that is

on,
0X

<<[kA| (Ada)
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and
0A,

] (Adb)

Equation (A4a) implies that the amplitude of the wave does
not change significantly over adistance of one wavelength A,
and Eq. (A4b) impliesthat the amplitude of the wave does not
change significantly over a time duration of 1/v. With these
slowly varying amplitude approximations, Eq. (A3) reducesto

oA (x) _10A.(x1) _
x ¢ ot -0 (A9

This equation is the reduced wave equation referred to in
the text.
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M easurement Technique for Characterization of Rapidly
Time- and Frequency-Varying Electronic Devices

The conventional method for measuring the transfer function
of an electronic device uses Fourier transform theory and
convolutionsand is, therefore, limited to either time-invariant
or frequency-invariant devices. The measurement technique
presented here enables the compl ete characterization of elec-
tronic devices having any dynamic temporal and spectral
frequency response. A technique presented earlier! applied the
windowing of signals in the time and frequency domains
(called time-frequency distributions) to characterize photo-
conductiveswitchesthat vary intimeand frequency; however,
windowing requires a slowly varying envelope approxima-
tion, which limits the allowed rate of temporal and spectral
variations. The more general technique allows us to measure
the frequency response of the optoelectronic (photoconduc-
tive) microwaveswitcheson OM EGA's pul se-shaping system.
Unlike microwave diode switches, photoconductive switches
do not have a constant conductive on-state, but rather decay
monotonically to the off-state after the illumination ceases. A
completelinear model for such adevice must incorporate both
filtering and modulation into ageneral time-varying filter (or
equivalently, band-limited modulator). Any microwave or
millimeter-wave device whose properties vary rapidly re-
quirestheapplication of thistechniquefor complete character-
ization, including elements that depend on charge-carrier
dynamics such as photoconductive attenuators, phase shifters,
and directional couplers.

The general concept of alinear, time-varying filter is well
established in the signal-processing, 23 communication,* and
automatic control °fields. I nthe microwave-devicefield, how-
ever, the linear variations of filter properties aretypically due
to slowly varying mechanisms(e.g., mechanical) or are gener-
ated by rapid transitions between steady-state regimes (e.g.,
microwave diode switches); therefore, aform of windowingis
usually adequate for characterization. The analysis presented
hereintroducesacharacterization technique anal ogousto (and
a superset of) aform of input—output relationships called the
scattering or Sparameters, which can beapplied to devicesthat
can be considered linear filters with rapid modulation of
amplitude and/or phase (e.g., photoconductive switches). In
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the next section we briefly discuss the complementary rela-
tionship betweenlinear filtersandlinear modulators. Fromthis
conceptual viewpoint, we derive an extension of thefilter and
modul ator characterization functions S(w) and k(t) toageneral
linear device characterization or system function é(w, t).
Based on the limitations of conventional S-parameter analysis
in the Mathematical Formulation section, we present some
important properties of the S parameter and explain condi-
tionsunder which thisform of analysiscan beimplemented. In
the Analytical Example section we apply our é—parameter
concept todeviceanalysisby considering asimplified lumped-
element example, deriving the S parameters from the theory
and directly from the differential equations, and demonstrate
the limitations of windowing. Photoconductive switches used
on OMEGA pulse shaping have been optimized through the
application of the é—parameter technique; theseresultswill be
presented in a separate article.

Background

Conventional microwave device characterization depends
on shift-invariant device models for characterization, taking
advantage of the property that a convolution in one domain
Fourier transformsto multiplication inthe other. In Table 78.V1
the canonical input—output rel ationships of thetwoideal shift-
invariant microwave devices are presented to emphasize their
complementary nature. All dependent variables are complex,
a(w) and b(w) arethe Fourier transformsof therespectiveinput
and output temporal power waves A(t) and B(t), S(w) and h(t)
are the scattering parameter and its Fourier transform (the
impulse response), k and K are the modul ation parameter and
itsFourier transform, and the subscriptsrefer to themicrowave
input—output ports of the device. Thelinear-frequency-invari-
ant (LFI) model of a modulator is valid when narrow-band
input signals(relativeto themodul ator bandwidth) areapplied,
and the linear-time-invariant (LTI) filter model isvalid when
the device's temporal variations are longer than the signal
duration. Note that here and throughout this article, for the
convenience of using notation familiar in measurement prac-
tice, we use wfor jewand draw no distinction between real and
analytic time-series signals.
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Table 78.VI: A comparison of the transfer functions of shift-invariant devices: an ideal, linear-time-invariant
(LTI) filter and frequency-invariant (LFI) modulator.

Time Domain Frequency Domain
Time-invariant filter B(t)= thj (t-1)Aj(r)dr b (w) = Sj ()[4 ()
Freguency-invariant modulator B (t) = kij (t) CA (1) by (w) of Kij (- §[4;( &) dé

The analysis based on the equationsin Table 78.VI cannot
be applied to a device that is neither time invariant nor
frequency invariant. As Fig. 78.47 indicates, a time-varying
filter will have different impulse responses at different times
[(b) and (c)], or equivalently amodul ator with finite frequency
response will modulate different frequencies differently [(d)
and (e)]; so neither model in Table 78.VI is adequate for
complete characterization. If thedevicecan beheld constantin
one domain independently of the other, or if the variations
are slow relative to the signal applied, conventional analysis
can beapplied by using someform of windowing; inaccuracies
will depend on how strongly the LTI or LFI assumptions are
violated. If thefiltering and modulating aspects of thisgeneral
linear device cannot be controlled independently (i.e., cannot
be made separable) and the variations in time and frequency
are rapid, characterization of the device under test (DUT)
using either k(t) modulator functions or S ¢) filter parameters
cannot account for complete device behavior. Since conven-
tional methods of linear microwave circuit characterization
(e.g., spectrum and network analyzers) are based on the appli-
cation of Fourier transforms and the convolution integral,
their use can lead toincorrect or even misleading characteriza-
tion results.

Motivated by these limitations, we combine the separate
(but complementary) one-dimensional (1-D) LTI and LFI
transfer functions to a single two-dimensional (2-D) transfer
(or system) function, calling it é(w,t) to emphasize its simi-
larity to conventional S(c) parameters. For illustration, a
conceptual example of the amplitude of an exponentially
decaying, low-pass filter is shown in Fig. 78.47(f). This 2-D
parameter can bemoredifficult to measurethan aconventional
device's S(w) parameters; however, the measurement process
can be simplified by taking advantage of the 2-D nature of S
and using methods that are not applicable 1-D functions. For
example, the theory of generalized projectionsas used in 2-D
phase retrieval allows us to reconstruct the full, vector (com-
plex) 2-D transfer function S by measuring only the magni-
tude 19, Although generalized projections are restricted to
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functionsthat are zero outside some finite temporal and spec-
tral window (i.e., that haveknown, compact support along both
axesd), in practicethetransfer functions of microwave devices
satisfy this criteria.

é(w,t) can be applied to device characterization in the
frequency domain or the time domain. Conceptualy, in the
frequency-domain approach a single-frequency wave can be
applied to the DUT for the time duration of interest, and then
the temporal evolution of the resulting output signal’s ampli-
tude and phase can be recorded. Next, to separate the device's
effect on signal amplitude and phase, the same input wave is
applied, phase shifted by 774, over the same time duration
relative to the trigger, and again the temporal evolution of
amplitude and phase is recorded (i.e., this is equivalent to
measuring the analytic signal). Finally, by reapplying signals
at different frequencies, amap of é(a), t) can be generated for
the DUT by constructing successive time slices at each fre-
guency. Alternatively, in the time-domain approach a series of
impul se functions can be applied at appropriate timeintervals
over the period of interest, and the impulse response corre-
sponding to each input can be recorded. Although these de-
scriptions are intuitively appealing, it may not be readily
apparent how to extract an input—output relationship such as
é(w,t) from the measured signals, apply it to the calculation
of output signals given an arbitrary input signal properly, and
avoid the effects of windowing. The following analysis will
clarify the technique and the method of calculation.

Mathematical For mulation

To derive a combined system function é(w, t) that is ca-
pable of characterizing the input—output relationships of de-
vicesthat are neither exclusively modulators nor filtersand is
easily determined by measuring the incident and emerging
signals, we must revisit some of the assumptions used in
microwave circuit/network analysisand synthesis. To empha-
size the utility of our more generalized transfer function, we
will frame our discussion in terms of filters and S-parameter
characterization; however, the system function é(w,t) sub-
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sumes both LFI and LTI devices as special cases, so it is
equally applicableto modulators. Theroutetakenismotivated
by the observation that, in the equations for filters and modu-
lators presented in the previous section, the roles of time and
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Figure 78.47

(a) Signal flow for ageneral linear-time- and frequency-varying device. Time
variationisshown schematically by (b) identical impulsesapplied at different
times, which result in (c) different impul se responses. Frequency variationis
shown by (d) two different input sine waves and (e) differences in their
modulated output spectral functions. (f) A representative sketch of the
magnitude of the resulting transfer function é(w, t) shows exponential time
decay and low-passfiltering, such as might occur with OMEGA’ s photocon-
ductive switches.
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frequency are complementary, i.e., the 1-D characterization
functions are along orthogonal axes in the complex plane.
From this comes the readlization that a more general, 2-D
characterization is possible by considering and measuring the
device's response on the entire plane.

A convenient placeto begin the derivation iswith thetime-
domain differential equation describing a linear lumped-ele-
ment device with time-variable coefficients:

dn dn—l
ar0(t) i BLY) * a1(0) oy B(O) +-+ +a (1) B(Y)
=2 (p,t) B(t) = A(t), 1

where the coefficients a are determined by the (time-varying)
dependencies between the ports (e.g., the lumped-element
models of resistance, capacitance, and inductance). The sig-
nalsA(t) and B(t) aredefined asin Table 78.V1, and we' veused
the operator notation

L(p) = ag(t)p" +ay(t)p"t+--- +ary(t),

wherepisthedifferential operator d/dt.” Notethat althoughthe
following derivation is for a device with a finite number of
(time-varying) poles and zeros, é(w,t), like S(w), isequally
applicable to distributed-element devices.

For the ideal filter model there is no time variation in the
coefficients and Eq. (1) ssimplifiesto

i (p) Bu(t) = A (1) 2

Assuming complex exponentials for the basis functions (so
that the differential operator becomes w) and converting to
S-parameter notation §;(w) = ji(p), we derive the fre-
guency-domain filter transfer function of Table 78.V1, and the
processisanal ogousfor theideal modul ator model. The use of
complex exponential basis functions as solutionsin the trans-
form integral leads to the formalism of Fourier transforms.
Fourier transformsare useful for microwave-devicecharacter-
ization because they transform between a system of differen-
tial equationsand asystem of algebraic equations; that isto say
they are compatible integral transform operators.8 Non-
compatible transforms do not result in simple convolution or
multiplicative relationships between input and output ports.
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In contrast to ideal modulators and filters, for a general
deviceacompatibleintegral transform operator dependsonthe
functional form of the variable coefficients in Eq. (1). This
means that the basis functions are not, in general, eti®t but
rather are dependent on the particul ar form of modulation and
frequency response. To keep the analysis independent of the
details of the modulation and frequency response, we will
choose a noncompatible transform such that we are able to
continueto use et “ hasisfunctions; thisisthekey point of this
characterization technique. Some important implications of
this choice will be mentioned as we derive properties of the
system function resulting fromthischoiceof integral transform.

A definition of the general linear device system functionis

§j(wt)= B'—(tt)) 3)

which differs from the traditional S-parameter definition
in that it is now a function of time as well as frequency. In
addition §;%(w,t) = £;;(p.t), wherethe differential operator
p transforms to w by differentiation of e therefore,
B(t) = SJ (w,t)el®t s the output of the device for an input
At = g™ given that the deviceisin aknown state at every
time t > t; (i.e, the variable coefficients evolve determin-
istically from time t = tg). Due to the linearity of the device,
by superposition the output Bj(t) is defined in terms of A(7)
according to

a(t)=iﬁ,- (1) A D). @

Equation (4), where the impul se response function b i(tt)is
now the more general Green’s function, isageneralization of
the time-invariant convolution in Table 78.VI in that the
impulse response no longer depends only on the age from
impulse time T to observation t. Substituting Eq. (4) into
Eq. (3) resultsin atransform rel ationship between the system
function é(w, t) and the new generalized impulse response

Fﬁj (T.1):

Sj(wt) = oj:ﬁij(T,t)e‘j“’(t‘T)dr. (5)

Notice that (2) Sc,t) and ﬁij (t,t) are related by a Fourier
transform of the first axis and (b) two other system function
definitionsresult fromtransforming each of theseinthe second
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variable. We canvisualizethefundamental differencebetween
(a) these 2-D system functions that are characterizations of
time- and frequency-varying devices and (b) system functions
that are determined from windowed signal s the feature size of
a 2-D system function (the mountains and valleys of the
surface plot) along one axis is independent of the other axis,
whereas (due to the uncertainty principle) the features of a
system function along each axis generated by windowing are
related to each other by the Fourier transform. In other words,
anarrow windowing of asignal in time (necessary to prevent
averaging of the system’s time fluctuations) implies a widen-
ing of the spectral window (which forces averaging over
spectral fluctuations), and vice versa. In the next section we
show this difference in more detail by applying ambiguity
functions and time-frequency distributions.%-12

FromEqg. (4) weget arelationship between_ input and output
by replacing Aj(t) withitstransform [ a; (w)e! wtde,inverting
the order of integration, and substituting from Eq. (5):

B (1) = F {5 (0)a (e} ©)

where the differential transform operator %~1{ } is essen-
tially theinverse Fourier transform but with thevariablet held
as a constant parameter. Equation (6) is similar to the fre-
guency-domain filter relation in Table 78.VI in that the signal
B(t) isthe transform of the product of the S(or in this case é)
parameter and theinput spectral function. Unlike conventional
Fourier transforms, however, Eq. (4) isnot aconvolution, and
theargument insidethe bracketsof Eq. (6) isnot the product of
two 1-D functions; therefore, it is not possible to relate the
output signal algebraically to the input signal:

b (@)  §j(wt)ay (o). (7)

Importantly, the completefunction é(w, t) cannot befound by
taking a quotient b(w)/a(w) asit can be when finding ()
for LTI devices. For network synthesis, where a model (or
equivalently adifferential equation) must be synthesized from
agiven (measured) é(w,t) or G(1,t), thisconsegquence of non-
compatible transforms has no major implications and in fact
choosing the noncompatible Fourier transform allows one to
use standard transform tables, making the synthesiseasier. For
network analysis, however, where the output B(t) isfound in
terms of A(1), the significance of Eq. (7) is that only simple
linear time- and frequency-varying device models (having
first- or second-order differential equations) can be used since
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signal flow graphs and the combination of series and parallel
devices are no longer algebraic or even analytic, as explained
in the next paragraph.

For network analysis using é(w, t) of microwave systems
with time- and frequency-varying elements, the network must
bebroken downinto block diagramswherethelinear time- and
frequency-varying element is isolated from the rest of the
(conventionally analyzed) LFI or LTI components. The block
diagram approach then requiresoperational methodsthat com-
binethegeneral linear element with other components, bothin
cascade and parallel, to determinethe overall system function.
For two linear devices in parallel this istrivial; they can be
combined by adding their impulse response functions, or
equivalently adding their transfer functions.13 For two devices
in series, however, the combination depends on shift invari-
ance: the overall transfer function of two LTI devicesin series
is accomplished by multiplying the individual transfer func-
tions together, or equivalently convolving their impulse re-
sponses. For two L FI devicesin seriesthetransfer (modul ation)
functions are multiplied, while the spectral transform of the
modulation is convolved.

Toderivethetransfer function of two general linear devices
in series, we begin with the repeated operation of the transfer
function (in operational form):

po)fa@)] =5(pO{S(p)[aa} .  ®

where éa(p t) and éo(p t) are the transfer functions for the
first and second device, respectively, and a(w) = el isas-
sumed. Since ,(p.t) will operate on both S,(p,t) [now
%(w t) due to the form of its operand] and A(t), we get

Selet = §[piu 2§ +§ el
9)
= § 28+ Gaeld

and therefore

Spt)aw) =5(p+at)S(p)a(d). 10
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Analytical Example

To demonstrate the application of S to microwave-device
characterization, arepresentative lumped-element device will
be solved analytically. The device shown in Fig. 78.48 isa
single-pole, low-pass RC filter with a sinusoidally varying
capacitive element C(t) = Cy +Cpysin(wpt), where stitable
values of the variables are chosen for convenience: Cy =1 pF
is the steady-state capacitance, C,/Cq =0.2 isthe modula-
tion depth, and wy, = 2.3 Grad/s is the modulation rate.

-« ¢ /\/V\/\ * _—

By(t), by(c) R /2« Ba(t), ba(c)
7 C(t)

A1), ag(w)

Ax(t), ax(w)

-

72405

Figure 78.48

An example linear device with a time-varying capacitance and therefore
time-varying pole location (bandwidth). Thisdeviceis linear but cannot be
modeled as only afilter or amodulator.

Thedifferential equationfor thisdevice, writtenintheform
of Eqg. (1), is

%C(t)(R+ 20)5% B(t)

+d+ 2 R/20 42 (R+20) L OOBO =AY (D)

dt

From Sparameter analysis the Sy, for a conventional LTI
filter like Fig. 78.48 is

27,
2Z5+R+jwCZy(R+20)

Sa(w) = (12)

Applying Eqg. (10) to the cascade elements of the resistor and
shunt capacitor, we get

= _ 27,
()= 27y +R+(p +jw)CZo [[R+Z5)’

(13)

which could also be found by directly solving the differential
equation in Eq. (11). The |Sy;(w)| plot for the LTI version of
this device (where the time invariant C = Cg) is shown in
Fig. 78.49, and |821 () | is shown in the elevation plot of
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Fig. 78.50for onecycleof modulation. Observeinbothfigures
the low-pass attenuation along the frequency axis and for
Fig. 78.50thesinusoidal modulation of thefrequency response
along the temporal axis.

To further illustrate the properties of the time-varying
system function we show a surface-density plot of |§(wt)|
(Fig. 78.51) over several cycles of modulation and from dc to
50 GHz. Figure 78.51 will also be used in conjunction with the
windowed signal to show the limitations of windowing. An
aspect of this S shown clearly hereisthe skew in the peak of
the temporal modulation near the 3-dB point of 6.1 GHz, due
to the phase shift in the transmission function that occurs at
this frequency.

1.0
0.9
0.8

|S@)|

0.7
0.6
05

0.4
0

3dB =6.1GHz

2 4 6

Frequency (GHZz)
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Figure 78.49
Magnitude of the transfer function | S,;(w)| of alow-pass, single-polefilter
that isequivalent to the circuit in Fig. 78.48 but with no time-variationin the
capacitance.

Figure 78.52 is a cross section of the transfer function
along the time axis, showing the modulating aspect of the
device, which is seen to be frequency dependent.The cross
sectionsof |3 along the frequency axis (Fig. 78.53) show the
low-pass filter effect of the device and indicate that the shape
of the frequency response depends on time. Although stability
considerations are outside the scope of this article, both
Figs. 78.52 and 78.53 indicate that the instantaneous magni-
tude can rise momentarily aboveunity, resultinginagaininthe
system over ashort time span and finite spectral band. Modu-
lating the capacitance causes atransfer of energy in and out of
the system, and with proper terminationsit ispossibleto create
an oscillator.

2.56
1.92
2
128
g
e
0.64
0.00
0.0 125 250 375 50.0
Eoss3 Frequency (GHz)
Figure 78.51

Surface-density plot of é(w,t)| for six cycles of modulation along the time
axis and demonstrating low-pass filtering along the frequency axis.
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Figure 78.50

Magnitude of thetransfer function | §21(w,t)| of alow-pass, single-polefilter
with sinusoidally varying capacitance, plotted over one cycle of modulation
in time and over 150% of the bandwidth in frequency.

Figure 78.52

A series of cross sections through |§(wt)| along the time axis, showing
the change in the magnitude and phase of the modulation for different
frequencies.
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Using Egs. (6) and (13) we simul ated the propagation of the
sum of 5.9- and 19.5-GHz sine wavesthrough the device. The
attenuation and dispersion of each spectral component are
demonstrated in Fig. 78.54, where the low-pass features are
readily apparent in the output signal (solid line) as compared
with the input signal (dashed line). The influence of the
modulation can best be compared in Fig. 78.55, where the
sinusoidal modul ation putsdiscrete sidebands on each spectral
component; however, since only magnitude is plotted, the
phase shift of the modulation between different frequencies
cannot be observed. Sincethisdevice not only modulates each
frequency differently but also filtersthe signals, application of
network or spectrum analysiswould not adequately character-
ize the device.

12 T T T T

10 = -
c
% 08 0.2 0.3 ns\-
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0.6 0.1 N\—
04 L \_

0 2 4 6 8 10
Frequency (GHZz)

22423

Figure 78.53
A seriesof crosssectionsthrough S(w,t) along thefrequency axis, showing
the change in instantaneous bandwidth at different times.
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Inthe remainder of this section we usewindowed signalsin
an attempt to adequately characterize our time-varying filter
with conventional S-parameter analysis, and we compare the
results to our previous approach. For the windowing we use
time—frequency distributionsbecause of their appealing repre-
sentation, and because they more intuitively demonstrate the
fundamental constraint; due to the uncertainty principle, a
narrow windowing in time necessarily leads to a broad fre-
guency window. Thisis seen on atime—frequency representa-
tion by the phenomenon of minimum area: a surface-density
plot of the time—frequency distribution of asignal consists of
areas(or regions) wherethesignal existsat alocalizedtimeand
frequency, which cannot be small er than aconstant determined
by the uncertainty principle. The uncertainty is inherent to
windowing in general and not time—frequency distributionsin
specific, so therefore the choice of specific time-frequency
distributions to demonstrate the uncertainty limitations of
windowing doesn’t detract from the generality of the result.

Todemonstratethelimitationsof windowing, theparticular
choice of agorithm to generate a time—frequency representa-
tion is a matter of convenience: for this example we will use

Alw;t) = }o Alt) we 1@ (=1 gt (14)

where A(w;t) isthe time-frequency distribution of A(t) and a
semicolon is used between the joint time-frequency variables
to stress the dependence of the axes. This definition has the
virtues of showing all the essential features of time—frequency

Signal (dBc)

0 5 10 15 20 25
Frequency (GHz)

72427

Figure 78.54
Plot of input and output signals showing the DUT’ slow-pass filtering effect.
Dashed line isthe input signal; solid line is the output signal.

Figure 78.55
Spectral plot of output signal, showing the change in modulation character-
istics for different frequencies.
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distributions and (due to the use of a Gaussian window) being
easily transformable back into the Fourier transform of the
signal a(w) by integration:

00

a(w)= [ Alwt)dt

—00

(15)

Figure 78.56 shows an example windowed signal to be
propagated through our system: a2-GHz sinewavethat abruptly
transitions after 1.28 ns (with broadband noise) to a 20-GHz
sine wave. The smearing of the signal in time (for the low-
frequency signal) and frequency (for the high-frequency sig-
nal s) dueto windowing trade-offs (which are ultimately dueto
the uncertainty relationship) can be easily seen. The use of the
FFT to generate the time—frequency distribution (which as-
sumes a continuous, periodic signal) caused leakage to occur
across the time boundary (top and bottom) of each spectral
component of the signal; for the low-frequency signal, the
leakage is significant enough to bridge the span over which it
is ostensibly “off.”

2.56

Time (ns)
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]
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Figure 78.56

Time—frequency representation (ambiguity function) of a 2-GHz sine wave
that transitions abruptly to a 20-GHz sine wave with broadband noise at
the transition.

By multiplying the input signal A;(wit) of Fig. 78.56 with
the system function Sy;(w,t) of Fig. 78.51 we get the time—
frequency distribution of the output signal By(w;t) (shown
inFig. 78.57). Important featuresof theresulting output signal,
as evidenced in the time—frequency distribution, are the sig-
nificantly different modulation of each spectral component
and the low-pass filtering, which attenuates the high-fre-
guency component. Converting back to thetime domain using
Eq. (15) and then inverse Fourier transforming, we can com-
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pare the resulting output signal with our technique. The
windowing technique gives the solid linein Fig. 78.58, while
our resultisthedashedline. Itisevident that althoughwindowing
produced acceptable results for the second half of the signal
when the modulation was much slower than the signal
(i.e., the slowly varying envel ope approximation), for thefirst
half of the signal, the modulation was comparableto thesignal
frequency so the window effectively smeared the modulation

Time (ns)

50.0

25.0
Frequency (GHZz)

0.0 12.5 375

E9654

Figure 78.57

Time—frequency representation of the output signal, after multi plication of
the input time—frequency distribution with the system function S(wt). The
effect of the system function is shown by the attenuation of the broadband
noise and the ripple in the two spectral components of the signal.

15 . . .
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10} 4 o _ -
o . Windowing
= ‘ techni
S o5 echnique
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-_*§ 0.0
<
05 .
-1.0 J , \ ! !
0.00 0.64 1.28 1.92 2.56
cosss Time (ns)
Figure 78.58

Time-domain comparison of output signals using the technique described in
this article (dashed) and the windowing method (solid). The windowing
appears acceptabl e for high-frequency signal component where the modula-
tion is gradual, but it washes out the temporal modulation for the low-
frequency component.
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in time. Choosing a narrower window would not solve the
fundamental problem sincedoing sowoul d necessarily broaden
the spectral window, causing increased smearing of the spec-
tral response.

Conclusions

The goal of thiswork isto completely characterize photo-
conductivemicrowaveswitchesregardl essof thetemporal and
spectral variationsin their frequency response (transfer func-
tion). The unique photoconductive properties of these devices
that enable their use in OMEGA's pul se-shaping system also
require a characterization technique that accounts for the
switch’s frequency and time variations simultaneously. The
analysis presented in this article provides such a characteriza-
tiontechniqueand iscurrently being applied to the switchesto
optimize their pulse-shaping performance. To characterize
such devices, wetake advantage of the complementary aspects
of LTI and LFI 1-D transfer functions and combine them into
asinglelinear device system function é(w,t) . This2-D trans-
fer function allows us to synthesize network models based on
measurements of device responses that vary rapidly in fre-
guency as well astime. We discussed several important prop-
ertiesof thisnew S parameter, showing similaritiesto conven-
tional S-parameter analysis that preserve most features of the
familiar Fourier transform tables. The transfer function of an
analytical linear time-varying device was cal culated and com-
pared to that of an LTI filter, and the utility of the é(w,t)
function concept was demonstrated while also showing the
limitations of windowing.

ACKNOWLEDGMENT

This work was supported by the U.S. Department of Energy Office of
Inertial Confinement Fusion under Cooperative Agreement No. DE-FCO03-
92SF19460 and the University of Rochester. The support of DOE does not
constitute an endorsement by DOE of the views expressed in this article.
Kenton Green also acknowledges the support of the Frank Horton Graduate
Fellowship Program.

LLE Review, Volume 78

MEASUREMENT TECHNIQUE FOR CHARACTERIZATION OF RAPIDLY TIME- AND FREQUENCY-VARYING ELECTRONIC DEVICES

REFERENCES

1. Laboratory for Laser Energetics LLE Review 76, 225, NTIS docu-
ment No. DOE/SF/19460-264 (1998). Copies may be obtained from
the National Technical Information Service, Springfield, VA 22161.

2. G.W. Wornell, Proc. |EEE 84, 586 (1996).

3. C. Bor-Sen, C. Yue-Chiech, and H. Der-Feng, |IEEE Trans. Signal
Process. 46, 3220 (1998).

4. L.Heung-Noand G. J. Pottie, IEEE Trans. Commun. 46, 1146 (1998).
5. L. M. Silverman, |EEE Trans. Autom. Control AC-16, 554 (1971).

6. H. Stark, ed. Image Recovery: Theory and Application (Academic
Press, Orlando, 1987).

7. G.H.Owyang, Foundationsfor Microwave Circuits(Springer-Verlag,
New York, 1989), Chap. 10, pp. 541-606.

8. H.D’Angelo, Linear Time-Varying Systems: Analysis and Synthesis,
The Allyn and Bacon Series in Electrical Engineering (Allyn and
Bacon, Boston, 1970).

9. B. Boashash, Proc. |IEEE 80, 520 (1992).

10. H.N.KritikosandJ. G. Teti, Jr., IEEE Trans. Microw. Theory Tech. 46,
257 (1998).

11. S. R. Kunasani and C. Nguyenj, IEEE Microw. Guid. Wave Lett. 6,
1(1996).

12. H.Lingetal., IEEE Trans. Antennas Propag. 41, 1147 (1993).
13. W. Kaplan, Operational Methods for Linear Systems, Addison-

Wesley Seriesin Mathematics (Addison-Wesley, Reading, MA, 1962),
Chap. 2, pp. 64-103.

113



Damageto Fused-Silica, Spatial-Filter Lenses
onthe OMEGA Laser System

Vacuum surface damageto fused-silica, spatial-filter lensesis
the most prevalent laser-damage problem occurring on the
OMEGA laser system. Approximately one-half of the stage-C-
input and output, D-input, E-input, and F-input spatial-filter
lenses are currently damaged with millimeter-scale fracture
sites. With the establishment of safe operational damage crite-
ria, laser operation hasnot beenimpeded. These sol-gel-coated
lenses see an average fluence of 2 to 4 Jem? (peak fluence of
4t07 Jem?) at 1053 nm/1 ns. Sol-gel coatings on fused-silica
glass have small-spot damage thresholds at |east afactor of 2
higher than this peak operational fluence. It isnow known that
the vacuum surfaces of OMEGA's spatial-filter lenses are
contaminated with vacuum pump oilsand machineoilsusedin
the manufacture of the spatial-filter tubes; however, develop-
ment-phase damage tests were conducted on uncontaminated
witness samples. Possible explanationsfor thedamageinclude
absorbing defects originating from ablated pinhole material,
contamination nucleated at surface defects on the coating, or
subsurface defects from the polishing process. The damage
does not correlate with hot spotsin the beam, and the possibil-

1w

ity of damage from ghost reflections has been eliminated.
Experiments have been initiated to investigate the long-term
benefits of ion etching to remove subsurface damage and to
replace sol-gel layers by dielectric oxide coatings, which do
not degrade with oil contamination.

In this article, we discuss the implications of spatial-filter
lens damage on OMEGA, damage morphologies, possible
causes, and ongoing long-term experiments. The staging dia-
gram depicted in Fig. 78.59 plots the peak design fluence
(averagefluencetimes 1.8 intensity modulation factor) at each
stage of asingle beamlineon OMEGA; the bold linesindicate
regions where spatial-filter lens damage is occurring.! These
lenses are all fused-silica optics with a sol-gel-dipped, antire-
flection coating at 1053 nm. Several issues have been identi-
fied regarding theselenses. Thefirst concernisthe mechanical
fracture of thelenses. Asthe damage continuesto grow, aflaw-
size criteria must be determined to prevent catastrophic lens
failure (fracture into two pieces) and ensure safe laser opera-
tion. The damage morphology is important to understanding

Damage occurring in system 3w

Design peak
fluence (Jcm?2)

Rod M=146 Rod
amp amp

M=1.0

G4060
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4x15 4x20

Figure 78.59

Peak design fluence plotted at each stage of the OMEGA laser. Operational laser damage is occurring at the high-fluence positions.
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theinitiator for large-scalefracturesitesobservedin Fig. 78.60
and discussed later in this article. A secondary and possibly
related problemisthechangeinthesol-gel coating’sreflectivity
after exposureto the spatial-filter tube'svacuum environment.
A few early experiments to investigate the damage cause are
reviewed later.

G4745

Figure 78.60
An OMEGA stage-E-input, spatial-filter lens with multiple fracture sites.
The largest site is approximately 10 mm.

Mechanical Fracture

The vacuum surface of an OMEGA spatial-filter lens is
under tensilestress, and any damageto thisvacuum surfacecan
lead to catastrophic crack growth if aflaw reachesasize above
the critical value a... Thecritical flaw depth a. depends on the
shape of the flaw with respect to the applied stresses and can
be cal culated with the following equation:2

where K = fracture toughness of the glass, Y = geometrical
factor of the flaw, and s = bending stress induced by atmo-
spheric pressure p.

Actual defectson OMEGA spatial-filter lensesare shallow
and elliptical in cross section, and these defects can be simu-
lated with a half-penny—shaped defect (Y = 1), which has a
surfacediameter of twicethedefect depth. Thismodel assumes
the defect to be located at the vacuum-side center of the lens
where the tensile stresses are greatest; therefore, the critical-
flaw-sizecal cul ationsareaworst-case scenario. ForanOMEGA
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stage-F-input lens, 25 mm thick, 283 mm in diameter, and
subjected to atensile stress of 615 psi, calculation for a half-
penny defect onthevacuum side of alensyieldsacritical flaw
depth of 10 mm. A defect of this size will be easily detected
before catastrophic failure occurs.

Lensfractureon Novaand Beamletwasmodel edat L awrence
Livermore National Laboratory (LLNL), arriving at a “fail-
safe” lens-design criterion with two key parameters: (1) apeak
tensile stress of lessthan 500 psi and (2) the ratio of thickness
to critical flaw size of less than six.3 The definition of afail-
safe lens requires catastrophic fracture to proceed without
implosion. An implosion refers to the action of a spatial-filter
lens fracturing into many pieces and then being accelerated
into the evacuated volumeinside the spatial -filter housing due
to atmospheric pressure. Given these conditions, a properly
mounted window under full vacuum load will break into two
pieces only, provided the air leak through the fracture israpid
enough to reduce the load on the window before secondary
crack growth ensues. Thelist of LLE spatial-filter lens speci-
fications in Table 78.VII indicates that all OMEGA spatial-
filter lenses meet the criteria for a fail-safe optic. Data for
LLNL optics are provided in Table 78.VI11. Based on radial-
fracture observationsin these optics, one may expect no more
than asingle radial fracturein an OMEGA spatia -filter lens.

If the model is correct, fully vacuum-loaded OMEGA
lenses should not implode into multiple fragments when de-
fects reach their critical flaw size but should crack into two
pieces and lock together as long as the mount restrains the
radial motion of the fragments. While there have been several
hundred observations of damage on the vacuum side of
OMEGA spatial-filter lenses, there have been no incidents of
an OMEGA spatial-filter lens fracturing into two or more
pieces. For saf ety reasons, OMEGA optics are removed when
defects reach one-half their critical flaw size.

Damage M or phology

Operational damageto 1w, fused-silica, spatial-filter lenses
occurs exclusively on the vacuum side of the lens, regardless
of the beam propagation direction, and is dominated by two
damage morphologies originating at or near the surface. The
first morphology is that of a massive fracture greater than
100 um on the surface, while the second is a surface crack
linked to aplanar, clam-shell flaw inthe bulk. The photograph
in Fig. 78.61 shows an example of the former. After initiation
of thistype, fractures grow in lateral size on subsequent laser
shotsuntil the defect reaches one-half the critical flaw size. At
this time, the lens is replaced. Current OMEGA lenses have
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defects ranging in size from less than 0.5-mm to 10-mm  Whilethis clam-shell morphology isoneinitiator of millime-
diameter, and multipledamagesitesonalen’svacuumsurface  ter-sized fractures, it remains inconclusive whether it is the
are common. Thedamage depth tendsto belessthan one-third ~ only one. Tofurther eval uate clam-shell damage, asamplewas
its surface diameter, and defects occur at apparently random  cleaved, asdepicted in Fig. 78.64, and the exposed clam-shell
radial locations. A clam-shell defect isdepictedinasideview  cross section was analyzed by scanning electron microscopy
in Fig. 78.62 and in ahead-on view in Fig. 78.63. Theflaw’s  (SEM). SEM/EDAX (energy dispersive x-ray analysis) ele-
discoloration may signal that itisbeing filled by an absorbing ~ ment identification revea ed the presence of carbon within the
material. On repeated irradiation, the clam-shell morphology ~ fracturewhilereporting its absence outside the fractured area.
iseventually obliterated and acrater devel ops, asinFig. 78.61. It is surmised that once a crack appears on the vacuum-side

Table 78.VII: Summary of peak tensile stresses and critical flaw size for OMEGA vacuum spatial-filter lenses.

Lens Diameter | Peak stress Peak stress Center thickness Flaw size t/a.
(mm) (psi) (MPa) t (mm) ac (mm)

C-in 149.4 656 452 125 8.8 14

D-in 149.4 683 471 125 8.1 15

E-in 2135 538 371 20.0 13.0 15

F-in 283.4 615 4.24 25.0 10.0 25

Table 78.VIII: Summary of peak tensile stresses and critical flaw size for various vacuum opticsin a LLNL study.3

Lens/Window Peak stress | Peak stress |  Thickness Flawsize | t/a, | Number of radial fractures
(psi) (MPs) t(mm) ac (mm)
Beamlet L3 1490 10.10 35.0 21 16.7 9-11
Nova SF-7 810 551 37.0 55 6.7 2-3
Nova 3wfocus 515 3.50 83.0 15.0 55 <1
15-cm SIO,, plate 830 5.65 9.5 54 18 <1

THITHT MR T TR
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Figure 78.61 Figure 78.62
Fractures on the vacuum side of an OMEGA lens. Scale unitsin centimeter. Clam-shell defect originating at the vacuum side (bulk view).
116 LLE Review, Volume 78



surface, oils from the machined surfaces of the spatial-filter
tubesor oilsfrom themechanical pumping system seepintothe
crack over time. The combination of absorption by thetrapped
fluid and physical—chemical assistancein crack-front propaga-
tion during subsequent exposure is surmised to form the ring
structure observed within the clam shell.

The cause of damage initiation to 1, fused-silica, spatial-
filter lenses remains undetermined. Possible causes include
(1) absorbing defects ablated from the tube wall or pinhole
material, (2) oilsor contamination nucleated at specific defects
on the lens or coating, (3) oils absorbed into subsurface
fractures expanded by tensile surface forces, and (4) isolated
contamination remaining from coating application. Related

G4748

Figure 78.63
SEM vacuum surface view of a clam-shell defect on an OMEGA lens
(top view).

Top view (S2) —_—
&
Side view
Cleave
G4749
Figure 78.64

Illustration of cleave sample orientation.
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work for the National Ignition Facility (NIF®) laser found
(1) that the cause of 3cw damage was polishing-process defects
within 500 um of the surface and (2) that removal of these
defects by etching improved the surface damage thresholds.®
LL E-based ion-etching experiments to improve surface dam-
age threshold are discussed | ater.

Sol-Gel Coating Degradation

OMEGA sol-gel coatings show a significant change in
reflectivity when exposed to a vacuum contaminated with il
from mechanical pumps. A fiber-optic spectrometer is used to
measure the lens reflectivity in situ. While the instrument
provides only relative photometric measurements, the spec-
tral-curve shapes provide essential information on coating
performance. Spectrain Fig. 78.65 show an example for how
spectral response among the two sol-gel-coated surfaces of a
single lens is affected by exposure to oil. While the S1,
nonvacuum-side reflectivity curve is expected for a 1w anti-
reflection coating, thespectral characteristicsof theS2, vacuum-
side data show an increase in reflectivity at 1cfrom 0.1% to
3.4%, owing to refractive-index changes resulting from
adsorbed organic material . Eval uation of the S2 sol-gel coating
by gas chromatography/mass spectrometry detected the pres-
ence of vacuum-pump oil and other organic contamination.
The effect of oil contamination on the film index on afixed-
thickness sol-gel coatingismodeledin Fig. 78.66. Asthefilm
index varies from 1.23 to 1.44 (film thickness is constant),
reflectivity minima disappear into a flat line similar to the
experimental observation in Fig. 78.65. This coating problem
isseen on all OMEGA sol-gel-coated spatial-filter lenses that
are collectively pumped by a single mechanically pumped
vacuum system. Coatings are found to fail at different rates,
however, as a result of differing cleanliness conditions or
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Figure 78.65

Reflectance data measured on a sol-gel-coated spatial-filter lens. The S2 (in)
surface is the vacuum interface; the S1 (out) surface residesin air.
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vacuum pressure levelswithin the spatial-filter tubes. L oss of
reflectivity onamechanically pumped tubeissufferedinabout
six weeks or more. Hard-oxide dielectric coatings pumped
under similar vacuum conditionsshow no changeinreflectivity
after exposure for similar periods.

The prototype beamline laser (PBL) assembled years ear-
lier was disassembled about the same time as this study. The
sol-gel-coated |enses in those tubes showed no coating degra-
dation due to contamination. The tubes were first pumped
mechani cally and werethen switched to atitanium sublimation
pump, which maintained a pressure of 1 x 10~ mbar. No
record exists to indicate what method was used to clean the
tubes in this PBL. To gauge the effect of different pumping
methodson OMEGA, afreshly sol-gel-coated lenswas placed
in a spatial-filter tube that was isolated from the OMEGA
mechanical pumping system. The tube was then connected to
acleaner turbo-pumping system although the tubeitself could
not be decontaminated in situ. A properly run turbo pump will
exhibit very little back streaming of high-molecular-weight
oilssuch asthose used by amechanical pump. Surprisingly, the
coating wascontaminated after lessthanfour days' exposureto
this environment. It was surmised that the greater mean free
path in the lower pressure allowed faster transport of the oil
from the contaminated wallsto the sol-gel coating. Thisrules
out the relatively simple solution of redesigning the pumping
system. Improvement of the oil-contaminated system could be
effected only by removing the tubes, then cleaning and baking
them, possibly in a vacuum along with all the associated

Reflectance
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Figure 78.66
A model of reflectance change asthe filmindex isvaried for aconstant film
thickness. Film indices used are 1.44, 1.40, 1.35, 1.30, 1.23.
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plumbing. This would produce an unacceptable lapse in the
OMEGA firing schedule.

A causal link between sol-gel contamination and lens dam-
ageissuspected but hasyet to befully proven. Experimentsto
investigate thislink and solve this damage problem are ongo-
ing, and some results are reported in the next section. In
addition, several solutionsto this sol-gel-coating degradation
problem are being examined to recover the light lossimposed
by each “bad” surface: (1) replace sol-gel coatings with hard-
oxide dielectric coatings (damage threshold is a key factor);
(2) improve the spatial-filter pumping system and clean the
spatial-filter tubes; and (3) add a“ getter” material to adsorbthe
contamination before it reaches the coating.

Experiments

Several experimentswere started toinvestigatethe cause of
damage to the vacuum surfaces of OMEGA spatial-filter
lenses. One experiment resulted from a LLNL report that the
damage threshold of fused silica at 3w can be improved with
etching. Etching appeared to remove polishing-process de-
fects within a few hundred microns of the surface. Another
experiment was proposed to examine the cleanliness condi-
tions of the spatial-filter tubes and explore the probability that
ablated pinhole debris produce damage-initiation sites.

1. lon-Etching Tests

Since LLE developed an ion-etch capability for manufac-
turing distributed phaseplates, it waslogical to set up aprocess
to ion etch the vacuum surface of spatial-filter lenses.” An
experiment wasdesigned to remove 3 um of material fromside
2 (vacuum side) of OMEGA stage-F-input, fused-silica, spa-
tial-filter lenses, andthen coat andinstall theopticson OMEGA
to observe damage and coating failure. The following matrix
was established with five lensesto be processed for each type:

(a) ion etch and sol-gel coat,

(b) ion etch and hard-oxide coat,
(c) ion etch and no coating, and
(d) no etch and no coating.

The hard-oxide coating is a hafnia/silica, e-beam-evaporated,
antireflection coating.®

Oncetheopticsareinstalled on OMEGA, observation over
along period of time (possibly oneyear) isrequired asdamage
onset times remain uncertain. The statistics of damage occur-
renceon theselensesin comparison to the damage statisticson
OMEGA over thelast threeyearswill bereviewed. Theexperi-
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ment will evaluatetheeffect of subsurface defectsonthelaser-
induced damage threshold (LIDT) and also the effect of ion
etching in modifying subsurface topography. These tests may
alsoprovideacorrelation between damageand typeof coating.

Progress on this test has been hampered by the paucity of
spare optics to complete the matrix. In August 1998, type-(a)
optics were installed; as of March 1999, no damage has been
observed on these surfaces, and only one of the five sol-gel
coatings has enhanced vacuum-side (S2) reflectivity. Trans-
mittance loss was incurred within six weeks of installation.
Three of five type-(b) optics were installed—one in October
1998 and two in November 1998; to date no damage or coating
degradation has been observed. The remaining tests will be
completed in June 1999 and results reported in the future.

2. Spatial-Filter Witness Tests

To investigate the cleanliness conditions of spatial-filter
tubes, ten 2-in.-diam, sol-gel-coated, fused-silica samples
were installed in OMEGA'’s stage-E spatial-filter tubes for
approximately two months. All sampleswere damagetested at
1053 nm with a 1-ns pulse before and after exposure to the
spatial-filter tubeenvironment. Threebeamlineshad onesample
installed at theinput lens|ocation and one sample at the output
lenslocation, and afourth beamline had two samplesinstalled
at each location. The sample orientation within the spatial-
filter tubeisillustratedin Fig. 78.67. By mounting the samples
in this manner, the top surface collects pinhole condensate,
while the bottom surface remains shielded.

Theresultsreveal ed that the spatial-filter tube'scleanliness
condition inflicts a stiff penalty, regardless of pinhole debris.
Asseenin Table 78.1X, all samples showed asignificant drop
in damage threshold after a two-months' exposure to the
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spatial-filter tube environment, and the top and bottom surface
threshold data are virtually indistinguishable. The reported
thresholds are 1-on-1 damage tests with a 1-mm? beam size;
approximately 12 sites per sample were tested. Further SEM
analysis revealed no high-Z element presence on the post-
exposure surfaces, indicative of an absence of spatial-filter
pinhole emanations on the top witness surface. Itisdifficult to
predict thetrajectory of ablated material, and further testswith
sampleslocated at various orientationsarerequired toidentify
the path of ablated pinhole material that may contributeto lens
damage. Thereisevidence on some pinholesthat the edgesare
melted and cratershaveformed. Whilefurther experimentsare
needed to confirm pinhole ablation as an initiator for vacuum
surface damage sites, the data confirm that oil contamination
does decrease the sol-gel-coating damage threshol d.

Spatial-filter tube

Top surface

M
Bottom surface

G4752

Figure 78.67
Witness sample orientation within a spatial-filter tube.

Table 78.1X: Witness sample damage threshold results before and after exposure to a spatial-filter tube environment.

Sample Orientation Before-Exposure After-Exposure
Damage Threshold” Damage Threshold”
(¥em?) (¥em?)
Top surface average 20.7 11.9
standard deviation 49 25
Bottom surface average 221 11.3
standard deviation 39 31
*1-on-1 damage tests at 1054 nm with a 1-ns pulse and 1-mm?2 beam size.
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Conclusion

Approximately 50% of OMEGA'sstage-C-input, C-output,
D-input, E-input, and F-input fused-silica, spatial-filter lenses
are damaged. LLE has implemented a plan to maintain the
quality of OMEGA optics that includes frequent inspections
and in-situ cleaning of opticsby askilled support group. Since
damaged opticsare closely monitored and the one-half critical
flaw sizeisof the order of 10 mmin diameter, OMEGA lenses
are not likely to catastrophically fail before replacement oc-
curs. This allows for safe operation of the laser while the
damage problem isbeing brought under control. Owing to the
effectiveness of spatial filters in removing critical intensity
modulations, propagating bulk or surface damage to compo-
nents downstream of these damaged lenses has not been
observed. Damageawaysoccursonthelens svacuum surface
regardless of the beam propagation direction, and an unusual
clam-shell damage morphology has been observed. It is also
known that the sol-gel coating on the vacuum surfacefailsdue
to organic contaminants, and this degradation is linked to a
drop in the tested | aser-damage threshol d. A link between sol-
gel contamination and lens damage is suspected but yet un-
proven. Experiments will continue to explore the role of
subsurface fractures in the generation of the clam-shell mor-
phology and to identify other absorbing defects on the vacuum
surface, possibly originating from pinhole closures, which
may be causing the damage.
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Direct-Drive Target Designsfor the National I gnition Facility

The National Ignition Facility (NIF) is currently under con-
structionat LawrenceLivermoreNational Laboratory (LLNL).
One of the primary missions of the NIF is to achieve fusion
ignition by means of inertial confinement fusion (ICF). Two
main approaches have been considered for achieving thermo-
nuclear yield in ICF. The first approach, known as indirect-
drive ICF,! encloses a DT-fuel target inside a hohlraum. The
laser beamsareincident onthehohlraum’swall wherethelaser
light is converted to x rays. These x rays then implode the
target, leading totheiontemperatureand pR product necessary
to achieve ignition. The second approach, known as direct-
drive ICF, dispenses with the hohlraum and directly illumi-
nates the laser light onto the target.

Direct drive offers a number of advantages? over indirect
drive: (1) direct-drive designs have potentially higher gains
than indirect drive; (2) direct-drive plasma coronas are not as
susceptible to laser—plasma instabilities (LPI's) as indirect
drive; (3) direct-drivetargets areinherently less complex than
indirect-drive hohlraum targets. Direct drive also has some
potential disadvantages, especially the severerequirementson
laser-beam uniformity.

Most of theU.S. research effort hascentered ontheindirect-
driveapproach, whichisreflectedin thedecisionto commence
operationson the NIF in theindirect-drive configuration. NIF,
however, is not to preclude direct drive, and it is currently
expected that the NIF will be reconfigured for direct-drive
operations commencing in 2009. Before the conversion to
direct-drive operations, a number of modifications must be
madeto the NIF. First, to provideauniform illumination of the
direct-drive target, half the final optics assemblies (FOA'S)
must be relocated from the poles to the waist of the target
chamber; second, direct-drive uniformity enhancements (2-D
SSD3 and polarization smoothing) must be added to all
beamlines; and third, the cryogenic-handling system must be
capable of “cradle-to-grave” operations.

This article describes the direct-drive ignition target de-
signs developed at the University of Rochester’s Laboratory
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for Laser Energetics (LLE). The following three sectionswill
(2) outlinethe current direct-drive designsunder investigation
at LLEand NRL; (2) present asensitivity study of the“all-DT”
design; and (3) review the current laser and target specifica-
tions required to achieve a successful direct-drive ignition
campaign on the NIF.

Direct-Drive Target Design Overview

Many common areas of physics exist between direct- and
indirect-drive capsule designs. Both target designs require
high compression of the DT fuel with acentral high-tempera-
ture (>5-keV) ignition region. A typical implosion involves
the deposition of energy (laser light in direct drive, x raysin
indirect drive) onthetarget surface, which rapidly heatsup and
expands. Asthisablator expandsoutward, theremainder of the
shell isdriveninward by therocket effect compressing thefuel
to the necessary density. Theimplosion can betailored to give
a number of assembled fuel configurations, such as isobaric
with auniform temperature and density in thefuel or isochoric
with a high-temperature hot spot surrounding alow-tempera-
ture main fuel layer. The most energy efficient! configuration
isisobaric with a central high-temperature hot spot surround-
ing a low-temperature main fuel layer. The central hot spot
initiates the fusion reaction, which leads to a burn wave
propagating into themain fuel layer; thus, for robust high-gain
designs, it is vitally important to assembl e the high-tempera-
ture hot spot and cold, dense main fuel layer accurately. For
direct-drive target designs two main effects can prevent the
correct assembly of the fuel: (1) preheat of the fuel and
(2) hydrodynamic instabilities of the imploding shell.

Preheat of the DT fuel will increase the pressure of the fuel
and thus make the target harder to compress. Preheat can arise
from fast electrons, radiation, and the passage of shocks. The
amount of preheat can be quantified in terms of the adiabat a
of theimplosion. Theadiabat isdefined astheratio of thefuel's
specific energy to the Fermi-degenerate specific energy. It can
be shown that the gain G of the target scales as a~3/°. Fast
electrons generated by |laser—plasma processes (such as SBS,
SRS, and two-plasmon decay) inthe plasmacoronacan couple
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into the fuel. These plasma processes occur when theintensity
of thelaser exceedscertain thresholds; thus, the control of fast-
electron production constrains the maximum intensity of the
design pulse. Radiative preheat and the passage of shocks are
controlled by the target material and the shape of the laser
pulse, respectively.

Hydrodynamic instabilities, such as the Rayleigh—Taylor
instability (RTI), can seriously degrade the implosion by
breaking the spherical symmetry of the implosion. The RTI
occurstwiceduring theimplosion: at theouter ablation surface
as the shell accelerates inward and at the hot spot—main fuel
layer interface as the capsule decelerates at the end of the
implosion. Considerable theoretical,* numerical,> and experi-
mental® work has demonstrated that the RT growth rate at the
ablation surfaceisreduced fromtheclassical valueby ablative
stabilization. From design simul ationsthe abl ation vel ocity v,
has been shown to scaleas a~3/5. Another important parameter
for stability considerationsisthein-flight aspect ratio (IFAR).
Thisistheratio of the shell radius Rto itsthickness AR asthe
shell implodes. Higher IFAR implosions are more susceptible
tohydrodynamicinstabilities. Simulationshave shownthat the
IFAR depends primarily on the square of theimplosion veloc-
ity V2imp and the adiabat (a=35).

Control of theisentrope of theimplosion isthus important
for overall target gain (G ~ a~3/) and target stability. Indirect-
drivedesigns are believed to be sufficiently stableto hydrody-
namic instabilities that they can operate very near the
Fermi-degenerate limit (a = 1). Direct-drive designs require
the implosion to operate at a higher isentrope. LLE and NRL
arecurrently investigating threedesigns(seeFig. 79.1) that use
various combinations of shock and radiative heating to control
the isentrope.

@ (b)
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Thefirst design [Fig. 79.1(a)] employsasolid (cryogenic)
DT-shell target with athin polymer ablator (required to fabri-
cate the cryogenic shell) surrounding the DT-ice shell.” For
this design the DT acts as both the fuel and the ablator. This
design uses shock preheat to control the isentrope of the
ablation surface and the fuel.

The second design [Fig. 79.1(b)] employs a low-density
foam surrounding a clean cryogenic DT layer (athin barrier
layer separates the foam layer from the DT). The foam layer
actsastheablator. Thisdesign usesshock preheat to control the
isentrope, but it offers the flexibility of placing the ablation
surface and main fuel layer on different isentropes.

Thethird design[Fig. 79.1(c)] placesahigh-Z coating over
aDT wicked foam abl ator, which encasesapure-DT icelayer.?
Thisdesign usesmainly radiative preheat. By carefully select-
ing the radiative properties of the high-Z ablator, it is possible
to preferentially heat the carbon in the foam, boosting the
isentrope of the ablation surface, while leaving the fuel on a
lower isentrope.

Althoughthe“all-DT” design hasthe disadvantagethat the
fuel and ablator are on the same adiabat, it has a number of
significant advantages. First, thetarget isvery simple, with no
classically unstableRTI interfaces. Second, DT hasavery high
ablation velocity, which reduces the RTI at the ablation sur-
face. Third, a DT ablator potentially gives higher hydrody-
namic efficiencies, thus maximizing the achievable gain.
Because of these considerations, a scaled version of thistarget
design has been selected for experimental investigation on the
OMEGA laser andisused asthebase-linedesign for establish-
ing the detailed specifications for the NIF. The next section
presents a more-detailed review of the all-DT design.

©
High-Z coating

Figure 79.1

Schematic of the direct-drive target de-
signs. (@) Theall-DT target design, which
relies on shock heating to select the
adiabat. (b) The foam ablator design,
which relies on shock heating to select
the adiabat separately for the ablator and
the fuel. (c) The radiative design, which
reliesonradiativeabsorptionto select the
adiabat for the ablator.
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The Baseline All-DT Target Design

Figure 79.2 shows the gain curves constructed by LLE
during the design phase of the NIF for laser energies from 1
to 2 MJ and for implosions on isentropes from a = 1 to 4.
Variationintheisentropewasachieved by varying theincident
laser pulse shape. Based on the results of current OMEGA
experimentsand theoretical cal culations of these NIF designs,
we have selected the 1.5-M J, a = 3 continuous-pulsedesign to
be the baseline design for further study. Figure 79.3(a) shows
thetarget specification; Fig. 79.3(b) showsthe pulse shapefor
thisdesign. This pulse shape consists of two distinct temporal
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Figure 79.2

The gain curves constructed at LLE for variousisentropes and incident laser
energies. The dashed line corresponds to the NIF baseline 1.5-MJ energy.
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regions: thefoot and the main drive. The DT-ice thickness and
adiabat of the implosion determine the length and duration of
the foot. In this design, the foot is 4.25 ns long at a power of
10 TW. This region launches a 10-Mbar shock through the
DT ice. At thetime of shock breakout at the rear surface of the
DT ice, the pulse ramps up to the drive region, which lastsfor
2.5 ns at a power of 450 TW. This rapid rise in intensity
generates pressures of approximately 80 Mbar and thus accel-
erates the DT ice inward. Different adiabats can be achieved
by varying the length and intensity of the foot and carefully
shaping the rise to the drive pulse. For example, an a = 2
design has alonger, lower-intensity foot and a gentler-rising
transition region.

The a =3 designispredicted, by 1-D calculations, to have
again of 45, a neutron-averaged ion temperature of 30 keV,
and a neutron-averaged pR = 900 mg/cm?. The peak IFAR of
this design is 60, and the hot-spot convergence ratio is 29.
The conditions near peak compression (t = 10.4 ns) are shown
inFig. 79.4.

These direct-drive designs have two distinct shocks: the
firstislaunched at thestart of the pul se; the secondisgenerated
during the rise to the main drive intensity. Figure 79.5 is a
contour map of theradial logarithmic derivative of thepressure
[d(InP)/dr] as afunction of Lagrangian coordinate and time.
Thedarker, more-intenseregionsrepresent alarger gradientin
pressureand thus capturethe position of theshocks. Thetiming
between these two shocks determines the gain of the target
design. When thefirst shock breaks out of the DT-icelayer (at
5.8 ns), a rarefaction wave expands outward from the rear
surface of the DT ice. If the second shock arrivestoo late, the
shock travels through a decreasing density gradient, which

Figure 79.3
The baseline, a = 3, “all-DT,” 1.5-MJ target design. (a) The
target specification and (b) the pulse shape.
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Theion temperature (solid line) and the mass density (dotted line) near peak
compression for the a = 3 baseline design.

increasesthe shock strength. Thisputsthemainfuel layer onto
a higher adiabat and thus reduces the gain. Conversely if the
second shock arrivestoo early, the hot spot produces the burn
wave before the main fuel layer has reached peak density and
thus reduces the overall target gain. An error in shock timing
can arise from the following:

1. Inadequate Control of the Laser Pulse Shape

The a = 3 laser pulse shape is essentially defined by eight
temporal points as shown in Fig. 79.6. To establish the sensi-
tivity of the target design to variations in pulse shape we
performed a series of 1-D calculations. These calculations
involved varying the power and temporal position of each
point (while holding the other points fixed). By adjusting the
last point of the laser pulse we ensured that the overall energy
in the pulse remained constant at 1.5 MJ. If atemporal point
was adjusted to be in front of another point, that point was
removed from the pulse. Figure 79.6 shows the contours of
gain generated by moving five of the points. Note that as the
first point moves earlier in time (thus lengthening the foot
region), the power must drop to preserve target gain; however,
reduced foot intensity leadsto aweaker shock formation, thus
reducing the adiabat of the target and leading to a more
unstable implosion. We can see that target performance is
sensitivetothefoot andtransitionregionsof thelaser pulse, but
isrelatively insensitiveto the detail s of the high-power region.
Figure 79.7(a) showsthe target gain as afunction of achange
in the foot power. Figure 79.7(b) shows the target gain as a
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Shock propagation as shown by a contour map of the logarithmic derivative
of the pressure asafunction of time and L agrangian coordinate. Theinterface
between the DT ice and gasis at Lagrangian marker 50.
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The a = 3 pul se shape with overlaid contours of gain. Thecircles correspond
tothetemporal pointsused to definethe pul seshape. The contourscorrespond
to the gain that would be achieved if the temporal point was moved to that
time and power location (holding all other points fixed).
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function of the length of the foot region. From these curvesit
has been established that the pulse power in the foot region
must be controlled and measured to +3%, and that the pulse
duration is controlled and measured to £50 ps. These curves
suggest apossible“tuning” strategy for theNIF. By varyingthe
length of the foot (and holding the other portion of the pulse
constant) we can scan through the optimal gain region and
adjust for uncertaintiesin the shock transit through the DT ice.

2. Uncertainties in the Target’s Equation of State (EOS)

1-D simulations with SESAME tables, analytic Thomas-
Fermi, and Livermore DT-ice tables have been performed to
address the uncertaintiesin EOS. Using the tuning strategy of
foot-length and intensity variations, we can optimize the gain
for different EOS models. For example, the optimal gain for
targets modeled using the analytic Thomas-Fermi EOS re-
quired a 600-ps reduction in foot length from the SESAME
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case. Although we have established that the designs can be
retuned to these EOS models, experimental measurements of
the EOSof D, ice, D, wicked foam, and high-Z-doped plastics
are required to accurately model the target.

3. Uncertaintiesin Target Thickness

A seriesof 1-D simulations have been performed to estab-
lish the required control of the DT-ice thickness (which is
controlled by the DT-gas-fill pressure). Specifying the control
of theicethicknessdeterminesthe control and measurement of
thefill pressureduringicelayering. Figure 79.8 showsthegain
asafunction of ice-layer thickness (holding the outer radius of
the shell fixed). A variation of £5 umin atotal ice thickness of
340 um leadsto a 2% reduction in gain. This correspondsto a
control of the DT-fill pressure of ~20 atm out of a total fill
pressure of 1020 atm (at room temperature).

Gain

Figure 79.7

The target gain as a function of the change in (a) the foot
power and (b) the foot duration from the nominal 10-TW,
4.25-ns parameters.
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Figure 79.8
The target gain as a function of the change in the ice-layer thickness.
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Theneedto control the hot-electronfractionissimilar tothe
indirect-drive requirements, namely that lessthan 0.1% of the
laser energy isdepositedinthe DT fuel viahot electrons. Since
the laser is more closely coupled to the target in direct drive,
however, the transport of hot electrons to the target is more
efficient, and the targets are therefore more sensitive to hot
electrons than in indirect drive. 1-D simulations were per-
formed with various percentagesof |aser energy dumped at the
critical surface into an 80-keV hot-electron tail. These hot
electrons were transported through the target where approxi-
mately 4% of the energy absorbed into fast electrons was
deposited inthe DT-icefuel layer. Figure 79.9 showsthe effect
of between 1% and 3% laser energy absorbed into fast elec-
trons on the gain. A 30% reduction in gain occurred when 1%
of the incident laser energy was absorbed into fast electrons.
The hot electrons are produced by |aser—plasma instabilities
(LPI's), such as SRS, SBS, and two-plasmon decay.

Gain
Fractional energy into
fast electrons (%)

Fractional energy
in DT-ice layer (%)

TC5003

Figure 79.9
The effect of varying the fraction of energy dumped into an 80-keV hot-
electron tail on the target gain.

Figure 79.10(a) showsthethresholdintensitiesfor SRSand
SBS; Fig. 79.10(b) showsthetotal NIFintensity at the quarter-
and tenth-critical surfaces. At each time the minimum thresh-
old in the corona is calculated based on simulations of the
a = 3 density and velocity profiles. For SRS the threshold is
seen to be well above the total NIF intensity at tenth-critical;
thisisthe most relevant density since the minimum thresholds
tend to occur far out inthe coronawhere scalelengthsarelong
and densities are low. The single-cluster NIF intensity would
be lower by afactor of about 12. For SBSthetotal intensity is
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well abovethreshold after about 6 ns, while the single-cluster
intensity is comparable to the threshold. Further study is
required to determine how many clusters are likely to partici-
pate in driving SBS. SBS has a low threshold at this time
because the NIF pulseisrapidly increasing in intensity, pro-
ducing alocal velocity minimum in the density profile and a
correspondingly long velocity scale length. These thresholds
are calculated on the basis of inhomogeneity scalelengths; the
density scale length isthe determining factor for SRS and the
velocity scalelength for SBS. Damping haslittle effect onthe
mi nimum threshol ds; the damping contribution dependsonthe
product of the electromagnetic wave damping (mostly colli-
sional, small at low densities) and the electrostatic wave
damping (mostly Landau). The Landau damping becomes
largefor electron-plasmawaves (SRS) at low densitiesand for
ion-acoustic waves (SBS) when T; approaches T, The mini-
mum threshold for both instabilities tends to occur at low
densities where the small damping of the electromagnetic
wavemakesthe contribution to thethreshold negligible. Large
Landau damping of the electrostatic waves may, however,
substantialy reduce growth rates even if the instability is
above threshold.

A high level of illumination uniformity is required to
achieve ignition. Both direct- and indirect-drive designs re-
quire that the targets be driven by pressure nonuniformity
levels of less than 1% rms. The angular variation in the
intensity distribution on the target is routinely described in
terms of spherical-harmonic modes. An /-mode is related to
thetarget radiusRand thenonuniformity wavelength A through
¢ = 2nR/IA. The mode spectrum is normally divided into two
regions: alow ¢-moderegion (¢ < 20) and ahigh /-moderegion
(20 < ¢ < 500). Indirect drive benefits from the conversion of
the laser light to x rays. Essentially all modes above ¢ =10 are
eliminated by x-ray conversion. In direct drive the laser beam
alonemust achievethedesiredlevel of uniformity; thus, direct
drive places much tighter tolerances on the single-beam uni-
formity and beam-to-beam balance than indirect drive.

Low ¢-mode (long-wavelength) perturbations are seeded
by beam-to-beam variations arising from (1) the mispointing
or misfocusing of the laser beams, (2) alack of energy and
power balance, or (3) mispositioning of thetarget. Such modes
grow secularly during the implosion. A simple argument is
used to calculate the maximum tolerable variation in the low
£-mode spectrum. Since these modes grow secularly, thefinal
distortion or¢ of the compressed fuel at average radius r¢ is
givenby dr;=Aat?, whereAaistheaccel eration nonuniformity
andt istheimplosion time. For ashell initially at radiusrgthe
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distortion of the shell is given by & /vy = 8a/arg/r¢ ~1).
Numerical calculations using the 2-D hydrocode ORCHID
suggest that final coredistortionsof 50% can betolerated; thus,
for aconvergenceratio of 25 (whichistypical for direct-drive
targets), a peak-to-valley acceleration nonuniformity of 2%
can be tolerated. The laser nonuniformity in the low /-mode
region must be maintained below 1% rms.

Thehigh /-mode(short-wavel ength) regionisseeded by the
structurewithintheindividual laser beam. These modesexcite
the Rayleigh-Taylor instability, which causes the modes to
grow much more rapidly than in the low ¢-mode region. Note
that extremely high modenumbersarenot important sincethey
are ablatively stabilized, rapidly saturate, and do not feed
through to the hot-spot region.

The effect of the growth of the hydrodynamic instabilities
has been examined by two techniques: Thefirst technique uses
detailed 2-D ORCHID simulations to directly determine the
effects of perturbation on target performance. This technique
iscomputationally intensive and does not give the correct 3-D
multimode saturation of the RT instability. The second tech-
nigue uses a postprocessor to the 1-D simulations. This post-
processor uses a self-consistent model 8 to study the evol ution
of perturbationsat the ablation front and the back surface of an
accelerated spherical shell. The model includes the ablative
Richtmyer—Meshkov (RM),® RT, and Bell-Plesset (BP) insta-
bilities; 3-D Haan saturation1®isincluded. Themodel consists
of two differential equations (describing the ablation- and
inner-surface perturbati ons) obtai ned by solving thelinearized
conservationeguationsintheDT gas, theshell, and the bl owoff
plasma regions. The overdense—ablated plasma interface is
approximated as a surface of discontinuity.11

Direct-drive target designs must tolerate four sources of
nonuniformity to ignite and burn: (1) inner-DT-ice roughness,
(2) outside CH capsule finish, (3) drive asymmetry, and
(4) laser imprinting. Multidimensional simulations of the de-
celeration phase have shown that our design will ignite when
theinner-surface nonuniformity islessthan 1.5 ym at the start
of the deceleration phase. By performing an extensive series
of calculations with various levels of nonuniformity, it is
possible to establish the requirements for the four seed terms.

The hardest seed term to establish is that for laser imprint.
A seriesof planar 2-D simulations have been performed using
ORCHID. These simulations determined the imprint effi-
ciency for single modes of irradiation nonuniformity. The
effect of 2-D SSD was included using the approximation

Orms ~ e/t

where
to =[Avsin(ka/2)| ™

is the coherence time, Av is the bandwidth, k is the wave
number of the spatial-intensity nonuniformity, and A is the
speckle size. For example, using a phase-plate nonuniformity
spectrum with 1 THz of bandwidth, the laser will imprint a
surface nonuniformity equal to o, = 360 A (in modes ¢
< 1000) at the start of the acceleration phase. The additional
sources of nonuniformity arethen added to that from the laser.
For example, Fig. 79.11 shows the mode spectrum of the
ablation surface at the start of the acceleration phase for the
case of a 1-THz-bandwidth, perfectly uniform outer shell and
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an additional g;y,s=1300-A perturbation, which has accumu-
lated from the feed-out of 0.5-um rms from the inner DT-ice
layer. Figure 79.11 also shows the mode spectrum of the
ablation surfaceat peak shell vel ocity, which definestheend of
the acceleration phase. The sum of the amplitude of the
individual modes gives the total mix width of the ablation-
surface instability. Figure 79.12 shows the mix width and the
shell thickness as a function of time. In this example we can
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Figure 79.11
The mode spectrum of the outer ablation surface at (a) the start of the
acceleration phase and (b) the start of the deceleration phase.

clearly see that the shell is larger than this mix width, so we
conclude that the a = 3 design will survive the acceleration
phase when we have 1 THz of bandwidth and 0.5-um rms of
inner DT-ice roughness. At the end of the decel eration phase
the total nonuniformity on the inner surfaceis 1.3 um, so we
would expect this design to ignite.

Figure 79.13 shows the combined effect of different laser-
uniformity levels and inner-ice-surface roughness for two
different outer-surface finishes on the perturbation amplitude
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The (a) ablation-surface amplitude and (b) the shell thickness as a function
of time up to the end of the acceleration phase for the baseline, a = 3,
al-DT target design with 1-THz, 2-D SSD and 0.5-um initial inner surface,
DT-icefinish.

The combined effect of laser uniformity and inner DT-ice surface roughness
(for modes greater than 10) on the rms inner-surface amplitude at the end of
the acceleration phase for (a) 0-A outer-surface finish and (b) 840-A outer-
surface roughness.
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of the inner surface at the time of deceleration. For example,
0.5 THz of bandwidth is equivalent (from ORCHID simula-
tions) to 520 A of initial outer-surface perturbation. This is
combined with 0.5 um of inner-surface roughness and with a
perfect outer-surface finish [Fig. 13(a)]. The resultant ampli-
tude at deceleration is 1.35 um. When there is 840 A
[Fig. 13(b)] of outer-surface roughness, the amplitude of the
inner surface at deceleration rises to 1.45 um. These fina
amplitudes are very close to the maximum tolerable, so we
conclude for safety that for a successful ignition campaign
using direct drivewewill need 1 THz of bandwidth, <0.25 um
of DT-ice nonuniformity in mode ¢ > 10, and < 800 A of outer-
surface perturbation.

DirecT-DRIVE TARGET DESIGNS FOR THE NATIONAL IGNITION FACILITY

Conclusions

Based on the cal cul ations described in the previous section
we have established specifications required on the NIF to
ensure asuccessful direct-driveignition campaign. Table 79.1
summarizes these requirements. It should be noted that inde-
pendent calculations by Weber,12 using the 2-D LASNEX
code, confirm our cal culationsthat the a = 3 continuous-pul se
design will survive the acceleration phase and should
achieveignition.
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Table 79.1:  Summary of the specifications for our current modeling

of the baseline “al-DT” target design.

Parameter

Requirements

Laser energy

1.5MJ

Pulse shape

50:1 contrast, 10-ns duration [see Fig. 79.3(b)]

Beam-to-beam power balance

8% in 500 ps

Quad-to-quad power balance
(assuming independent quads)

4% in 500 ps

Laser bandwidth

1THz

Individual beam nonuniformity

3% in 500 ps (al modes)

Quter CH <2 um
Outer-surface target finish <800 A
Inner DT-ice thickness 340 ym+5 gm

Inner DT-ice-layer uniformity

<0.25 tm (¢ > 10)
(for ¢ < 10 exact value to be determined)

Shock-timing accuracy

<50 ps

Preheat

<0.1% of incident laser energy
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Numerical Investigation of Characterization of Thick
Cryogenic-Fuel Layers Using Convergent Beam I nterferometry

Theeffect of hydrodynamicinstabilitieson the performance of
inertial confinement fusion (ICF) experimentsiswell known.
Hydrodynamic instabilities affect 1CF capsules during the
initial acceleration and final decel eration phases of the implo-
sion. Nonuniformitiesinthe applied drive coupled withimper-
fectionsat thetarget surfaceseed Rayleigh—Taylor (RT) unstable
growth at the ablation front. In addition, the shock wave
reflecting off a perturbed inner ice surface returns to the
ablation region and al so seedstheinstability (feed-out). These
perturbations grow since low-density, ablated material accel-
erates the unablated, dense shell. Further growth of these
perturbations eventually feeds through the shell and couples
with existing perturbations on the inner ice surface. Together
theseseed RT growth at theice—gasinterfacewhentheicelayer
begins to decelerate around the spark plug region near the
target’scenter. Asthe RT instabilitiesgrow, thecold, densefuel
is mixed into the hot core leading to cooling of the core and
reduced target performance.

The success of the ICF program depends on targets de-
signed to limit theamount of RT growth to an acceptablevalue
or whose performance is insensitive to the presence of such
perturbations. A good understanding of all nonuniformity
sources in the implosion is required to design such targets.
Nonuniformity sourcesincludethelaser or holhraumdrive, the
coupling of this energy to the target (imprint), and the initial
surfacefinishof both theouter ablator surfaceandtheinner DT
ice. To date, significant progress hasbeen madein understand-
ing theroleof thefirst three nonuniformity sources. Character-
ization of the inner ice surface, however, remains a serious
challenge. Theability to accurately characterizethissurfaceis
especially critical inlight of recent work by Bettilinwhichthe
feed-out contribution to the ablation region has been shown to
be amajor factor in overall RT growth during an implosion.

Overview

Cryogenic targets imploded with OMEGA will consist of
polymer capsules several micrometers thick with diameters
ranging from 900 to 1100 um. These capsules will be filled
with condensed D, or DT fuel upto 100 umthick. Historically,

LLE Review, Volume 79

thefuel content and fuel-layer uniformity of cryogenic targets
at L LE havebeeninterferometrically characterized using plane-
wave illumination.2~7 A capsule with a thick cryogenic layer
condensed on its interior behaves as a strong negative lens,
which has several adverse effects on an interferogram created
with plane-wave illumination. Computer simulations of typi-
cal interferograms are shown in Fig. 79.14. The highly diver-
gent and spherically aberrated wavefront created by the target
cannot be effectively collected and imaged by optics with
convenient numerical apertures (<0.2), resulting in loss of
information near the perimeter of thetarget’simage. Addition-
aly, interfering this highly curved wavefront with a planar
reference wavefront results in an interferogram with a fringe
spatial frequency that increases radially to very high values
near the perimeter of the target’simage. The phase sensitivity

(€Y (b)

Concentric 5% nonconcentricity

T1083

Figure 79.14

Computer-generated interferograms of a 1120-ym-diam, 10-um-thick cap-
sule that contains 100 um of condensed fuel. These interferograms were
created assuming that both the object and reference beams consi sted of planar
wavefrontswith a514-nm wavel ength, and that f/6 opticswere used to image
the target. All of the surfaces in (a) were perfectly concentric with one
another, whereas (b) displays a 5% fuel nonconcentricity, i.e., the center of
the spherical inner surface of the condensed fuel layer has been displaced to
the right in the figure by 5% of its total thickness. Obviously, a 5%
nonconcentricity can beeasily detected, but higher-order nonuniformitiesare
much more difficult to detect due to the very high fringe frequency. In
addition, information regarding the state of the fuel near the perimeter of the
target’ simage hasbeen lost dueto refraction of the object beam outside of the
imaging optics' finite collection aperture.
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isreduced dramatically when thefringe frequency approaches
the Nyquist limit of the detector. Asthefringe frequency nears
the frequency of pixelsinthe CCD array, aliasing occurs and
the fringes become unresol ved.

These limitations can be compensated for by focusing the
object beam of a Mach—Zehnder interferometer near the rear
focal point of the filled target, causing a nearly collimated
beam to emerge. A complete description of thisinterferometer
has been published elsewhere.8 The optical system used to
create an interferogram of acryogenic target with convergent-
beam illumination is shown in Fig. 79.15.

CCD array

Beamsplitter

T1114 ]

Figure 79.15

Schematic of theoptical systemusedto createaninterferogram of acryogenic
target with convergent-beam illumination. The opticsthat control the point of
focus of the convergent beam and those that image the target are shown. The
dashed line denotes the collimated reference beam.

Phase sensitivities of the order of a few hundredths of a
wave can be achieved by phase-shifting techniques.®! This
involves sequentially acquiring multiple interferograms, each
with aunique phase offset caused by introducing aslight path-
length changein oneof theinterferometer’ sarms. The phase of
each pointintheinterferogramisthen obtained, modulo 271, by
performing simple mathematical operations on the set of
interferograms. One advantage of phase-shifting methods is
that the phase resolution depends primarily on the dynamic
range of the CCD array and the contrast of the interferogram,
not the number of pixels per fringe.

M ethodology

Characterizing anonuniform cryogenic-fuel layer by inter-
preting the phase of awavefront perturbed by passing through
itis, unfortunately, not straightforward. Evident in Fig. 79.16,
the magjority of rays traveling through the target have probed
two independent ice surfaces on opposite sides of the target.
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Unique measurement of aperturbation on either surfaceisimpos-
sible without collecting an enormous number of interferograms.

The method we propose is very similar to the technique
implemented by Wallacel? to characterize surface perturba-
tions on the outside of ICF capsules. Data is first collected
using atomic force microscopy (AFM) along great circles on
the target surface. This information is Fourier-analyzed to
produce an average one-dimensional (1-D) power spectrum.
The 1-D Fourier power spectrum isthen mapped into thetwo-
dimensional (2-D) spherical-harmonic spectrum by using an
Abel transformation derived by Pollaine.13 Pollaine showed
that a1-D Fourier power spectrum, representative of theentire
surface, could be transformed into the corresponding 2-D
power spectrum using

P p(l) =%J’P1,D(VI2 +n2)dn.

MacEachern* showed that a representative 1-D power
spectrum could be obtained by averaging nine independent,
experimental 1-D power spectratogether. Theseninetracesare
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Figure 79.16

Ray trace of anf/5 laser through an OMEGA cryogenic capsule. The method
usesraysvery near the perimeter of thetarget similar to the dashed raysinthe
figure. Such rays probe two points on the inner surface, which, when
averaged, represent two of the scans used in the outer-surface-measurement
technique described in the text.
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arranged in groups of three and are taken along great circles
that lieonthethree orthogonal planesthat intersect thetarget's
center. Each set of three traces samples an approximately
40-um-wide swath on the target’s surface. The geometry used
inthisdata-acquisition methodisshowninFig. 79.17 with the
three traces within a set labeled A, B, and C.

TC5109

Figure 79.17

Geometry of data-acquisition traces used in the surface-characterization
method. Each of the three sets of traceslies along an orthogonal direction on
the sphere. The width between outer traces is approximately 40 um.

Reexamining Fig. 79.16, it can be seen that thereisasubset
of rays, traveling very near the equator of the target, where a
small cord (~40 um long) probes two points of the inner ice
surface. Such aray is shown dashed in Fig. 79.16. The per-
turbed optical-path difference (OPD) along this path repre-
sents an average at the two positions. Collecting all of these
rays from the overall phase map yields a great circle of data,
coming out of the paper, sampling the inner ice surface near
the equator at this orientation. Thisis essentially the same as
averaging traces A and C in the method described above and
showninFig. 79.17. Thetarget isrotated and datais collected
along severa great circles. This data is analyzed using the
process described above for characterizing an outer-surface
perturbation spectrum.

Implementation

Toimplement thecharacterization method described above,
thephaseof thewavefront passing through thecryogeni ctarget
must be acquired by interferometrically measuring the OPD
between it and aplanar referencewavefront. Eventually, when
the cryogenic filling station at LLE isin operation, thisinfor-
mationwill be provided by measuringreal |CF capsules. Initial
analysis, however, has been done using synthetic OPD maps
produced using the ray-trace simulation code Rings. Rings,
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whichwaswritten by Craxton!®to simulate three-dimensional
(3-D) planar interferometric probes, was modified to provide
for aconvergent f/5 probe at 670 nm. The capsule used in our
analysisisequivalent to that of acryogenic target designed to
be used ininitial experiments on OMEGA. The capsule con-
sistsof athick shell of DT ice (100 um) surrounded by asingle,
thin layer of plastic (1to 5 um). Fully independent perturba-
tions can be applied to any or all interfaces within the target.
Originally, these perturbationswere limited to simple geomet-
ric terms of the order of less than 4. Routines have since been
added that allow perturbations to be imposed based on their
complete spherical-harmonic spectrum. Normalization rou-
tines control the total applied ice-surface roughness (rms) and
spectral dependency of the modal pattern. Multiple, indepen-
dent great circles can be simulated by aligning the probe axis
with respect to selected points on the target.

Rings determinestheintersection of aray at every physical
interfacewithin thetarget towithin 1 A. Oncetheintersections
aredetermined, thetotal optical pathiscal culatedfor thetransit
throughthe preceding layer. Snell’sLaw isthen applied to pro-
duce the proper change in direction cosinesfor transit into the
next layer. Rings traces many rays through the target and into
a collection optic. The resulting phase map is then projected
back to animage planelocated at the center of thetarget, which
is conjugate to the detector plane in the actual interferometer.

The OPD map must first be analyzed to identify a radius
that corresponds to the inner ice surface. As can be seen in
Fig. 79.16, thisinformation is near the very edge of the map.
Rays that intersect the target at steeper angles are refracted
outside of the collection aperture of the interferometer’s /5
imaging system. Once identified, thisinformation is not nec-
essarily uniformly spaced along a circle; it must then be
interpolated to a great circle of 2" evenly spaced points to be
analyzed by standard FFT routines. Many interpolation
schemes were tested. A solution was found that imports the
data into the commercially available graphics package
Tecplot.1® Tecplot runs on Pentium PC’s and has extensive
capabilities to interpolate data to a variety of physical grids,
including evenly spaced circles. The interpolated datais then
Fourier-analyzed to recover a1-D power spectrum. The over-
all procedureto analyzeagiven OPD takesonly afew minutes
per view. It is anticipated that an averaged 1-D power spec-
trum, evaluating six views (as shown in Fig. 79.18), could be
obtained inlessthan one-half hour. Thefinal step—transform-
ing theaveraged 1-D power spectruminto the 2-D spectrum—
is accomplished using a Fortran program and requires only a
few minutes of computer time.
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Figure 79.18

Schematic indicating the data-acquisition procedure. The probe laser is
incident onthetarget at anangleof 17.72° below theequator. After collecting
datafor the position, thetarget isrotated on-axis 30° and scanned again. The
procedure is repeated until six scans are completed.

Numerical Results

Thefirst test of the method described above wasto perturb
the inner ice layer with pure sinusoidal modes to determine
whether the FFT of thegreat circle of the synthetic OPD would
return the applied value. Such atest does not require the Abel
transformation. Initially, only singlesinusoidal modes(m=20,
40, and 80) were modeled. The results, shown in Fig. 79.19,
demonstrate that the method is able to reproduce the applied
perturbation quitewell. The next step wasto perturb the target
with awhole spectrum of sinusoidal modes given by

R =R+ aom L cof{ m[¢ +2rm(m)]} ,

where ag = 0.739 um and b(m) is a random number used to
distribute random phase among the modes. The result of these
tests, shown in Fig. 79.20, indicate that the method is able to
recover the applied sinusoidal spectrum very well.

Building ontheseresults, testswere constructed that would
more closely match what one would expect in nature. The
pertinent values that are required for numerical simulation of
| CF capsulesarethetotal rmsand the modal dependency of the
overall spherical-harmonic spectrum. As such, several ex-
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ampleswere constructed using avariety of total roughnessand
spectral dependency. The applied perturbations took the form

_ . n Daof‘ﬁ ! Y, O
Rl_PO ZEZE /:22_'_1”1:2_{ é,m%

where n is the number of applied modes, g is the modal
dependence of the applied spectrum, and ag has been normal-
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Figure 79.19

Mode amplitudes of OPD determined through ray trace of targetswith inner-
ice surface perturbed with an individual sinusoidal mode. The amplitudes of
the applied perturbations were chosen to scale as 2000/m nm.
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Mode amplitudes of OPD determined through ray trace of targetswith inner-
ice surface perturbed with a spectrum of sinusoidal modes between mode m
=10and m=50. Thesolid curverepresentstheexact modal spectrumthat was
applied to the surface.
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ized to return the desired surface rms. The spectral amplitudes
were modified in the high-frequency range by applying a
Blackman filterl’ to avoid Gibb’sphenomenon behavior inthe
numerical reconstruction of the applied spectrum.

An important point to these calculations is the determina-
tion of a cutoff frequency above which any additional modes
make little contribution to the overall perturbation at stagna-
tionand, assuch, need not beresolved. Thiscutoff isgenerally
taken to be near mode 50. This cutoff comes from stability
arguments of target designs that assume monotonically de-
creasing perturbation spectra of the order of /=P at the begin-
ning of thedecel eration phase of theimplosion. For f=1.5, the
relative mode amplitudes at about mode 40 and beyond areone
to several orders of magnitude lower than the amplitudes of
mode numbers below 10. When Haan saturation effects!® are
considered, however, it can be shown that such a cutoff is
applicable for perturbation spectrathat are even flat (3=0) at
the onset of deceleration (see Appendix A). Therefore, our
analysis, while examining targets with perturbations using
modes 2 to 192, resolves only the modal region of the ice
roughness between modes 2 and 50.

Similar to the above sinusoidal perturbation tests, our first
test with spherical harmonics was to perform an analytical
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Figure 79.21

Evaluation of an analytical representation of aspherically perturbedinner ice
surface. The solid curve represents the exact modal spectrum applied to the
surface. The dashed curve is obtained by taking the FFT of the perturbed
radius and transforming the 1-D power spectrum into the 2-D power spec-
trum. Except for the high-frequency regime, the method can bevery accurate
in resolving the 2-D applied perturbation using 1-D data.

NUMERICAL INVESTIGATION OF CHARACTERIZATION OF THICK CRYOGENIC-FUEL LAYERS

check of the method. Knowing the analytic form of the pertur-
bati on spectrum placed on theinner icelayer, we could imme-
diately take the Fourier transform of the resulting perturbed
radius representing the inner target equator. This 1-D power
spectrum was then transformed to give back the applied 2-D
spectrum. The results of this case are shown in Fig. 79.21,
where it can be seen that the method gives very good recon-
struction of the applied spectrum except in the very high
frequency range. Herethe method experiencesslight troublein
reconstructing the spectrum. The numerical results here are
being strongly influenced by the unphysical termination of the
spectrum. The results of this test confirmed that a good ap-
proximation of the 2-D spectrum of theinner ice surface could
be obtained from ray-trace data that correctly maps a great
circle of the inner ice surface.

Wethen examined ray-traceteststhat spanned both therms
of the surface and the modal dependency of the spectrum. The
results of one of these tests are reported here. When the
spherical harmonics are applied, the amplitude of all m-com-
ponents of aparticular /-modeis assumed constant. Addition-
ally, abase-linetotal rmsvalue used hereisdefined to include
only the power in modes 10 to 50. Several examples, compar-
ing the numerically obtained modal amplitude spectrum with
the exact applied perturbation, are shown in Fig. 79.22. The
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Figure 79.22

Comparison of several ray-trace evaluations of an OMEGA cryogenic cap-
sule with a spherically perturbed inner ice surface. The thick solid curve
represents the exact modal spectrum applied to the inner surface. The other
curvesareobtained by averaging aset (six numerical ray traces) of 1-D power
spectra of perturbed OPD and then transforming that average into the 2-D
power spectrum. Each curve represents the resulting modal amplitudes
obtained at a separate orientation on the target. These orientations are given
in Table 79.11.
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capsule was perturbed with a full spectrum of modes from
¢ =2to ¢ =192. The baseline total rmswas set to be 0.25 um
with a spectral parameter 8 = —1.5. Four tests (Cases A-D)
were performed, representing the acquisition of data at differ-
ent spherical orientations on the capsule. Each case used six
acquired ray traces taken about the capsule to produce the
average 1-D power spectrum for the analysis. The spherical
orientations are given in Table 79.11. Examining Fig. 79.22, it
can be seen that each of the tests provides a very good
representation of the modal dependency of the applied pertur-
bation. Case B recovered 89% of the total rms defined from
modes 2 to 50, while Case C recovered only 73%. From these
results, it can be seen that the method provides good resol ution
of the perturbations on the inner ice surface.

Future Work

The method we have described will provide a detailed
analysis of the inner-ice-surface roughness; however, more
work must be performed to determine the sensitivity of the
method under avariety of physical constraints. Aberrationsin
the wavefront caused by the optical system have not been
included in the model so far. These can potentially be sub-
tracted from the target’s phase map by taking a phase map of
the wavefront passing though the interferometer without a
target present. The shot noise and finite resol ution of the CCD
array detector (i.e., their roleinlimiting the phase sensitivity of
theinterpolation routine) should al so beexamined. Finally, the
limitation that perturbations on the surfaces of the capsule
impose on the sensitivity of ice-surface measurements should
be examined.
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Appendix A

To determine the critical modesthat make up the perturbed
interface between the cold, dense fuel and the hot spark-plug
region, the RT growth that all modes experience during the
deceleration phasein an | CFimplosion must be examined. We
start by assuming amodal dependency between the modesthat
isof theform

-G
o, = B

Given the total surface perturbation oy,s, ONe can integrate
over the modes (from 2 to 500) to arrive at the constant C; as

—_Oms
“ 1
2 28

Lindl19 has shown that during decel eration any unsaturated
modes will grow roughly as

alin = (aﬁ)oen'
where
_ 2/
1 1+027¢°

Onecanseethat ny asymptotesquickly tothevalue  0+/10 (~ 3)

at about mode 20. As such, in the absence of saturation, all

modesabove20will grow roughly thesame. If oneassumesthe
initial perturbation spectrum to be comparableto theinitial ice
surface, the spectral parameter 8 can be set to be ~1.5. While
most of the modeswill grow the same, the final amplitudes of
modes greater than 40, as shown in Fig. 79.A1, arerelatively

Table 79.11: Orientation angles used in numerical ray-trace tests. Cases A and B represent scans at two orthogonal positions
on the sphere. Case C was chosen as a neutral position between A and B. Finally, Case D is for scans along the
optical axis proposed for the experimental characterization station at LLE.

Orientation Angles (6®)

Case Scan 1 Scan 2 Scan 3 Scan 4 Scan 5 Scan 6
A 90,0 90, 30 90, 60 90, 90 90, 120 90, 150
B 90, 90 60, 90 30, 90 0, 90 30, 180 90, 150
C 90,0 75, 30 60, 60 45, 90 60, 120 75, 150
D 72.28,0 72.28, 30 72.28, 60 72.28, 90 72.28, 120 72.28, 150
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very small. As such, these modes|end no significant contribu-
tion to the overall perturbation at stagnation; however, the
initial spectruminvolved must also include contributionsfrom
perturbationsfeeding through fromtheablation surface. These
perturbationswill add in quadrature with theicelayer, and the
resulting perturbation rms will probably no longer obey 8
=1.5.AsshowninFig. 79.A1, thefinal amplitude spectrum of
these perturbations increases monotonically with decreasing
B.Whileitishardto conceiveof Bever being negative, having
B approach zero must be considered.

Of course, as the spectral parameter does approach zero,
more power is shifted out of the low-order modes and into the
higher-frequency modes. These modeswill then become can-

= @
%_ 101 L I B N WL
() E = 3
3 ]
2 100 3
g F E
5 101 ¢ E
< E 3
% C ]
5 107
g 10—3 i Il L Il L Il L Il L Il ]
- 0 20 40 60 80 100
L egendre mode number
b
100 (®) ——TT

© J
% 80 -
E 60 s
= J
g ]
5 -

0 L T B Lo i

0.0 10 20
TCS5115 Spectral parameter 3
Figure 79.A1

(a) Final linear-growth-amplitude spectrum of perturbations with initial
amplitudes of the form o, = Cl/éﬁ. Here C1 has been normalized to give
1 umat ¢ =2 for all cases of B. (b) Saturation threshold (mode number) for
various cases of total aymsasafunction of the spectral parameter 3. Note that
for B> 1, only modes ¢ > 100 are candidates for saturation. As the initial
spectrum flattens and more power is shifted from lower mode numbersinto
higher ones, modes above ¢ = 20 can become candidates for saturation. As 3
falls below 1.0, saturation can be expected to play an increasing role in
determining the final perturbation spectrum at stagnation.
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didates for saturation. Haan has shown8 that, for a specific
mode, as the amplitude approaches its saturation amplitude

sa - 2RO
¢ TzZn

its RT growth undergoes a transition and stops growing expo-
nentially. The amplitude of this perturbation then grows lin-
early intime and is given by

I|n m

a, =aA ﬂ+lnga—%

Therefore, such modes will grow much slower than unsatur-
ated ones and will not contribute significantly to the overall
perturbation at stagnation.

A threshold for saturation can be calculated by comparing
the Haan saturation amplitude at a given radius to the given
perturbation rms at that point:

2R _ am _ an g
7e=4 (2r.+1)

2 (20 +12)

where /. isdefined asthemodal saturation threshold. Perform-
ing some algebra, assuming 2 ¢ >> 1, and defining

2

Cr= e

we have

(o= (RCZ)]/(:LS_B) .

Assuming R ~ 200 um, we can graph the saturation threshold
for avariety of initial perturbation rmsand spectral parameter
B. Such results are plotted over the spectral behavior in
Fig. 79.A1. Fromthisgraphit can be seenthat for 8 below 1.0,
saturation can be expected to play arole in determining the
perturbation spectrum at stagnation. For valuesof Sabove 1.0,
saturation nolonger aidsinlimitingthegrowth of modesbel ow
100; however, as was pointed out above, in this regime the
modal amplitudesfall off quickly with increasing mode num-
ber and, as such, will not contribute at stagnation.
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A fully integrated measure of the importance of the modal
spectrum can be attained by examining the mode number at
stagnation at which the integral of power up to that mode
represents 95% of the total perturbed power. A full stability
analysis was performed for avariety of spectral parameters 3
andinitial perturbation rmsto obtain such acutoff. Theresults,
showninFig. 79.A2, clearly show that, for expected values of
B (0.5 to 1.5), 95% of the total power resides in modes less
than 50. For values of 3 below 0.5, the cutoff mode number
does climb above 50, but it iswell contained below mode 100
for expected rms values.
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Figure 79.A2

Cutoff mode number at stagnation at which the integral of perturbed power
up to that mode represents 95% of the total perturbed power. For expected
values of total gyms (04 um) and B (0.5-1.5), 95% of the total power
resides in modes less than 50. For values of 3 below 0.5 the cutoff mode
number does climb above 50, but it is well contained below mode 100 for
expected rms values.
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Studies of Target Implosion Using K-Shell Absor ption
Spectroscopy of an Embedded Titanium Layer

In laser-imploded target studies, the measurement of shell
compression and uniformity is essential to understand target
performance. Previously we have used targets in which a
titanium-doped layer was incorporated into the target shell.
The doped layer provided a variety of diagnostic signatures
(absorption lines, K-edge absorption, Ka imaging) for deter-
mining the areal density and density profile of the shell around
peak compression.1= In this article we apply some of these
methods to demonstrate the improvement in target perfor-
mance when implementing SSD8 (smoothing by spectral dis-
persion). In particular, we study slow-rising laser pulses (for
low-adiabat implosions), wheretheeffect of SSD smoothingis
more pronounced. In addition, weintroduce anew method for
studying the uniformity of imploded shells: using a recently
developed® pinhole-array x-ray spectrometer we obtain core
images at energies below and above the K-edge energy of
titanium. The nonuniformity of such images depends on the
nonuniformity of both the emitting core and the absorbing
shell; however, theratio between theimages above and bel ow
the K edge essentially depends on the nonuniformity of the
shell alone. Finally, we compare the results with those of 1-D
LILAC simulations, as well as 2-D ORCHID simulations,

which alow for the imprinting of laser nonuniformity on the
target. The experimental results are replicated much better by
ORCHID than by LILAC.

Areal-Density M easur ement Using K-Shell Absor ption
To demonstratethe effect of SSD on target performancewe
chose two pairs of laser shots from two different series; for
each pair all conditions were nearly identical except for the
presenceof SSD. Thetarget and laser conditionsfor these shots
arelisted on thefirst four lines of Table 79.111. The two target
shotswith SSD arealmostidentical asarethetwo shotswithout
SSD and they can be used interchangeably. The pul se shapein
these four shots was the 2.5-ns, slow-rising pulse shape
ALPHA306: starting with a flat, 0.5-ns foot at 2.5% of the
peak, followed by a 1.1 ns of a slowly rising ramp, then a
0.2nsof afaster-rising ramp, it finally reachesa0.7-nsflat top.
This pulse has been shown to place the colder part of the shell
during the laser irradiation of typical CH shells on an adiabat
of a~3.Itisparticularly suitablefor studying theeffect of SSD
smoothing on reducing imprinting becausefaster-rising pul ses
cause early decoupling of laser and shell, which reduces the
imprint even without SSD. All four targets were voided, to

Table 79.111: Experimental parameters for the laser shots discussed in this article. The first four shots demonstrate improvement in
performance due to SSD; the fifth shot is discussed in the last section of this article. All shots had a Ti-doped layer
embedded in the shell (atom concentration of Ti is given in brackets). ALFA306 is a slow-rising, 2.5-ns pulse shape.

Shot Inner Inner CH(Ti) Outer Total Fill gas | 2-D SSD Pulse L aser
No. radius CD layer CH shell (atm) bandwidth shape energy
(L) layer (1) layer | thickness A (kJ)
(4m) (1) (4m)
13151 | 4445 58 |[4.8 (4%) 14.3 24.9 void 125x 1.65| ALFA306 21.0
13152 | 445.0 57 |[5.1 (4%) 14.3 251 void - ALFA306 21.7
13936 | 4485 50 [5.7 (4.3%) 15.7 26.4 void 128x 1.7 ALFA306 195
13939 | 4425 50 |5.7 (4.3%) 15.7 26.4 void - ALFA306 22.6
15156 | 4385 0.8 |2.6 (6.2%) 16.6 20.0 DD (3) | 1.26 x 1.76 | 1-ns square 26.2
LLE Review, \Volume 79 139
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resemble the implosion of future cryogenic targets. The struc-
ture of the targets was chosen so that the doped layer would
become nearly identical with the cold layer at peak compres-
sion. The thickness of the overcoat CH layer was chosen so as
to be ablated away during the laser pulse; indeed, the laser
burned through it toward the end of the pulse. Theinner layer
was thick enough to constitute the hot, compressed core. This
conclusion is based on the observation of Ti plasma lines
emitted at thecenter of thetarget. Inthelast sectionwedescribe
measurementsof shell nonuniformity obtained with adifferent
pulse shape: a 1-ns square pulse.

Thex-ray spectrawererecorded by aspace-resolving, time-
integrating spectrograph and a streak spectrograph. The first
spectrograph used a Ge(111) crystal and a 25-um-wide spa-
tially resolving slit. The continuum core emission was clearly
visible above the much-weaker radiation of larger extent from
the interaction region (see Fig. 4 in Ref. 3; aso, Fig. 79.28
below); thus, for measuring the absorption of core radiation
within the shell, the radiation from the interaction region can
beeasily subtracted. Thecrystal calibration curve(seeFig.4in
Ref. 1) isrelatively flat in the 3- to 6-keV region. The streak
spectrograph used a RbAP crystal with theimage recorded on
film. The sensitivity of the film is determined with a density
wedge developed simultaneously with the data; however,
because the photocathode is not uniformly sensitive acrossits
surface, we used the streak data to monitor the temporal
changes but the areal-density determinations relied on the
time-integrated spectra. Thispoint isfurther discussed bel ow.

1017
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Figure 79.23

Comparison of spectrafrom two shots (conditionslistedin Table 79.111). The
main difference is the larger drop above the K edge of Ti (around ~ 5 keV)
due to SSD smoothing, indicating a higher cold-shell areal density.

Figure 79.23 shows a comparison of the calibrated, time-
integrated spectra from shots 13151 and 13152. Figure 79.24
shows lineouts through the streak spectrum for shot 13152 at
three different times; the streak spectra for shot 13151 are
qualitatively similar. The upper spectrumisemitted during the
laser irradiation, and the lower two spectra are emitted at two
instances during the compression; the complete record shows
that when the laser irradiation terminates, the x-ray emission
falls and then rises again during compression. For clarity, the
upper curveinFig. 79.24 wasraised by 30. Figure79.24 clearly
showsthat thelinesof highly ionized Ti ionsareemitted during
the laser irradiation; their large width (in both Figs. 79.23 and
79.24) isdueto source broadening, corresponding to emission
from the laser-interaction region. Thisisalso evident from the
spatialy resolved spectra (e.g., see Fig. 79.28 below). Fig-
ure 79.23 shows a higher intensity of these Ti lineswhen SSD
was not implemented. This is consistent with the results of
burnthrough experiments’ that show a faster burnthrough
when SSD is absent, due to a higher level of laser imprint.

Turning to the core emission, we see that continuum radia-
tion from the imploded core (formed by the inner layer of the
shell) is absorbed when traversing the cold titanium-doped
layer. Two types of absorption are evident: 1s-2| absorption
lines in Ti ions with successive L-shell vacancies (around
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Figure 79.24

Lineouts through the streak spectrum at three different times. The upper
spectrum is emitted during the laser irradiation, the lower two spectra at
different instances during the compression. Ti lines are seen to be emitted
during the laser irradiation. The absorption lines and K-edge absorption are
seen to occur simultaneously. For clarity the upper curve was raised by 30.
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4.6keV) and Ti K-edgeabsorption (at ~5 keV). We show inthe
next sectionthat thelinesareabsorbedinalayer of temperature
in the range of ~200 to ~400 eV surrounding the core (the
“cool” shell layer), whereas the radiation above the Ti K edge
is absorbed in a colder layer of temperature in the range of
~150 to ~220 eV surrounding the former layer (the “cold”
shell layer).

Thedrop inintensity acrossthe Ti K edge yields the areal
density of thetitanium alone, using standard tables of absorp-
tion in titanium foils; calculations® show that at higher tem-
peratures, when M- and L-shell electrons are successively
removed, the K edge shifts to higher energies but at a given
energy above the edge the absorption hardly changes with
ionization. Theintensity ratio R¢ =1 (<Ex)/1(> Ex ), where
< Ex means an energy just below and > Ex just above the
Ti K edge, is related to the difference in opacity
AT =1(>Eg ) -T(<Ex): R¢ =exp(Ar). More precisely, this
value is used as an initial guess in calculating the spectrum
above the K edge beforeits absorption and adjusting it to join
smoothly the measured spectrum below the K edge (seeFig. 6
in Ref. 1). For shot 13151 (with SSD) the Ti areal density is
found to be 1.7 mg/cm?, and for shot 13152 (without SSD) it
is 0.78 mg/cm2. Knowing the Ti concentration, the areal
density of the cold doped layer is found to be 7.3 mg/cm? and
3.4 mg/cm?, respectively. These values of pAR were obtained
from the time-integrated spectra because of their higher spec-
tral resolution as compared with the streak-spectra data; how-
ever, the streak data provide additional support for these
results. During the time when the core emission isintense, the
absorption seenin the streak data does not change appreciably
sothat the peak pAR does not exceed the average pAR by more
than a factor of ~1.3. It should be noted that the background
continuum emitted by the laser-interaction region is distinct
from the core continuum in both time and space. Thus, in
determining the continuum absorption the background can be
removed through either time resolution or space resolution
(see Fig. 4in Ref. 3).

In addition to the K-edge absorption, the absorption lines
around 4.6 keV yieldtheareal density of thecool region. Using
the method explained in Ref. 9 and used in Ref. 1, we derive
~3.5 mg/cm? for the pAR of that region. Thetotal areal density
of the doped layer is the sum of the pAR derived from the
K-edge absorption and the pAR derived from the absorption
lines since, as Fig. 79.24 shows, the two absor ptions for the
most part occur simultaneously. Thus, thetotal areal density of
the doped layer with and without SSD becomes 10.8 mg/cm?
and 6.9 mg/cm?, respectively. Applying a correction derived
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from the streak spectra, the peak pAR values are ~14 mg/cm?
and 9 mg/cm?, respectively. The uncertainty in these values
is +25%.

Figure 79.23 shows that, whereas the K-edge jump differs
appreciably for the two spectra, the line absorption as well as
the core continuum emission is very similar. The two are
related because the lines are absorbed on the fringes of the hot
core; thus, the energy dumped into the core depends more on
the absorbed laser energy and lesson theirradiation uniformity.

The total areal density of the compressed shell can be
obtained approximately by multiplying the measured pAR of
the doped layer by afactor Q = (PAR)q unablated! (IPAR)o,doped:
where (0AR)o, unablated IS the areal density of the part of the
shell that is not ablated (i.e., is imploded) and (PAR)q goped
is the areal density of the doped layer, both in the initial
target. The former is known from burnthrough experiments.’
To demonstrate the validity of this procedure we show in
Fig. 79.25(a) the LILAC-calculated ratio R = pAR(shell)/
PAR(doped layer) asafunction of timefor various separations
Sof thedoped layer fromtheinner shell surface (intheoriginal
target). For each curve the target isthat of shot 13151, except
that Swas assigned a different value in each case. The calcu-
lated shell pAR is also shown (the peak pAR is ~0.5 glcm?).
During the first 3 ns of the pulsetheratio R decreases because
of ablation but during the following compression, especially
for S~ 1 um, it changes only slightly. Since an outer layer of
about 13 umisablated in shot 13151, thevalueof Qis~2.5; as
Fig. 79.25(a) shows, when S~ 1 um, this value, when multi-
plied by the measured doped-layer pAR, would yield the
correct total shell pAR at peak compression. Thus, for targets
with S < 1 um the procedure would overestimate the total
shell pAR, whereasfor S> 1 umit would underestimateit. We
further calculate R by a model that assumes a constant-
density shell that converges radially without compression.
Figure 79.25(b) shows the results as a function of the com-
pression ratio; the various curves correspond to the curves of
Fig. 79.25(a). The initia target in Fig. 79.25(b) is a 12-um-
thick shell, which corresponds to the unablated target in shot
13151. As seen, the corresponding curves in the two figures
are very similar, even though the pAR values in the incom-
pressible model are much smaller than in the LILAC calcula-
tions. This indicates that the procedure is insensitive to the
details of the implosion.

The separation of the doped layer in the targets listed in

Table 79.111 islarger than the optimal; thus, this method will
underestimate the total shell pAR by about afactor of 2. Since

141



SrupiEs oF TARGET IMPLOSION UsSING K-SHELL ABSORPTION SPECTROSCOPY OF AN EMBEDDED TiTANIUM LAYER

@ (b)

6 T T T T T T T T
% 5| LILAC sum_ | Model 5 um
% : \“ -
g 4t {ame] 3um——
S : \
% SE 1pum—= B 1um .
J L — om—s | 0um .
C<‘1: PAR (arbitrary units) -
< 0 Le=mmmms - ! ! ! ! ! ! !

3.0 31 32 33 34 35

£a92 Time (ns)

0 10 20 30 40 50
Compression ratio

Figure 79.25

Thecalculated ratio R= pAR(shell)/ pAR(doped | ayer) for various separations Sof the doped layer from theinner shell surface (intheoriginal target). (a) LILAC-
calculated Rasafunction of time; the curvescorrespond to shot 13151 except that Sisdifferent for each curve. Thecal culated shell pARisal so shown. (b) Model -
calculated R as function of compression ratio; the initial target is assumed to correspond to shot 13151 after the ablation (of 13 um CH) has been completed.

thevalueof Qis~2.5for theshotsof Fig. 79.23 and accounting
for thisfactor-of-2 underestimate, the total shell pARisfound
to be 70 mg/cm? for shot 13151 and 45 mg/cm? for shot 13152.
The peak shell pAR simulated by the 1-D code LILAC is
~500 mg/cm?. Thisvalueis higher by afactor of ~7 than what
was measured on shot 13151 (with SSD) and by afactor of ~11
on shot 13152 (without SSD). On the other hand, ORCHID
simulations yield a peak total pAR of ~100 mg/cm?, which is
much closer to the experimental value. Further comparisons
between the experimental results and code simulations are
given below.

The areal-density values obtained above assume auniform
PAR over the shell surface. For a shell with modulations in
PAR, the value pARy, measured by opacity will always under-
estimate the average <pAR> because low-opacity regions
have more weight in an integral opacity measurement. For
example, if we assume that a fraction o of the shell area
consists of radial holes (i.e., opacity T = 0) and the rest has a
constant opacity 7, wefind

PORy /(POR) = —In[a +(1-a)exp(-7)] /(1-a), (1)

which is always less than 1. Also, it can be shown that for a
given measured opacity 1y, therelation a < exp(—r M) holds.
In Fig. 79.23 the opacity of the absorption lines reaches the
value 1.6 fromwhichit followsthat a < 0.2. Inthelast section
we describe amethod for actually measuring the modulations
in the areal density of the shell.
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The Temperature of the Compressed Shell

The temperature of the shell at peak compression is an
additional important parameter characterizing the implosion.
We first use the absorption lines in Fig. 79.23 to deduce the
temperature of the cool layer. These absorption lines each
correspond to a Ti ion with an increasing number of L-shell
vacancies; thus, the intensity distribution within the absorp-
tion-lines manifold correspondsto adistribution of ionization
statesfrom Ti+13to Ti*20. Thisdistribution depends mostly on
thetemperature but al so on the density. We use the collisional -
radiative code POPION0 to calculate the distribution of Ti
ionization states as a function of temperature and density (for
the experimental case of a 6% atom concentration of Ti in
CH). Figure 79.26 shows as an exampl e the average charge Z
of Ti ionsasafunction of temperature for two density values:
1 g/lem?3 and 10 g/cm3. As shown later, the shell density at
peak compression is found to be within this range. POPION
calculations show that for densities within this range, the
measured absorption-line intensity distribution indicates a
temperature in the range ~250 to ~350 eV. Additionally, the
absorption-line intensity distribution is actually wider than
that calculated for any single temperature, indicating absorp-
tion over atemperature gradient. Including thiseffect, thetotal
range of possible temperatures indicated by the absorption
linesis ~200 to ~400 eV.

We next turnto the determination of the col d-shell tempera-

ture. Unlike the cool layer where absorption lines are formed,
no absorptionlinesareavail ablefor measuring thetemperature
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of the cold shell (where there are no L-shell vacancies into
which absorption can take place). Instead, we can use the
fluorescent Ka lines that are emitted following photoioniza-
tion of K-shell electrons. To observe these lines more readily
we use an off-center view that misses the core emission. We
show in Fig. 79.27 the spectrum for shot 13151 in two views:
through the center of the target and off the center. Indeed, the
off-center view revealsafluorescent K a lineemitted by F-like
ions, coinciding in energy with the lowest-energy, F-like
absorption feature. In the axial view this fluorescence cannot
be seen because of the overlapping absorption at the same
energy. For acolder shell theK a linewould appear at aslightly
lower-energy position, indicating ionization of M-shell but not
of L-shell electrons (the lowest-energy, or cold, Ka lineis at
4.508 keV). In that case the Ka line would appear evenin the
axial view, not being subject to absorption, ashasbeenthe case
in thicker-shell implosions.3 The F-like Ka line is emitted
following theK-shell photoi onization of theNe-likeions; thus,
the bulk of the cold layer isin the closed-shell, Ne-like state;
however, the width of the Ka line indicates that a smaller
fraction of the Ti ions may bein lower ionizations. Using this
result and POPION calculations we estimate the temperature
of thecold shell as T ~150t0 ~250 eV. For shot 13152 (without
SSD) the cold-shell temperature is essentially the same.

It should be noted that in addition to the Ka line emitted in
the cold shell, fluorescent Ka lines corresponding to each of
theabsorptionlinesof Fig. 79.27 should also be emitted within
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Figure 79.26

TheaveragechargeZ of Tiionsascal culated by the collisional-radiative code
POPION. It isassumed that thetitanium formsa4% mixture (by atom) in CH.

Srubies oF TARGET IMPLOSION USING K-SHELL ABSORPTION SPECTROSCOPY OF AN EMBEDDED TiTANIUM LAYER

thecool layer. They cannot be seenin the spectrum becausethe
PAR associated with each species having L-shell vacanciesis
only a fraction of the total cool-shell pAR, which in turn is
smaller than the cold-shell pAR.

The position of the K edge can in principle provide an
additional signature of the cold-shell temperature because for
successiveionizationsthe K edge shiftsto higher energies(see
Fig. 72.8 in Ref. 2). For Ne-like Ti ions the K-edge shift is
~300 eV. This shift, however, is calculated for an isolated ion;
at high densities the K edge shifts to lower energies due to
interaction with neighboring ions. Using the model of Stewart
and Pyatt,11 assuming T ~ 200 eV and a density that changes
over therange of 1 to 10 times solid density, the K edge of Ne-
like Ti should shift toward lower energies by ~120 to
~300 eV; thus, the two effects partly cancel each other.
Indeed, no significant K-edge shift is seen in Fig. 79.23.
Accordingly, the K-edge shift isnot avery useful diagnostic of
shell temperature.

Ka Imaging of the Cold Shell

Previously we have shown that K a emission constitutes an
image of thecold shell around thetimeof peak compression.3°
Using this method we show here that shell compression im-
proves with the implementation of SSD. In Ref. 5 a pinhole-
array spectrometer wasused to obtai ntwo-dimensional images,
whereas here a slit spectrograph is used to obtain essentially
one-dimensional images; for shaped-pul seimplosionsthecore
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Figure 79.27

Determination of the cold-shell temperature through the fluorescing Ka
lines. Only aview off the target center clearly showsthefluorescing line; its
state of ionization (F-like Ti) indicates a cold-shell temperature of ~200 eV.
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images are typically too weak to obtain high-quality images
with the former instrument. In Fig. 79.28 we show part of the
image obtained with the spatially resolving spectrograph, on
two comparabl e shots, with and without SSD. Thedlit provides
one-dimensional resolution in the vertical direction. In addi-
tion, thecrystal provideslow spatial resolutioninthedirection
of dispersion (dueto the Bragg'slaw); thus, the emission of Ti
lines caused by burnthrough, because of their large extent,
appears as two-dimensional images. This is important for
separating K a emission pumped by coronal radiationtraveling
inward during laser irradiation from K a emission pumped by
coreradiationtraveling outward during peak compression (K a
lines can only be emitted following pumping by a source
located in a hotter region). The images of the Ti Hea line and
its nearby satellites are elliptically shaped because thereisno
magnification inthedirection of dispersion, whereas magnifi-
cationintheperpendicular directionisprovided by thedlit. As
in the spectraof Fig. 79.23, we see amuch higher intensity of
burnthrough radiation (e.g., the Ti Hea lines) in the no-SSD
case, indicating afaster (and thus deeper) burnthrough due to
instability growth. In fact, the Ti Hea line and its satellites
appear asthree limb-effect ringsin the upper spectrum but are
totally saturated in the lower spectrum. The lower spectrum
also shows ring images of shifted Ka linesin the range of 4.6
to4.7keV. Their sizeisslightly smaller than that of the Ti Hea
rings, indicating that they are pumped by radiation from the
burnthrough region during the laser irradiation (see Fig. 75.30

TiKa
13936 AESO.I‘PU En li _n‘
with SSD
13939
no SSD
45 4.6 47 4.8

Eoion Photon energy (keV)

Figure 79.28

Effect of SSD asevidenced by x-ray spectra. A slit providesone-dimensional
spatial resolution in the vertical direction; the crystal provides alow spatial
resolution in the dispersion direction. Low-temperature Ka line (at
~4.52 keV) is pumped by core radiation; higher-temperature Ka lines (4.6
t0 4.7 keV) are pumped by burnthrough to the Ti-doped layer.
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in Ref. 12 and discussion thereof). The species emitting these
linesare of relatively highionization (e.g., B-like and Be-like
Ti), indicating that radiation emitted during the burnthrough
preheatstheouter layer of thecold shell, ahead of theheat front,
to ~300 to ~600 eV. These ring images show that the acceler-
ating shell does maintain its integrity with no large-scale
breakup seen. Such images can be used to study the uniformity
of the accelerating shell. Asin these target shots, the doping
level can be made low enough so as not to greatly modify the
behavior of the target and the doped layer can be placed deep
enough that a burnthrough occurs at the end of the laser pulse.
Inthisway theradiationfromthedopedlayer doesnotinterfere
with the laser interaction and acceleration that occur earlier.
The radiation from the burnthrough thus provides a “ flash”

photography of the shell at the end of the accel eration phase.

In addition to these emission rings of Ka lines, a much
stronger Ka line seen at ~4.52 keV (similar to that in
Fig. 79.27) isemitted around the coreand isclearly pumped by
core radiation. The Ka lines are difficult to see in the streak
spectra (which would further prove this point) because the
integration over the target volume precludes an off-center
view; on the other hand, the emission of the cold Ko line at
peak compression was previously observed in streak data®
because, as explained above, it is not absorbed in the shell.
Also, related simulations described in Ref. 12 (Fig. 75.30)
strongly support thisconclusion. Thetemperatureindicated by
this feature has been estimated above to be ~150 to ~250 eV.
Thus, the outer part of the doped layer is heated by the laser
burnthrough to a temperature >1 keV (sufficient to excite
Ti*20 and Ti*2! lines); radiation from this heated region flows
inward and causes heating of additional material to ~300 to
~600 eV, all of which isablated. The bulk of the doped layer,
however, remains colder and implodes, reaching temperatures
of ~150t0~250¢€V at peak compression. It should benoted that
most of theradiativepreheatingiscaused by sub-keV radiation
whose range is smaller than the areal density of the initially
~5-um-thick doped layer. Vertical lineouts through the Ka
featureat ~4.52 keV have been Abel inverted,13 separately for
the two branches above and bel ow the coreimage. Theresults
(Fig. 79.29) clearly show that SSD smoothing resultsinboth a
higher convergence and a higher shell compression. Thisis
consistent with the conclusion from Fig. 79.23 that SSD
smoothing leads to a higher shell pAR.

The Ka profilesin Fig. 79.29 can be converted to density
profilesby requiring that theintegral of thenormalized profiles
yieldsthe measured pAR of the doped layer. Using this proce-
dure we obtain peak density of ~1.2 g/cms3 for shot 13936 and
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~0.5 g/cm3 for shot 13939. These values underestimate the
density because time integration broadens the Ka spatial
profiles. On the other hand, if the opacity abovethe K edgeis
much larger than 1, the Ka profile will be narrower than the
density profile because of depletion of the pumping radiation;
thisis not the case in the present results.

1-D LILAC and 2-D ORCHID Simulations

Theshotslistedin Table 79.111 weresimul ated with both the
1-D code LILAC and the 2-D code ORCHID. Present low-
adiabat, shaped-pulse implosions perform below 1-D predic-
tions(evenwith SSD),14 and their replicationisastringent test
for 2-D simulations. A particularly sensitive parameter charac-
terizing target performance is the density profile of the cold
shell around peak compression. As explained above, this
density profileisdetermined by normalizingtheTi K a fluores-
cenceprofiles(Fig. 79.29) tothe shell pAR asmeasured by the
K-edge absorption and the 1s-2I absorption lines. These pro-
files correspond to the part of the shell that is both doped and
cold. Asnoted above, thetarget parameterswere chosen so that
all of the cold shell at peak compression would be doped so the
Ka profilewould correspond to the entire cold shell. Sincewe
observe burnthrough of the laser into the doped layer (see
Figs. 79.23 and 79.28), we can safely assume that none of the
CH overcoat is cold during the compression. In Fig. 79.28, in
addition to the ring-shaped images of the Ti Hea line at
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4.75keV (and itsnearby satellites), astrong emission of these
lines is also seen at the center of the target. To see this more
clearly, we show in Fig. 79.30 the spatial profile of the
calibrated intensity at the energy of the Ti Hea line, and at a
nearby energy of the continuum; comparing the two lineouts
clearly indicates a strong central emission of the Ti Hea line.
Thus, theinner part of the doped layer must be part of the hot
core, and the cold part of the shell contains only doped
material. If theshell becomeshighly distorted during either the
acceleration or the deceleration, some of the Ti Hea emission
may be due to mixing; in this case, some of the cold material
will be undoped and the measured pAR through Ti absorption
will underestimate the true cold-shell pAR.

ORCHID simulations include the imprint of laser
nonuniformity. For each beam, the known mode spectrum due
to the phase plates was used, and modes up to ¢ = 300 were
added with random relative phases. The effect of multiple-
beam overlapwascal cul ated separatel y and accounted for. The
effect of SSD was simulated by randomly reversing the phase
of the laser modes at intervals equal to the coherence time
(which is inversely proportional to the bandwidth and de-
creaseswith increasing mode number). Figure 79.31(a) shows
typical profiles, azimuthally averaged, at peak compression;
the averaged temperature was weighted by the density. A hot
core is seen to be surrounded by a dense, colder layer. Before
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Figure 79.29

Abel inversion of image lineouts (from Fig. 79.28) at the F-likeKa line. The
curves delineate the position and thickness of the cold shell around the time
of peak compression. Higher convergence and compression due to SSD
smoothing are evident.

Figure 79.30

Spatial profile of the intensity at the energy of the Ti Hea line and at a
nearby energy of the continuum (shot 13936) showing central emission of the
line. Thisdemonstratesthat the cold shell around peak compression, detected
by absorption, is mostly titanium doped.
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comparing the ORCHI D resultsto the experiment we notethat
the Ti Ka emission measures only the cold part of the shell.
More specifically, the Ka line was shown in Fig. 79.27 to be
emitted by neon-like and possibly lower ionizations. Thus, the
density profile measured by the Ka line fluorescence refers
only to that part of thetotal density that iscold enough to have
achargestateZ<12. Tocomparethe ORCHID density profiles
to the experiment we multiply the former by the fraction of Ti
ions in charge states Z < 12, calculated by the collisional-
radiative POPION code.10 For the most part, the Ti in these
calculationsisin the neon-like state with only asmall contri-
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Figure 79.31

(a) Azimuthally averaged density and electron temperature profiles at peak
compression calculated by ORCHID for shot 13936 (with SSD). (b) Density
profiles of the cold shell for shot 13936. The 1-D LILAC profile shownis at
peak compression. Three typical 2-D ORCHID profiles during different
times of the compression are also shown. Using such profiles, the time-
averaged density profile was obtained, weighted by the core intensity. The
experimental time-integrated cold-shell density profile was obtained from
the Ti Ka image.
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bution from lower ionizations. In Fig. 79.31(b) we show
typical cold-shell density profilesobtained in thisway at three
timesaround peak compression. Finally, to allow for compari-
son with the time-integrated Ka profiles, we calculate the
time-averaged ORCHID density profile. We note that the Ka
lineintensity is proportional to the intensity of pumping core
radiation (in addition to being proportional to the cold-shell
PAR or, after Abel inverting, to p). Therefore, the average
density profile was obtained by weighting the instantaneous
density profilesby the coreintensity just below the Ti K edge,
obtained from the streak spectrograph data. Good agreementis
seen in both the shape and absolute magnitude of the two
density profiles: the time-averaged ORCHID profile and the
profile measured through the Ti K a fluorescence. On the other
hand, the 1-D code LILAC shows a much narrower profile of
vastly higher density (most of the sharp density peak in that
profile is cold and should have been measured by the Ka
profilein a 1-D implosion).

In spite of the inherent inaccuraciesin both the experiment
and simulations, Fig. 79.31 shows that the cold-shell imaging
diagnostics employed here provides a sensitive signature for
testing the performance of 2-D codes in simulating unstable
implosions. Further comparisons of measured and ORCHID-
cal culated modul ationsin compressed-shell pAR are underway.

M easur ement of Shell pAR Modulation Through
K-Edge Imaging

In addition to the integra measurements of shell pAR
described above, we introduce a new method for imaging the
shell pAR at peak compression, effectively using the core
radiation as a backlighter for the shell. Such images are the
final product of shell deformation due to the Rayleigh—Taylor
instability and the Bell-Plesset effect and are thus of great
interest in laser-fusion studies. Spatial modulations in a core
image viewed through an absorbing shell depend on both the
modulations in core emission as well as the modulations in
shell pAR. To isolate thelatter, we use targets with a Ti-doped
layer embedded within the shell and take the ratio of animage
Ik just below the Ti K edge (at 4.96 keV) and an image |.¢
just above it. Since the absorption .k above the K edge is
much higher (by a factor of ~9.5) than the absorption pik
below it, the pAR image can be obtained through

PAR=In(lo )/ 15k /(Hsk = Mk )- @)
The method relies on the fact that the emitted continuum

intensity (before absorption) changes very little between the
two images. Thethickness and doping level of the doped layer
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can be conveniently adjusted to result in an opacity pAR pik
~1to2

A particularly convenient way of obtaining such imagesis
by employing the recently devel oped pinhole-array spectrom-
eter.5 Several hundred narrow-bandwidth imagesin the range
of ~4to ~7 keV are obtained at ~10-eV energy shifts between
adjacent images. Thisdeviceis particularly useful for K-edge
imaging because monochromatic images provide high sensi-
tivity to pAR modulations; aso, the large number of images
obtained closeto either side of theK edge enablesanimproved
noise analysis and consistency checks.

As afirst test of the proposed method we applied it to an
implosion (shot 15156) using a 1-ns square laser pulse. This
choice was made because fast-rising pulses produce more-
intensecoreradiation. Thetarget andlaser conditionsarelisted
on the last line in Table 79.111. We use a pinhole-array spec-
trometer with 10-um holes, giving a spatial resolution of
~16 pum. Figure 79.32 shows part of theimage around the Ti K
edge (4.964 keV); the crystal dispersion is in the horizontal
direction. Each image is a monochromatic image of the core
(of ~100-um diameter), at a slightly different energy. In the
vertical direction successive images are at energies separated
by ~10 eV; in the horizontal (dispersion) direction the separa-
tion is ~100 eV. The energy bandwidth for each image is
~5 eV.5 The six images on the |eft [Fig. 79.32(a)] are at ener-

(a) Below the Ti K edge (b) AbovetheTi K edge

E9930

Figure 79.32

Sample of time-integrated monochromatic images of the core radiation
obtained with apinhole-array spectrometer, at energies(a) below thetitanium
K edge and (b) above the titanium K edge.
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gies just below the Ti K edge; the six images on the right
[Fig. 79.32(b)] arejust above the edge. The emission from the
laser-interaction region is not seen in these images because,
unlikethe shotsshownin Figs. 79.23 and 79.27, there hasbeen
no burnthrough to the Ti-doped layer in shot 15156. This is
because of thethicker CH overlayer and the shorter laser pulse
in this shot. Theimages below the K edge show structure on a
scalelength of about 20to 30 um. TheimagesabovetheK edge
show asimilar structure. As explained, the structureinimages
below the edge is caused by nonuniformities in the core
emission; the structure in the images above the edge reflects
those same nonuniformities, plus any nonuniformities in the
PAR of the absorbing shell. The purpose of the anaysis
described hereisto separate the two sourcesof nonuniformity.
To that end we perform 2-D Fourier analysis of theimagesin
optical-density units and azimuthally average the results. In
most other shots under similar conditionsthe core emissionis
more uniform; however, this shot was chosen to test the
method's capability. The imagesin Fig. 79.32 are in optical-
depth units[i.e., OD ~In(l), wheretheintensity | was deduced
from the DEF-film density]. First, we must obtain the spatial
spectrum of the noise (both in the images and in the film); to
that end we subtract the Fourier spectra of two coreimages at
energies below the K edge. Since the gross structurein all the
images just below the K edge is the same, the difference
between such imagesis caused only by the noise. Figure 79.33
shows the noise spectrum (thin solid line) thus obtained as an
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Figure 79.33

The azimuthally averaged Fourier amplitude of the measured optical depth
versus spatial frequency for (&) the noise in the images below the K edge
(thin solid line), (b) the film noise taken in an area between the images
(dashed line), and (c) the modulations in pAR of the titanium-doped layer
(thick solid line).
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azimuthally averaged Fourier amplitudeof optical-depth modu-
lations versus spatia frequencies, using two of the images
shown in Fig. 79.32(a); the results of using different image
pairs from the same figure are very similar. The maximum
spatial frequency corresponds to the spatial resolution of
~16 pum. Next we deduce the spectrum of film noise by
analyzing in the same way a region on the film between the
images, of equal areato that of the images; the dashed linein
Fig. 79.33 shows the results. Finally, we derive the modula-
tionsin shell pAR by analyzing the differencein optical depth
between two images at energies below and above the K edge.
The spectrum of this difference, shown by the thick solid line
inFig. 79.33, containsnoise plus modul ationsin the opacity of
the titanium-doped layer. As seen in Eq. (2), the modulations
in optical depth are proportional to the areal-density modula-
tionsof thedoped layer. ThethreecurvesinFig. 79.33 arevery
close for spatial frequencies above ~10 mm~ or wavelengths
shorter than 100 pum (the latter being about equal to the core
size), indicating that the film noise accounts for all the modu-
lationsin theimages; thus, there are no measured modulations
intheshell areal density abovethenoiselevel for wavelengths
between ~16 and ~100 um. The sensitivity of this measure-
ment was estimated using the noise spectrum obtained above.
Assuming that modulations of the shell pAR are contained in
the region of wavelengths from 10 to 80 um, the o;,,s ampli-
tude of the layer modulations must be more than athird of its
thicknessto become distinguishable from the noise. Thus, this
analysis does not show modulations exceeding ~30% in the
PARof thedoped layer, of wavel engthslonger than~16 umand
smaller than ~100 um. We attribute this to the fast-rising
square laser pulse, which reduces laser imprint and thus target
distortions. Slower-rising pul seshapes(suchastheALPHA306
pulseusedtoobtain Fig. 79.23 data) areknownto produceless-
stable implosions, but the core intensity in such target shots
was insufficient to perform meaningful analysis with this
method. Infuture experimentsweplantoincreasethe sensitiv-
ity of the measurement by replacing the diffracting crystal in
the pinhole-array spectrometer with filters for sampling the
spectrum below and above the Ti K edge. The loss in spectral
definition can be partly offset by accounting for the spectrum,
independently measured from a target without a doped layer.
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Experimental | nvestigation of Smoothing by Spectral Dispersion

In the direct-drive approach to inertial confinement fusion
(ICF), capsules are irradiated directly by a large number of
symmetrically arranged laser beams.2:2 Nonuniformities in
the laser irradiation may seed the Rayleigh-Taylor hydrody-
namic instability, which degrades target performance;3 there-
fore, acombinati on of beam-smoothing techniquesisempl oyed
to achieve the high irradiation uniformity required for direct-
drive laser-fusion experiments. These techniques, which in-
clude two-dimensional smoothing by spectral dispersion (2-D
SSD),46 distributed phase plates (DPP's),’8 polarization
smoothing (DPR’s),%11 and multiple-beam overlap, will also
be implemented on the 1.8-MJ, 351-nm, 192-beam National
Ignition Facility (NIF),12 which is currently under construc-
tion at the Lawrence Livermore National Laboratory. Direct-
drive laser fusion requires a high degree of laser-irradiation
uniformity on target: the rms irradiation nonuniformity must
be below 1% when the laser intensity has been averaged over
afew hundred picoseconds.2®

Characterization of the laser-irradiation nonuniformity is
essential for ICF research since the efficiency with which the
nonuniformities in the laser-irradiation imprint target mass
perturbations (i.e., laser imprint) depends on the early-time
intensity history and the spatial wavelength of the
nonuniformity.13 The strategy of 2-D SSD with phase plates,
which is the preferred mechanism for reducing laser-beam
irradiation nonuniformity inglasslasers, istovary theinterfer-
ence (speckle) pattern of the phase plate on atime scalethat is
short compared to the characteristic hydrodynamic response
time of the target (i.e., imprinting time). (An alternate tech-
nique, 1SI, has been developed for KrF lasers.14) Predictions
show that 2-D SSD smoothing with Ay, = 1 THz will smooth
the spherical-harmonic modes of ¢ = 20 through 150 to accept-
able levels for ICF.5> The bandwidth on OMEGA® will be
increased from 0.2 to 1 THz during this year, which will
decrease the smoothing time by afactor of 5.

In this research the temporal rate of beam smoothing pro-

duced by 2-D SSD with the current bandwidth of Avy
= 0.2 THz is quantified by analyzing measured ultraviolet
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equivalent-target-plane (UVETP) images of asingle OMEGA
laser beam. The next three sections describe (1) laser-beam
smoothing with 2-D SSD and phaseplates, (2) 2-D SSD model
calculations, and (3) the diagnostic used to record UVETP
imagesof laser pul seshaving constant peak power and varying
duration (100 psto 3.5 ns). Power spectra calculated from the
measured UV ETPimagesal ong with the measured smoothing
rate of 2-D SSD are presented and compared with theoretical
predictions in the Experimental Results and Analysis sec-
tion. This work shows that the theoretical predictions of 2-D
SSD laser-beam smoothing arein excellent agreement withthe
measured temporal smoothing rates.

Background

Smoothing of laser beamsusing SSD has been describedin
Ref. 4. On OMEGA the phase plates are placed before the
focusing lensand producefar-field spotswith highly reproduc-
ible spatial intensity envelopes and speckle distributions.
Smoothing by spectral dispersion is achieved by frequency
modulating the phase of alaser beam, wavelength dispersing
the beam, and passing it through a phase plate so that the
spectral componentsare separatedinthetarget planeby at | east
one-half thebeam’ sdiffraction-limited width. Thereductionin
laser-irradiation nonuniformity iswavelength dependent. The
longest wavel ength of nonuniformity that can be smoothed by
SSD is twice the maximum spatial shift S5, = FAB of the
speckle pattern that can be produced by the laser, where ABis
the angular spread of the wavelength-dispersed light propa
gating through the laser and F is the focal length of the
OMEGA lens. (The ultimate limit of Sis given by the maxi-
mum allowable angular spread in the spatial filter in the laser
system.) Thus, spherical-harmonic modes of nonuniformity
down to lgy = 27R/(2Syax ), Where Risthe target radius, can
be smoothed with 2-D SSD.> Spherical targets on OMEGA
have R = 500 um, and the present 2-D SSD system has Sy,a«
=100 um; hence |y, = 16.

Model Calculations

The time-integrated far field is calculated by temporal
integration of the modulus squared of a two-dimensional
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spatial Fourier transform of the UV near field. The complex-
valued electric field that describes the UV near field can be
written as

E(x,y,t) = Eg(x,y, 1) -0 s (%t s (xt)gl dhee(x¥) (1)

where Eq(x,y,t) defines the temporal and spatial beam shapes,
®_p ssp(X.y:t) isthe 2-D SSD phase contribution, ¢ (X,y,t) is
theintensity-dependent phase contribution of the B-integral /16
and @pp(X.y) is the static phase-plate contribution, which
depends on the particular phase-plate design.

The spatially and temporally varying phase due to 2-D
SSD ist’

®-p ssp (X yit) = 3cﬁ\,|xsin[ ax(t + é(x)]

+36Mysin[a),v,y(t +& )] . @

wherethex and y subscripts denote the two smoothing dimen-
sions, Jyxyisthemodulationdepth, vy v = Wi,y /27Tisthe
RF modulation frequency, and &y is the angular grating
dispersion. Thefactor of 3in Eq. (2) indicatesthat the electric
field hasundergone frequency tripling fromthe IR to UV. The
2-D SSD system parameters on OMEGA for the UVETP

measurements are oy, = 5.12, vy, = 3.3 GHz, &, = 1.11 ns/m,
Myx=1.25A, Omy =7.89, vy =3.0GHz, §,=1.11 ns/m, and
DAy = 1.75 A, assuming anominal beam diameter of 27.5cm.
The modulation depths and the bandwidths are given for
the IR. The maximum angular spread A6 is given by
AB = &c/A)AA, wherecisthe speed of light and A = 1053 nm.
Cases without frequency modulation are modeled by setting
modulation depths equal to zero, i.e., dyx =0 and Jy, = 0.

Our simulations indicate that B-integral effects are negli-
gible for all cases except when the frequency modulation is
turned off.

UVETP Diagnostic

The layout of the diagnostic used to acquire the UVETP
imagesof asingle OMEGA beamisshowninFig. 79.34. Time-
integrated UVETPimageswererecorded withaCCD camera.
All of the measurements presented in this article exploit the
low noise level and the large dynamic range of the CCD to
extract power spectrafrom the UV ETPimageswith negligible
noise levels. The UV-sensitive CCD camerais a back-thinned
SITe 003B chip in a Photometrics Series 300 camera.18 The
sensor has an array of 1024 x 1024 photosensitive elements
with apixel size of 24 um x 24 um. The spatial sampling rate
is ~2 pixels/um, which is approximately five times the f-
number-limited spatial frequency fy = A/AF, where D is the
beam diameter of the OMEGA lensand A = 351 nm.

\ \/ \/
OMEGA beam
\ ] / Neutral -
a density

filter c

#\ “Tono e AT L N AT B
ox’cﬁ C
< OMEGA beam \ \\J&/ \[//4VX\\\lJf¢J---”+¢’D

Vacuum Rattle

/\ i vessel plate -
Full-aperture Phase OMEGA UGl U360

pickoff plate lens Filters

E9950
Figure 79.34

Schematic of the UVETP diagnostic. The on-target spot size is magnified by M = 46 on the CCD camera.
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A full-aperture optical wedge in one of the 60 laser beams
(BL-19) directs 4% of the laser light to an OMEGA focusing
lens(seeFig. 79.34). Thephaseplateisplaced directly infront
of the lens, mimicking the target/beam configuration. The
beam is brought through focusin a vacuum tube, down colli-
mated with adoubletlens, brought tofocuswitha2-mlens, and
relayed to the CCD camera with the final lens. The beam
intensity is reduced with three 4% reflections (not shown in
Fig. 79.34) and the fifth-order reflection of a rattle plate
(consisting of two surfaces with R = 70% per surface). The
optical background is reduced to negligiblelevelswith alight
shield surrounding the CCD optics and the CCD camera. The
light levelsincident on the CCD are optimized by attenuating
the beam with a neutral density filter that is placed after the
final lens. Background-visibleand IR signalsare blocked with
broadband UG119 and U3602° UV bandpassfiltersmountedin
front of the CCD camera. Compared with the laser spot sizeon
target the UVETPimage on the CCD camerais magnified by
afactor of ~46.

Small-scal e and whole-beam B-integral effectswere found
to provide smoothing of beamswithout frequency modulation.
(Thedetailed analysi sof beamswithout frequency modul ation
will be presented in alater publication.) A UVETPimage of a
laser pulse with zero accumulated B-integral (B-integra
<1.0 rad in the UV) and no frequency modulation was mea-
sured to quantify the amount of beam smoothing dueto the B-
integral at higher laser powers. The power spectrum is the
azimuthal sum at each spatial frequency of the square of the
Fourier amplitudes. The power spectrum is normalized to the

10—15 T T T TTTTTT T " T
- |
2 i |
2L J
g 107 g
v z
:§ [ |2
[}
F 103t |% E
g s
1 | O i
é - |
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dc component, and the single-beam irradiation nonuni-
formity o, iS defined as the square root of the ratio of the
power in the high frequencies (i.e., k = 0.04 um™ in the
OMEGA target plane) to the power in the low frequencies
(i.e., k < 0.04 um™1). The highest (cutoff) wave number k
=2.68 um~1 corresponds to the f-number-limited spatial fre-
guency. A spectrum for a zero-B-integral laser pulse without
frequency modulationispresentedin Fig. 79.35anditsirradia
tion nonuniformity, Oyms = 93.4%, is the highest measured
under any condition and isnear the 100% val ue expected from
theory. The theoretical power spectrum simulated with the
time-dependent code (described in the previous section) isal so
showninFig. 79.35 and includesthe spatiotemporal near-field
irradiance and small-scale and whole-beam B-integral effects.
The higher value of g, predicted by the model is caused by
thediscrepancy between the model and themeasurementinthe
low wave numbers (see Fig. 79.35). Nevertheless, the pre-
dicted speckle structure shows excellent agreement with the
measurement; hence, the zero accumulated B-integral shot
serves as a calibration that demonstrates the capability of the
UVETPdiagnostic to measure highly modulated spatial inten-
sity profiles of pulses with no frequency modulation.

Experimental Results and Analysis

Measured UVETP images of 3.5-ns square laser pulses
without frequency modulationand with 2-D SSD are presented
inFigs. 79.36(a) and Fig 79.36(b), respectively. Theseimages
qualitatively illustrate the effect of | aser-beam smoothing with
2-D SSD. The images with 2-D SSD show a smooth spatial
intensity envelope [see single pixel lineout overplotted on

Figure 79.35

Power spectra obtained from a UVETP image of a laser pulse with zero
accumulated B-integral (B-integral < 1.0radianintheUV) without frequency
modulation. The power spectrum is the azimuthal sum at each frequency of
the sguare of the Fourier amplitudes, and the cutoff wave number corresponds
to the f-number-limited spatial frequency. The power spectraare normalized
to the dc component, and the oyms is defined as the square root of the ratio of
the power in the high frequencies (i.e., k= 0.04 um~1in the OMEGA target
plane) to the power inthelow frequencies(i.e., k< 0.04 um~1). Solid/dashed
lines represent measured/modeled power spectra. The predicted speckle
structure shows excellent agreement with the measurement; hence, the zero
accumulated B-integral shot serves as a calibration that demonstrates the
capability of the UVETP diagnostic to fully resolve individual speckles.
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image in Fig. 79.36(b)], while the pulses without frequency
modulation have a highly modulated spatial intensity profile
[seesinglepixel lineout overplotted onimageinFig. 79.36(a)].
The spatial resolution and overall detector size of the CCD
restrict the UVETP measurement to slightly more than one-
half of the laser-beam profile. Asseenin Fig. 79.36, the laser
beam is centered nominally on the photodetector, and 550 um
of the 950-um (defined as the 95% enclosed energy contour)
laser spot is sampled.

The temporal rate of 2-D SSD smoothing is deduced from
the power spectra of the measured UVETP images of laser

(@ (b)

pulses having constant peak power and pulse lengths ranging
from 100 psto 3.5 ns. Power spectracal culated from measured
UVETPimagesof (a) 100-psand (b) 3-nslaser pul sessmoothed
with 2-D SSD arepresentedin Fig. 79.37. Thetime-dependent
natureof 2-D SSD smoothingisevidentinthemeasuredresults
with lower measured values of o, for the longer pulse
lengths. Thelow-wave-number power spectrum isdetermined
by the spatial intensity envelope of the far field. The UVETP
diagnostic was configured with a phase plate that produced a

-field spot with asuper-Gaussian spatial intensity envelope
Fl exp(r/ro)2'5T for these pulses.

Figure 79.36

Measured UVETPimagesof 3.5-nssquarelaser pulses(a) without frequency
modulation and (b) with 2-D SSD at Avyy = 0.2 THz. Asdemonstrated with
the single pixel lineout through the center of the beam, the laser pulse with
2-D SSD has a smooth spatial intensity envelope, while the pulse without
frequency modulation has a highly modulated spatial intensity profile. The
spatial resolution and overall detector size of the CCD restrict the UVETP
measurement to slightly more than one-half of the laser-beam profile. The
laser beam is centered nominally on the photodetector, and 550 yum of the
950-um laser spot (defined as the 95% enclosed energy contour) is sampled.
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Figure 79.37

Power spectra calculated from UVETP images of (a) 100-ps and (b) 3-ns laser pulses with 2-D SSD. The thick, solid line represents the measured power
spectrum. The thick, dashed line represents the time-dependent simulation that includes both the spatiotemporal behavior of the near-field irradiance and
small-scale and whole-beam B-integral effects. The thin, dashed line represents a time-dependent model neglecting B-integral effects. Both models are in
agreement with the measured results, and B-integral effects are negligible for all cases except for pulses without frequency modulation.
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The 2-D SSD power spectra simulated with the time-
dependent code (described in a previous section) with and
without B-integral effects are plotted in Fig. 79.37. The
B-integral effects are completely negligible as shown in this
figure. The excellent agreement between the simulated power
spectra and the measured spectra is clearly apparent in
Fig. 79.37.

The measured temporal rate of 2-D SSD smoothing is
shownin Fig. 79.38, which isacompilation of datafrom over
150 laser shots that clearly demonstrates the decrease in the
measured o, With increasing pulse length. Statistical error
bars are smaller than the symbols. The 3.5-ns pulse has the
lowest measured g;,s = 6.0%. The measurement of the laser-
irradiation nonuniformity for the 3.5-ns pulses without fre-
guency modulation isalso presented for comparison. Thethin
lineisthe time-integrated simulation of the single-beam irra-
diation nonuniformity o,,s that neglectsthe B-integral effects
and assumes a static near field with auniformirradiance. Itis
in agreement with the measured results (black circles), and it
predicts that an asymptotic level of smoothing is reached just
after 3 ns. Thethick, solid linein Fig. 79.38 represents model
predictions for the Oy,

Ot. O
Orms = \/0(2) EI+_CtE+ Uazsymp ; ©)
c

where t. =1/Avyy =5ps is the coherence time, Avy
= 0.2 THz isthe UV bandwidth, t is the averaging time (i.e.,

1.00 T T T T T T w
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pulselength), ggistheinitial laser nonuniformity, and Opgymp
istheasymptotic level of 2-D SSD smoothing cal culated from
the time-integrated far-field simulation. This prediction adds
the asymptotic levels of smoothing in quadrature to the model
given in Ref. 14. The dashed line in Fig. 79.38 is a plot of
Eq. (3) with the 05/m Set to zero. The deviation of the thick,
solid line from the dashed line around 1 ns signifies that the
beam smoothing is approaching its asymptotic limit. The
asymptotic behavior can be observed in the measured values
of Oyns:

The dependence of the rate of smoothing on the wave
number kisexamined in Fig. 79.39, where g,sisplotted asa
function of pulselength for the spectral wavelength ranges of
A = 20-um, A = 30-um, A = 60-um, and A = 150-um wave-
lengths, corresponding to k = 0.31 um™1, k = 0.21 um™1, k
=0.10 um™1, and k=0.04 um~1. Statistical error barsareagain
smaller than the symbols for the majority of the data. For
OMEGA, this corresponds to spherical-harmonic modes of
¢ =20 through 150, which are considered the most dangerous
for ICF implosions.® Again the time-integrated 2-D SSD
predictions are in good agreement with the experimental ob-
servations (B-integral effects are negligible here, too). The
data have also been fitted using Eqg. (3) with the approxima-
tion®21

to =[Avyy x sin(ks/2)] ™, (4)

where J is the separation between spectral modes. (For one
color cycle o corresponds to one-half of a speckle width,

Figure 79.38

A compilation of data from over 150 laser shots demonstrates the temporal
smoothing rates of 2-D SSD. Statistical error bars are smaller than the
symbols. The 3.5-ns pulse has the lowest measured gyms = 6.0%. The 3.5-ns
pulsewithout frequency modulation isshown for comparison. Thethin, solid
line is the time-integrated simulation of the single-beam irradiation
nonuniformity oryms that neglects the B-integral effects and assumes a static
near fieldwithauniformirradiance. Thethick, solid linerepresentsthe model
predictionsfor aymsusing Eq. (3). Thedashed lineisthemodel prediction for
Orms With Gasymp = 0.
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i.e, 0=FA/D=2.35um.) Inamanner similar to Fig. 79.38, the
case neglecting the asymptotic behavior of Eg. (3) is also
plottedinFig. 79.39. Theinitial valueof thelaser nonuniformity
0y for each spectral range was determined by taking the
average value of the measured oy, for shots without fre-
guency modul ation. Thedatain Fig. 79.39 demonstratethat the

shorter wavelengths (A = 20 um) are smoothed more effec-
tively thanthelonger wavelengths. It can al so be observed that
thelonger-wavel ength modesapproach their asymptoticlimits
sooner than the shorter ones. Only asmall amount of smooth-
ing isobserved for A = 150-um wavelength (corresponding to
| = 20), which isin agreement with the prediction.
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Figure 79.39

Temporal smoothing rates for specific spatial wavelengths (a) A = 20 um (k= 0.31 um=1), (b) A =30 um (k= 0.21 um=1), (c) A =60 um (k= 0.10 um-1), and
(d) A =150 um (k= 0.04 um~1). Statistical error bars are smaller than the symbolsfor the majority of the data. The 2-D SSD predictions are in good agreement
with the experimental observations. Thethick, solid line representsthe model predictionsfor oyms using Egs. (3) and (4). The dashed lineisamodel prediction
for gasymp = 0. Thethin, solid lineisthe predicted oymsfrom a2-D SSD simulation using astatic near field with auniform irradiance and neglecting B-integral

effects.
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Conclusion

Direct-drive | CF experiments require a laser system with
excellent irradiation uniformity. Two-dimensional smoothing
by spectral dispersion is currently the best mechanism for
reducing laser-beam nonuniformities for high-power/energy
glass lasers. UVETP images of asingle OMEGA laser beam
were recorded to quantify the single-beam irradiation
nonuniformity. The smoothing rate of 2-D SSD (with the
current UV bandwidth of Ay, = 0.2 THz) was determined by
analyzing the power spectra of measured UVETP images of
laser pulses having constant peak power and pulse lengths
ranging from 100 ps to 3.5 ns. Simulated 2-D SSD power
spectra and temporal smoothing rates are in excellent agree-
ment with the experimental dataand permit confident extrapo-
lation to larger laser systems and higher UV bandwidths.
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Nonlinear Evolution of Broad-Bandwidth, Laser-Imprinted
Nonuniformitiesin Planar Targets Accelerated by
351-nm Laser Light

Inaninertial confinement fusion (ICF) implosion, thetargetis
hydrodynamically unstable, and, asaresult, massmodulations
in the target (either existing or created by the drive) can grow
sufficiently largeto disrupt theimplosion, reducingitsthermo-
nuclear yield.! In direct-drive | CF, the nonuniformitiesin the
drive laser can create mass modulations in the target by a
process called laser imprinting. It is, therefore, important to
understand the evolution of three-dimensional (3-D) broad-
band initial spectra produced by laser imprinting. Target de-
signs?3 rely on the saturation of unstable growth of these
broadband spectra by nonlinear effects (predicted by Haan's
model4), so it is critical to the success of |CF that this satu-
ration be measured and understood.

The linear growth of the Rayleigh—-Taylor (RT) instability
has been extensively studied in planar targets accelerated by
direct drive (laser irradiation).>® These experiments, gener-
ally performed with preimposed two-dimensional (2-D) sinu-
soidal perturbations, were well simulated by hydrocodes,
providing confidence that both the energy coupling and the
amount of unstable growth arewell model ed. The experiments
discussed in this article are closely related to those that mea-
sure the growth of preimposed mass perturbations.>8 The
latter provide abaseline calibration for various hydrodynamic
effects that occur in the broadband imprinting experiments.

Nonlinear effects are inherent and very important to the
evolution of broadband spectra. Several works?-13 that used
laser imprint as the initial perturbation for RT growth have
shown the nonlinear evolution of broadband imprinted fea-
tures. Because of the complexity of nonlinear physics, how-
ever, only a qualitative analysis of broadband saturation was
shown.®13 |n recent years several models have been devel-
oped to explain nonlinear RT evolution in Fourier+14-18 and
real space.l’” Multimode nonlinear behavior has been mea-
sured in indirect-drive RT experiments with preimposed 3-D,
multimode initial perturbations in planar targets.19.20

Recent work has shown experimental ly2! that three-dimen-
sional broadband imprinted features exhibit growth that satu-
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rates at amplitudes consistent with Haan’s model.# Here we
extended that work to provide amore-detailed analysis of the
RT nonlinear evolution of the broadband spectra seeded by
laser nonuniformities. In our experiments we used predomi-
nantly 20-um-thick CH targets, which closely resemble the
target shellstypically used on OMEGA spherical implosions.
On OMEGA, 22 the planar targets were accel erated by 351-nm
laser beams. Various experimentswere performed by different
beam-smoothing techniquesincluding distributed phaseplates
(DPP’s),23 smoothing by spectral dispersion (SSD),24 and
distributed polarization rotators (DPR’s).219 Through-foil
x-ray radiography was used to measure mass modulations
created in planar targets as a result of imprinting and subse-
quent growth.2>26 Experimental data are compared with pre-
dictions of the Haan model for the evolution of broadband
perturbation spectra. The limitations of RT growth by finite
target thickness and target “bowing” due to decreased drive
toward target edges are also discussed in this article.

It should be noted that the RT instability studied here exists
primarily at the ablation surface, the point where the steep
temperature front meets the cold overdense material of the
shocked target. Perturbations in the target result from both
mass modul ations (ripples at the ablation surface) and density
modulations produced in the bulk of the target. The latter are
created primarily by the propagation of nonuniform
shocks®2728 produced by intensity nonuniformities in the
laser drive that modulate the drive pressure. Through-foil
radiographic systems are sensitive to the density—thickness
product (optical depth) of the target and, as such, cannot
distinguish between mass and density modulations.>8 After
about 1 ns of acceleration in these experiments, the variations
in optical depth produced by the nonuniform shocks become
negligible compared to those produced by the ablation-front
amplitude. At this point, it isreasonable to ascribe most of the
modulation in measured optical depth to the amplitude of the
perturbations at the ablation surface.®

The next four sections of this article describe experimental
configuration, Haan’smodel for nonlinear saturation of broad-
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band nonuniformities, dataanalysistechniques, and measure-
ments of saturation levelsfor broadband spectra. Thelast four
sections discuss late-time evolution of broadband spectra,
target bowing, limitations of RT growth by finite target-
thickness effects, and, finally, results.

Experimental Configuration

Initially smooth, 20- and 40-um-thick CH targets (p
= 1.05 g/cm?) were irradiated at 2 x 10 W/cm? in 3-ns
square pulses by five overlapping UV beams (see Fig. 79.40).
All five beams had distributed phase plates (DPP's)23 to
enhancethe on-target uniformity. Each of the drive beamswas
focused to a ~900-um-diam spot size (at the 5% intensity
contour) with an on-target intensity distribution measured to
be | ~ exp[—(r/ro)j .8 The energy per beam delivered on a
target was ~400 J. For some shots SSD24 and DPR’s%10 were
used. The 2-D SSD had IR bandwidths of 1.25 A x 1.75 A
producing a 0.25-THz bandwidth at 351 nm. The resultant,
five-beam overlapped spot (time integrated) had a constant-
intensity region of ~600-um diameter. The experiments were
conductedwiththreedifferent configurationsof beam-smooth-
ing techniques: (1) with DPP's, (2) with DPP's and SSD, and
(3) withDPP's, SSD, and DPR’s. The on-target uniformity for
these cases can be estimated by dividing the time-integrated,
single-beam nonuniformities (98%, 8.5%, and 6%) by the
square root of 5 (for five beams), yielding 44%, 3.8%, and
2.7%, respectively, for thethreeconfigurations.%10 Thetargets
were backlit with x rays produced by a uranium backlighter
located 9 mm from the driven target and irradiated at

X-ray Five drive beams
- - 14 2
framing | =2 x 10* W/cm

camera Pinhole

Backlighter Ba"'f‘".?hter
beams o

E8418

Figure 79.40

Experimental configuration. Five overlapped beams drive a 20-um-thick
CH foil. An additional 12 beams produce x rays from a uranium backlighter
foil. X rays traverse the target and are imaged by a pinhole array on a
framing camera.
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~1 x 1014 W/cm? (using 12 additional beams). X raystransmit-
ted through the target and a 3-um-thick aluminum blast shield
(located between the backlighter and drivefoils) wereimaged
by 8-um pinholes on an x-ray framing camera filtered with
6 um of aluminum. Thisyielded the highest sensitivity for an
average photon energy of ~1.3 keV. The distance between the
target and the pinhole array was 2.9 cm, and the distance
between the pinhole array and the framing camerawas 35 cm,
resulting in a magnification of ~12. The framing camera
produced eight temporally displaced images, each of ~80-ps
duration. The use of optical fiducial pulses coupled with an
electronic monitor of the framing camera output produced a
frame-timing precision of ~70 ps. The framing cameraimages
were captured on Kodak T-Max 3200 film, which was digi-
tized with a Perkin-Elmer PDS microdensitometer with a
20-um-square scanning aperture. The measured target optical
depth is the natural logarithm of the intensity-converted im-
ages of atarget.

The experiment involved multiple shotswhereradiographs
wereobtained at different times. For each shot, uptosiximages
of the same area (400 um square) of the target (found by the
cross-correlation method described later in this article) were
analyzed. Theseimageswere acquired intimeintervals 1.0 to
2.8 ns after the beginning of the drive. The backlighter shape
was removed by subtracting a fourth-order, two-dimensional
envelope fit to data. The resulting images were the measured
modulations of optical depth D,(f). Using the measured sys-
tem resolution, noise, and sensitivity, we applied a Wiener
filter toreducenoiseand deconvolved thesystem’ smodul ation
transfer function (MTF) to recover the target’s areal-density
modulations D(f).28 The noise in these measurements was
dominated by photon statistics of the backlighter x rays, and
the system resolution was limited by an 8-um pinhole.26

The primary objective of this experiment isto recover the
amplitude of the perturbation at the ablation surface using the
measured optical-depth modulations. To do this rigorously
requires significant effort. One approach is to use computer
simulationsof the experiment and detecti on systemto quantify
the relationship between modulations in the radiographs and
perturbationsin the target.2° Since three-dimensional simula-
tions of laser-imprinted perturbations are difficult, it isadvan-
tageousto obtain thisrelationship experimental ly. Wesimplify
the latter process by establishing several reasonable assump-
tions about the detection system. First, asaresult of Al filters,
a relatively narrow band (AE = 200 eV) of x rays around
1.3keV isused for radiography. Around 3.5 keV (uranium M-
band emission) the spectral component’s effect on system
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sensitivity and resolution was measured and calculated to be
negligible.28 Second, thebacklighter spectrum andfilter trans-
mission remain constant during the measurement. Third, the
backlighter is produced by 12 beamswith phase plates, result-
ing in a very uniform and predictable backlighter shape.
Fourth, there is little heating of the solid part of the target;
therefore, the mass absorption coefficient pisconstantintime.
Fifth, the amplitudes of the growing imprinted features are
large enough that the propagation of a nonuniform shock has
little effect onthetotal optical depth of thetarget.> Given these
assumptions, the measured optical depth and the optical depth
of the target (areal density) are linearly related as

Din(r,t) = fdr'Rys(r —r')De(r".t), (6]

where Ry is the point spread function (PSF) of the entire
system. The latter is the convolution of the PSF's of the
pinhole, the framing camera, the film, and the digitizing
aperture of the densitometer. In frequency space, the total
system modulation transfer function (MTF) is the product of
the M TF' s of each of these components. Equation (1) hasbeen
derived assuming that the amplitude of the target’s optical-
depth modulationsis small compared to unity. Since Eq. (1) is
a linear approximation, it does not treat the generation of
harmonics and coupling of modes produced by nonlinearities
inthedetection system. Wehavesimul ated thesenonlinearities
for modulation amplitudes greater than those measured rou-
tinely in our experimentsand found that nonlinear effectswere
negligible compared to the noise in the system. This knowl-
edge was used to create a Weiner filter that uses a linear
approximation to the detection system in order to recover the
target areal-density modulations.28

As an example, Fig. 79.41 shows a fully processed image
of the target optical depth at 2.4 ns for a shot with all of the
laser-smoothing techniques (DPP's, SSD, and DPR’s) em-
ployed. The range of 3.6 OD corresponds to a target areal-
density (pR) modulation of about 3.6 x 1073 g/cm?. For
comparison, the areal density (pR) of the undriven target is
about 2 x 1073 g/cm?.

At early times, the contribution to areal-density modula-
tions in the bulk of atarget, produced by the propagation of
nonuniform shocks, is comparable to those from amplitude
modulation at the ablation surface.> After ~1 ns of drive,
however, the ablation-front modulations with spatial frequen-
ciesin the region 10 to 100 mm™1 (where measurements are
performed) experience sufficient RT growth to dominate any
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density modul ation produced by nonuniform shocks. Thus, at
times >1 ns, the amplitude at the ablation surface is well
represented by measured modulations.

Once the modulation in target optical depth Dy(r,t) is ob-
tained, the perturbation amplitude in the target &(r,t) can be
found using spectrally weighted attenuation length Aqyy,28
whichisinversely proportional to the mass absorption coeffi-
cient and the target density:

E(r,t) =Dy(r,t)Acy - @

Ach can be constructed using the target compression C,
calculated by 1-D hydrocode LILAC® and the measured
attenuation length A, of the undriven target:

A
Acn = 2. 3
CH C, (3

Thisrelation can be used aslong asthe driven target maintains
the cold value of its mass absorption coefficient. Typically,
during our experiments the calculated target temperature
(T<10eV) isfar below the valuesthat could change the mass
absorption coefficient to ~1-keV x rays. A, was measured by
radiographing undriven, 20-um-thick CH targets that had

1.80D
140D
1.00D
0.6 0D
0.20D
-0.20D
0.6 0D
-1.00D
-1.40D
-1.80D

Figure 79.41

Fully processedimageof thetarget optical depth (OD) perturbationscaptured
at 2.4 ns for one of the six shots with all smoothing techniques including
DPP's, SSD, and DPR’s.
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preimposed, low-amplitude (0.5-um) sinusoidal modulations
withwavel engthsof 60 and 30 um. Using thesemodul ationsas
control references, A, was determined to be 10+2 um. These
experiments also showed that both backlighter spectrum and
filter transmission remained constant during the measurements.

Haan’s Model for Broadband Spectra

Inthelinear regime of the RT instability, individual modes
do not interact and therefore grow exponentially at rates
determined by the dispersion relation31-33

y=a

kg
- &V, 4
T LK [EA 4

where yis the instability growth rate, k is the wave number
of the perturbed mode, g is the target acceleration, L, is the
minimum density-gradient scale length, and V, isthe ablation
velocity. For CH targets L, ~1 yum and the constants have
valuesof a ~1and 3~ 1.7. Equation (4) determines how the
actual growth rate differsfromthe classical rate y ~ \/kg asa
result of density scale length and ablation. For a single-mode
initial perturbation, nonlinear effects cause the exponential
growth of the mode to saturate at an amplitude &= 0.1 A and
to subsequently grow linearly in time.* Harmonics of the
fundamental mode are generated by mode coupling!* during
the exponential growth (inlinear phase), leading to theforma-
tion of bubbles (penetration of lighter fluid into heavier) and
spikes (penetration of heavier fluid into lighter).

The evolution of 3-D broadband perturbations is more
complicated. The fastest-growing modes rapidly drive har-
monics and coupled modes. The contribution of the mode
coupling becomes comparable to the exponential growth for
some of the modes, even at small (in the linear regime)
amplitudes. As aresult, some modes grow faster than others,
while some shrink and change their phase;1® however, the
average amplitude of all of the modes at a given spatial
frequency grows exponentially at a rate given by Eq. (4).414
Saturation occurs due to the collective behavior of modes
because adjacent modes can constructively interfere to create
local structures with amplitudes much larger than those of
individual modes. Asthese features experience saturation, the
individual modes saturate at amplitudes much lessthan 0.1 A.
After reaching this saturation level, the modes grow, on aver-
age, linearly in time. The transition from the linear (exponen-
tial growth) tothenonlinear stage(linear growth) iscontinuous.
Haan formulated a model* for the saturation of a 3-D broad-
band spectrum and found a saturation level of the azimuthally
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averaged amplitude given by1516
k) =2/Lk?, ©)

where L is the size of the analysis box. The L dependence
occursbecausetheindividual Fourier amplitudesof the broad-
band features depend on the size of analysis region; whereas
the rms amplitude s, @ measure of the deviation of the
function &(x) from its average value ¢, does not. Using the
Fourier transform &(k) of the function &(x), the rmsamplitude
Orms IS defined as

Orms = \/Z|€((k)|2 _|‘f(k = 0)|2 . (6)
k

The rms amplitude is the physically measurable quantity and
therefore must have the same value independent of how it is
derived. The number of Fourier modes decreases as the box
sizeisreduced. The nonuniformity’s o, is the square root of
the sum of all modes' absolute values squared, as shown by
Eq. (6), so the amplitudes of the modes must, concomitantly,
increase to keep the nonuniformity’s oy, constant.

After it reachesthesaturationlevel Sk), theevolution of the
average amplitude &(t) is given by*

e P

0
_ +In k

where &P (t) =&, (t =0)exp(yt) is the exponential growthin
the linear stage of instability. Thisisequivalent to growth at a
constant velocity V(K) in the saturation regime

V(k) = S(k) y (k). (8)

Thebehavior predicted by thismodel isshowninFig. 79.42
foraninitial perturbation spectrum that had constant power per
mode as afunction of spatial frequency. Thisisrepresentative
of the broadband features imprinted by irradiation non-
uniformitiesthat arise primarily from the speckle pattern pro-
duced by DPP’s and SSD.34 The evolution of this spectrum
(plotted asthe average amplitudesversus spatial frequency for
seven different times between t = 1.3 to 2.2 ns) is modeled
simply by applying the growth-rate dispersion relation
[Eq. (4)], thesaturationlevel [Eq. (5)], andtheevolutioninthe
saturation regime [Eqg. (7)], where the target acceleration
g = 50 um/ns?, ablation velocity V, = 2.5 um/ns, and the
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nonuniformity’s initial Gyp,g = 0.09 um. The amplitudes are
converted to target optical depth by dividing by the measured,
spectrally weighed, attenuation length A, = 102 ym and
multiplying by the simulated compression of the target (about
2 for 1.5 ns). The simulated target density at the ablation
surface is shown in Fig. 79.43. The high-frequency modes
grow most rapidly and saturate at the level given by Eq. (5),
whilethelow-frequency modesgrow more slowly. Asaresult,
the mid-frequency modes experience the largest growth fac-
tors, producing a peak in the spectrum. As the evolution
progresses, the mid-frequency modesbeginto saturate, and the
peak movesto longer wavelengths. Thisbehavior isrelatively
insensitive to the initial spectrum or drive conditions; there-
fore, most broad-bandwidth initial spectra will evolve simi-
larly given sufficient time. Variations in growth rates of up to
50%, or in the oy, Of theinitial spectrum of up to two orders
of magnitude, have little effect on the predicted spectral
evolution; the only requirement is that the spectrum be broad-
band. For example, according to Haan's model the initial
perturbation spectrum that has constant Fourier amplitude and
Orms = 0.5 um undergoes similar evolution to that shown in

A=60um 30um 20 um
4 | T | |
= \ ons
=8 \
o \
3__ —
8 \ 20
S
vl V1.9
Né \
Y 2 . 1.8 ]
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Figure 79.42

Predicted Fourier amplitudes of optical depth using Haan's model for an
assumed spectrum of perturbations with initial flat power per mode
(0rms = 0.09 Lm) spectrum, target acceleration of g = 50 um /ns?, ablation
velocity of V3 =2.5 um/ns, and L =400 ym at times 1.3, 1.4, 1.6, 1.8, 1.9,
2.0, and 2.2 ns. Haan' s saturation amplitude Sis shown by the dashed line.

Fig. 79.42 but it occurs at earlier times (between t = 0.8 to
1.6 ns) if the drive conditions are the same. This behavior has
been tested experimentally by varying amplitudes of initial
perturbation using a variety of |aser-smoothing techniques.

Image Cross-Correlations

The experiment involves multiple shots with CH targets
and with different smoothing techniques applied. For each
shot, up to six unfiltered images of the same area of the target,
found with across-correlation technique, were processed with
a400-um analysis box. Figure 79.44 shows two images of the
target acquired at 2.4 nsand 2.5 nsfor ashot with all smoothing
techniques employed. The same 400-um-sq area of the target
was found in each of these images when the cross-correlation
between the two analysis regions was maximized. The cross-

Density (g/cm3)

E9825

Figure 79.43
Calculated target density at the ablation surface as a function of time.

25ns 2.4ns

RE AL

E9538 1mm

Figure 79.44

Two images of the target acquired at 2.4 ns and 2.5 ns for a shot with all
smoothing techniques employed. Two 400-um-square regions indicated by
the sgquare boxes were taken for cross-correlation analysis.
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correlation function for two images with target optical depths
Dy4(r) and Dyo(r) is given by

0o [ dr'Dy(r' +r)Do(r)

¢ \/J’ ertl(r)zj ertZ(r)Z.

(9)

If two images of thetarget are shifted by some distancea, then
the maximum of the cross-correlation function C(r) will be
shifted by the same distance from the center of coordinates (r
=0), as can be seen from Eq. (9). For example, if two images
at 2.4nsand 2.5 nsaremisaligned by a, = 133 yumin horizontal
and a, = 67 um in vertical directions, the peak of the cross-
correlation function between these two imagesis shifted from
the center of coordinates by the same distances a, and a, as

@

©

200 um

—200 um

—200 um

E9539

Cross-correlation (%)
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shown in Fig. 79.45(a). When one of the imagesis moved by
the distances a, and ay, aligning these two images, the peak of
the cross-correlation function moves toward the center of
coordinates as shown in Fig. 79.45(b). At the same time, the
cross-correl ation coefficient between thesetwo images, which
is defined as the maximum of C(r), increases from 17% for
misaligned images to 34% for aligned images because larger
areas of the target overlap for two aligned images.

Thedetailsof target nonuniformity structureareuniqueand
specific only to images taken at the same shot. It is therefore
expected that the cross-correl ation technique should find little
correlation between two images taken from different shots.
Thetypical cross-correlation function of two imagestaken on
different shotsis shown in Fig. 79.45(c). Thisfunction has no

(b)
L
40 T T T
(d)
30 .
20 .
101 .

200
Distance (um)

Figure 79.45

The cross-correlation function between two images. (a) Two images are shifted by 133 um in the horizontal direction and 67 ym in the vertical direction,
respectively. The cross-correl ation coefficient between the two imagesis 17%. (b) When two imagesare aligned, the maximum of the cross-correl ation function
isthen located at the center of coordinatesat r = 0. The cross-correlation coefficient between the two images increases to 34%. (c) The cross-correlation func-
tion between the two images taken on different shots showing little correlation. (d) The lineout through the center of coordinates of the cross-correlation
function shownin (c) for two imagestaken at different shots (dashed line). Thelineout through the center of coordinates of the cross-correlation function shown

in (b) for 2.4-ns and 2.5-ns images taken during the same shot (solid line).
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pronounced peaks; it fluctuates around zero, as shown by the
dashed line in Fig. 79.45(d), which is the lineout of this
function through the center of coordinates. Thisindicates that
thereisno correlation between featuresin images from differ-
ent shots. In contrast, images taken on the same shot (such as
those acquired at 2.4 and 2.5 ns and shown in Fig. 79.44) are
well correlated. Thisisshown by thelineout through the center
of their cross-correl ation function asshownin Fig. 79.45(d) by
the solid line. The cross-correlation between images greatly
increased after they were Wiener filtered: for example, the
cross-correlation coefficient between these images increased
from 34% to 70%. This indicates that the image processing
efficiently reduced the noise in these images. The upper limit
of the cross-correl ation is determined by the amount of evolu-
tionthetarget perturbations experienced between thetimesthe
images were captured.

The accuracy of the image alignment using the cross-
correlation technique has been defined in the following way:
For a particular shot, five images (A, B, C, D, and E) were
aligned with a sixth image (F) by moving the peaks of all five
cross-correlation functions toward their centers of coordi-
nates. Then each of the five images was cross-correlated to
each other. It was found that the peaks of all these cross-
correlation functions were located no farther than 1 pixel
(1.67 pum) from the centers determined by the first step. This
indicates that the accuracy of the alignment is not worse than
2 um.

Figure 79.46 shows six fully processed (Wiener-filtered)
sub-images (L = 100 pum) of the target optical depth for one
of the shots with full smoothing (DPP's, SSD, and DPR’s
applied) captured at 1.6, 1.9, 2.0, 2.2, 2.4, and 2.5 ns and
aligned by the cross-correl ation technique. The temporal evo-
lutionto longer-scale structuresisevident. All imagesarewell
correlated indicating that the evolutionis of the samefeatures.
Figure 79.47 showsthe cross-correl ation coefficientsC (r = 0)
between these different images. The solid line shows that the
cross-correlation C (r = 0) of the image at 2.5 ns with itself
equals 1 (at 2.5 ns) and its cross-correl ation with other images
(at other times) decreases as atime separation between images
increases. The dashed line in Fig. 79.47 shows the same
behavior for the cross-correlation of the image at 2.2 nswith
the other images. In fact, the same behavior has been observed
for each time framein all six shots, i.e., the cross-correlation
between neighboring imagesis always higher than with more-
distant images, which confirms that the image processing
allows an observation of the evolution of the same features of
target perturbations.
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Nonlinear Saturation of RT Growth

Aswas pointed out earlier, predictions by the Haan’smodel
for the shape of the late-time spectrum are relatively insensi-
tivetotheinitial perturbation spectrum; therefore, most broad-
bandwidth initial spectra evolve similarly. Variations of up to
two orders of magnitude in the initial amplitudes of the
spectrum havelittle effect on the predicted spectral evolution.
This prediction has been tested experimentally by varying the
amplitudesof initial perturbation using different laser-smooth-
ing techniques. The primary experiment involves multiple
shotswith planar, 20-um-thick CH targetstaken with different
smoothing techniquesemployed: withDPP's, SSD, and DPR’s
(six shots), with DPP'sand SSD (three shots), and with DPP's
only (two shots).

@

Figure 79.46

Fully processed sub-images (with abox size of 100 um) of the target optical
depth captured at (a) 1.6, (b) 1.9, (c) 2.0, (d) 2.2, (e) 2.4, and (f) 2.5 nsfor one
of the six shots taken with laser conditions that include DPP's, SSD, and
DPR’s. The evolution in time to longer-scal e structures is evident.
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Figure 79.47

Cross-correlation of different timeimagesfor one of the six shotstaken with
laser conditions that include DPP's, SSD, and DPR'’s. The cross-correlation
coefficients of images captured at 2.5 nsand 2.2 nswith all other images are
shown by the solid line and the dashed line, respectively.

The evolution of the averaged amplitudes (obtained by
azimuthally averaging the Fourier amplitudes at each spatial
frequency) of the measured target’s optical-depth modulation
asafunction of spatial frequency with planar, 20-um-thick CH
targetsisshownin Fig. 79.48(a) for one shot at timesof 1.4 to
2.2nsand in Fig. 79.48(b) for another shot at somewhat later
times of 1.6 to 2.4 ns. In these shots laser beams had full
smoothing techniquesemployed(i.e., DPP's, SSD, and DPR’s).
Figures 79.48(c) and 79.48(d) show the evolution of
nonuniformity spectrafor shotswith DPP'sand SSD for times
of 1.6 to 1.9 nsfor one shot and of 1.6 to 2.0 nsfor the other,
and Figs. 79.48(e) and 79.48(f) for shots with DPP’s only for
times of 1.3 to 1.5 nsfor one shot and of 1.6 to 1.8 nsfor the
other. The initial amplitudes of imprinted perturbations are
expected to be higher in shots with less laser uniformity.

One can readily see that the measured spectra are peaked
and that the peak shifts toward longer wavelengths as time
progresses, similar to the predicted behavior shown in
Fig. 79.42. Moreover, the dashed line, which shows the Haan
saturation level, isin good agreement with the position of the
spectral peak. The saturation level was converted to optical
depth using the spectrally weighed attenuation length A, and
the predicted compression (about 2 at times~1to 2 ns). Similar
behavior was observed for al shots taken under al drive
conditionswith different smoothing techniquesemployed. For
thedatawithlesslaser uniformity [Figs. 79.48(e) and 79.48(f),
DPP'sonly], theinitial imprinted amplitudesare higher, and as
aresult, the RT evolutionisobserved earlier intimethaninthe
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casewithmore-uniformdrive, whichincludesSSD and DPR's
[Figs. 79.48(a) and 79.48(b)].

Figure 79.48 showsthat the measured growth of the ampli-
tudes at 20-um wavel ength is much less pronounced than that
of 30 umfor all shots. Thisisbecause the amplitudesat 20 um
are predicted to be already above Haan's saturation level at
about 0.01 OD, while amplitudes at 30 um experience a
transition from exponential growth to the saturated growth
with constant velocity at about 0.022 OD. The amplitude at
60 um is predicted to be below the saturation level and
therefore should grow exponentially during thistimeinterval.
To support these assertions, we measured the growth of low-
amplitude, preimposed, 2-D, 60-um-wavelength and 30-um-
wavelength, single-mode, sinusoidal perturbations on
20-um-thick CH fails driven with the irradiation conditions
that included DPP’'s, SSD, and DPR’s. Targets with initial
perturbation amplitudes of 0.05 and 0.125 um at 60-ym wave-
length and 0.025 um at 30-pum wavelength were used. These
initial amplitudes are sufficiently low that they are expected to
beinthelinear regimefor at least 2.5 ns, yet have high enough
amplitudes that mode coupling from the broadband spectrum
hasno effect ontheir evolution. Figure 79.49(a) showsthat the
broadband features at 60 pum (the combined data from six
shots) grow at asimilar rate as the preimposed 60-ym modu-
lations (upper data points for two shots). Exponential fits to
these data (three solid lines) indicate growth rates of 0.96
+0.02ns 1 and 1.02+0.02 ns~1 for the preimposed modul ations
and 0.91+0.05 ns™1 for the broadband modulations. Fig-
ure 79.49(b) shows that the broadband features at 30 um (the
combined data from six shots) experience a transition from
linear to nonlinear phases at an amplitude of about 0.02 OD,
which is 30 times|ower than the single-mode saturation value
of 0.6 OD (0.1 7). At thesametime, thetwo preimposed 30-um
modul ations(upper datapoints) grow exponentially withgrowth
ratesof 1.45+0.02 ns™1 and 1.54+0.02 ns ™1, respectively. These
data clearly show the wavelength-dependent saturation level.

The preimposed 30-um and 60-um modul ationswerefitted
with an exponentia in order to compare growth rates with
thosemeasured for early times®8 (seelater intheFinite Tar get
Thickness Effect section). For broadband modulations, both
exponential and polynomial fits have been used to quantify
the transition from the exponential to saturated growth. Fig-
ure 79.49(b) shows that for broadband modulations at 60 um,
the exponential fit (solid line) closely matches the third-order
polynomial fit (dashed line). The standard deviations are
0.0021 OD and 0.0022 OD, respectively. For 30-um broad-
band modulations shown in Fig. 79.49(b), however, the expo-
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nential (dashed line) does not fit data well (the standard Figure 79.50 summarizes data from 11 shots performed
deviationis0.0039 OD) compared to the polynomial fit (solid ~ with (1) DPP's, SSD, and DPR’s [six shots, Figs. 79.50(a),
line; the standard deviation is 0.0022 OD), which closely  79.50(d), and 79.50(g) for the average broadband amplitudes

follows the saturated evolution of these broadband data. at wavelengths of 60 um, 30 um, and 20 um, respectively],
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Figure 79.48

The measured azimuthally averaged Fourier amplitudes of the optical-depth modul ations as afunction of spatial frequency for six shots: (a) a 20-um-thick foil
attimes 1.4, 1.8, 1.9, and 2.2 nswith laser conditions that include DPP's, SSD, and DPR’s; (b) at 1.6, 1.9, 2.2, and 2.4 nswith DPP's, SSD, and DPR’s; (c) at
1.6 and 1.9 nswith DPP’sand SSD; (d) at 1.6 and 2.0 nswith DPP'sand SSD; (€) at 1.3 and 1.5 nswith DPP’s; and (f) at 1.6 and 1.8 nswith DPP’s. Haan’s
saturation amplitude Sis shown by the dashed line.
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(2) DPP'sand SSD [three shots, Figs. 79.50(b), 79.50(e), and
79.50(h)]; and (3) DPP’s only [two shots, Figs. 79.50(c),
79.50(f), and 79.50(i)]. It is expected that SSD smoothes out
perturbationsat high spatial frequenciesmuch moreefficiently
than at low spatial frequencies;34 therefore, theexpectedinitial
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Figure 79.49

(a) Average Fourier amplitudes of optical depth of imprinted features versus
time at 60-um wavelength for six shots (distinguished by different symbols)
and the amplitude of preimposed 60-um perturbations of corrugated targets
with initial amplitudes of 0.05 and 0.125 um (upper data). (b) The same for
the 30-um wavelength with the amplitudes of initial, preimposed, 30-um
perturbations of 0.025 um (upper data). Exponential fits (solid lines) were
used for the preimposed corrugation data, 60-pm imprinted data (solid lines),
and 30-um imprinted data (dashed line), and athird-order polynomial fit was
used to the imprinted data at 60 pm (dashed line) and 30 um (solid line).
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imprinted spectrawith and without SSD have not only differ-
ent nonuniformities oy, but also different shapes. According
to Haan’smodel, however, later intime, and after considerable
RT growth, the perturbation spectra are expected to be similar
but shifted intimewiththeevolutionoccurringlater inthecase
of DPP's plus SSD compared to DPP's only.

The measured temporal evolution for all three cases is
similar, as evident from the evolution of the amplitudes of
broadband perturbations at 60-um, 30-um, and 20-um wave-
lengths. The 30-um- and 20-um-wavel ength perturbati ons sat-
urate at different timesfor different smoothing conditions but
alwaysat thesamelevels. The 60-um perturbationsgrow inthe
linear regime (exponential growth) with similar growth rates
(0.70£0.05 ns™1, 0.93+0.05 ns™1, and 0.91+0.05 ns™1 with
DPP's only; DPP's and SSD; and DPP's, SSD, and DPR’s,
respectively, for all smoothing conditions). As shown earlier,
these growth rates are in very good agreement with the mea-
sured growthrates of preimposed 2-D sinusoidal perturbations
at a 60-um wavelength [Fig. 79.49(a), upper data points].

For caseswith lesslaser uniformity [case (3): DPP'sonly],
theinitial imprinted amplitudes are higher, and asaresult, the
RT evolution isadvanced in time[~250 ps earlier thanin case
(2), and ~500 ps earlier than in case (1)]. This observation is
evident for the 60-um, 30-um, and 20-um wavelengths of
broadband perturbations. Note also that the 30-um-wave-
length perturbations saturate at higher amplitude than the
20-um perturbations, as expected.

Even though the experimental data (see Fig. 79.48) cannot
show the saturation level S(k) = 2/Lk? explicitly, it was tested
by comparing peaks of measured Fourier spectra with those
predicted by using Haan’s model. Such comparison becomes
possi bl e because the shape of Fourier spectraand the position
of their peaks depend primarily on the saturation level rather
thanontheinitial or driveconditions(shownexperimentally in
Fig. 79.48). For example, from Fig. 79.48(a) one can see that
measured spectral peaksat spatial frequenciesof 30mm™1and
50 mm~1 are positioned at the values of Fourier amplitudes
of approximately 2.7 x 1072 and 1.2 x 1072 0D, at times 2.2 ns
and 1.4 ns, respectively. The predicted spectral peaks at these
spatial frequencies are at the values of approximately 3.7
x1072and 1.2 x 102 OD, respectively, asshowninFig. 79.42.

The main experimental errors in measurements of target
optical depth shown in Fig. 79.48 include noise in the experi-
mental system (dominated by photon statisticsof thebacklighter
X rays), uncertainty of thesystemresol ution, and nonlinearities

165



NONLINEAR EvoLUTION oF BRoAD-BANDWIDTH, LASER-IMPRINTED NONUNIFORMITIES

in the detection system, which was considered to be linear
during Wiener filtering and MTF deconvolution.28 The total
uncertainty of optical-depth measurements at the spatial fre-
quency range of 30 to 50 mm~1 was determined to be about
1073 OD. It included the relative error of system resolution
measurement, which was about 4%, and the uncertainty dueto
nonlinearity in the detection system, which was about 2% of
the noise in the experimental system.26
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A =30um

The Haan's model predictions shown in Fig. 79.42 were
converted to the optical depth using spectrally weighted at-
tenuation length Ay, 26 which dependsonthe cal cul ated target
compression C, and the measured attenuation length A, of
the undriven target [see Eq. (3)]. A, was determined to be
10+2 um, 28 and the target compression was calculated to be
about C, = 1.7£0.3 during the time interval of 1.4 to 2.2 ns.
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Figure 79.50

(a) Average Fourier amplitudes of optical depth of imprinted features versustime at 60-pm wavel ength for six shots (distinguished by different symbols) with
DPP's, SSD, and DPR’s. Exponential fit (solid line) indicates the growth rate of 0.91+0.05 ns~L. (b) The same for the three shots with DPP's and SSD.
Exponential fit (solid line) indicates the growth rate of 0.93+0.05 ns~L. (c) The same for the two shots with DPP’s only. Exponential fit (solid line) indicates
the growth rate of 0.70+0.05 ns~L. (d) Average Fourier amplitudes of optical depth of imprinted features versus time at 30-um wavelength for six shots with
DPP's, SSD, and DPR’s. The solid lineis a third-order polynomial fit. (€) The same for the three shots with DPP’'s and SSD. (f) The same for the two shots
with DPP’ sonly. (g) Average Fourier amplitudes of optical depth of imprinted features versus time at 20-um wavelength for six shotswith DPP's, SSD, and
DPR's. The solid line is athird-order polynomial fit. (h) The same for the three shots with DPP’'s and SSD. (i) The same for the two shots with DPP’s only.
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Using al of these uncertainties, the measured amplitudes
of optical-depth modulations that have been converted to
perturbation amplitudes in the target [using Eq. (2)] are 15.9
x1072+4.5x 1072 umand 7.1 x 1072+1.6 x 1072 um at spatial
frequencies of 30 mm~1 and 50 mm™1, respectively. Those
predicted by Haan’smodel are 18 x 1072 umand 6.0 x 1072 um
at spatial frequencies of 30 mm~1 and 50 mm™1, respectively.

To demonstrate the agreement of thesedatawiththeHaan's
model, we have compared the measurements and the predic-
tionsfor thepeak of thenonuniformity spectruminaccelerated
targets. Ashasbeen discussed, thelocation of the peak follows
the predicted trend to longer wavel engths, but it isimportant to
compare the actual amplitude of that peak. Since that ampli-
tudeisindependent of theinitial conditions, weare ableto plot
together al data shown in Fig. 79.48, irrespective of the
different laser-uniformity conditions. Again, the amplitudeis
obtai ned using the measured attenuation length of theundriven
target and the cal cul ated target compression (Fig. 79.43 shows
thedensity asafunction of time). InFig. 79.51, theamplitudes
at which the peaks in the measured spectra occur are plotted
versus those for the predicted spectra. These data show that
the Haan’s model well represents the spectral peaks of broad-
band nonuniformities.
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Figure 79.51

The amplitude of measured spectral peak as a function of predicted
spectral peak.

Insummary, broad-bandwidth perturbationswere observed
to saturate at levels predicted by Haan’s model,* which were
much lower thanthesingle-modesaturationlevels(0.1A). This
has been shown by the combined data from shots having
different drive uniformities. This behavior was noted in both
the shape of the spatial Fourier spectra and the temporal
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behavior of modes at various wavelengths. In addition, it was
found that the growth of 3-D perturbations from the broad-
band spectrum in the linear regime is the same as that for the
linear growth of preimposed 2-D perturbations, also in agree-
ment with Haan’s model. The measured spectral evolution
including the saturation level isinsensitiveto the detail s of the
initial perturbation spectrum; this is also in agreement with
Haan’s model.

The relationship between the evolution of the preimposed
modes and their coupling to the broadband spectrum must be
clarified. The resultsinferred from Fig. 79.49 require that the
growth of the preimposed modes remain in the linear regime
(exponential growth) and unaffected by mode coupling. It was
experimentally observed that the absolute values of Fourier
amplitudes of the broadband spectra are randomly distributed
from zero to about twice the average level 2§, (t) for any
azimuthal lineout with wave vector k and at any time t.
Therefore, the evolution of any mode & (t) from the azimuthal
lineout at a wave vector k of the broadband spectrum is
confined between zero and 2&, (t). Thismeansthat the effects
of nonlinear mode coupling on any particular mode &(t) from
all other modesisof theorder of &(t) or less. Thisobservation
isin agreement with thetheoretical work performed by Haan14
for ablatively accelerated targets. If the amplitude of some
particular mode &,(t), growing in the linear regime, is much
higher than the average level of broadband spectrum
& (t) >>&(t) asfor the preimposed modes from Fig. 79.49,
then nonlinear effects will be only a small fraction of its
amplitude é,(t). For example, the evolution of the mode &,(t)
can be approximated to second-order accuracy and neglecting
high-order terms by14

&(t) =7 (1)

0 0
+1/2 k% EXP)ESD. (1) - yzkzkf PSS, (t)g (10)

where £ (t) = &(t = 0) exply (K)t] istheexponential (or first-
order) amplitude of modek. If theamplitude of someparticular
mode §,(t), growing in the linear regime, is much higher than
the average level of broadband spectrum & (t) >>¢,(t) asfor
preimposed modesfrom Fig. 79.49, then nonlinear effectswill
be only a small fraction of its amplitude é(t) [i.e., the first
linear termin Eq. (10) ismuch larger than the second nonlinear
term]. This means that the effect of mode coupling on the
amplitudes of 60-um and 30-um preimposed modes [which
are 10 to 20 times above the average level of broadband
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amplitudes (see Fig. 79.49)] is small (of the order of 5% to
10% of their amplitudes) and can be neglected compared with
their exponential growth in the linear regime.

The same concept can be expected in a ssimple physical
picture. Figure 79.52 schematically shows an image of the
driventarget that hasasingle-modeperturbation (dashed lines)
and broadband features with individual 3-D bubbles (solid
lines). In some small regions (containing only one or two
bubbles), the material flow in the horizontal direction can be
dominated by the flow from individual 3-D bubbles. In 3-D,
the material from bubbles flowsin al directions, but it flows
only inonehorizontal directionfrom2-D bubbles. Inthewhole
region of box sizeL, however, thematerial flow inthehorizon-
tal direction is dominated by the flow from the tips of the 2-D
bubble (dashed lines) because the overall contribution to the
flow in this direction from the 3-D bubbles becomes much
smaller in the whole region with box size L. Therefore, the
overall effect of the broadband features on the evolution of a
singlemodeisinsignificant providing that theamplitude of the
singlemodeishigh enough. Thisconsiderationin real spaceis
complimentary to that in Fourier space described in the previ-

ous paragraph.
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Figure 79.52

Schematic image of the driven target, which has a single-mode perturbation
(dashed lines) and broadband features with individual 3-D bubbles (solid
lines). Inthe small regions (containing only one or two bubbles), the material
flow inthe horizontal direction can be dominated by theflow fromindividual
3-D bubbles (solid lines). In the whole region with box size L, however, the
material flow in the horizontal direction is dominated by the flow from the
tips of the 2-D bubble (dashed lines).

Late-Time Perturbation Evolution

InFig. 79.50, theamplitudesof boththe 20-um- and 30-um-
wavelength broadband perturbations decrease late in time (at
2.5 to 2.8 ns for the case with all smoothing techniques
employed). Inthenonlinear regime, Haan’smodel predictsthe
growth of these perturbations to be linear in time (constant
velocity growth) after they reach their saturationlevels. Thisis
in contradiction with experimental data. Figure 79.53 shows
nonuniformity spectraat 2.5 ns(dashed line) and 2.8 ns (solid
line) for one of the shots with all laser-smoothing techniques
employed including DPP's, SSD, and DPR's. It clearly shows
adecrease in amplitude of all spatial frequencies higher than
30 mm~L. Figure 79.54 showsimages of thetarget at 2.5 ns (a)
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Figure 79.53

Experimentally measured |ate-time perturbation spectra. Azimuthally aver-
aged Fourier amplitude of the optical-depth modulation as a function of
spatial frequency for a 20-um-thick foil at 2.5 and 2.8 ns and with laser-
smoothing techniques including DPP's, SSD, and DPR’s. The saturation
amplitude Sis shown by the dashed line.
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Figure 79.54

Late-time images of the target optical-depth perturbations captured at
(a) 2.5 nsand (b) 2.8 nswith a 20-um-thick target and with laser-smoothing
techniques including DPP’s, SSD, and DPR’s.
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and 2.8 ns(b). Compared to theimage at 2.5 ns, featuresin the
2.8-nsimagebecomemuch moreround asneighboring bubbles
coalesce, and the typical scale length of all the features be-
comes larger in the latter image. A 2-D model for bubble
competition’ predicts that such bubble coal escence occurs at
higher bubble amplitudes and consequently much farther into
the nonlinear regime than shown here. At the end of the drive
(=3 ns) 1-D LILAC simulations predict an increase in ablation
velocity (by a factor of 2) with the target decompressing
quickly. Inthiscase, target perturbationsin optical depth could
decrease because of the stabilizing effect of ablation.

Another possible explanation for the observed spectral
behavior isthat even earlier inthe nonlinear regime (beforethe
bubble coalescence), some short-scale-length bubbles move
underneath larger, long-scale-length bubbles because larger
bubbles grow faster than smaller bubbles.}” The areal-density
(or optical-depth) measurement becomes insensitive to short-
scale-length bubbles because, in the direction of the x-ray
propagation, the short-scale-length bubble becomes a part of
the long-scale-length bubble, even though physically the two
bubbles are still separate.

“Bowing” of the Target

Bowing of thetarget isanother effect that hasbeen observed
and quantified in these experiments. Figure 79.55 schemati-
cally explains this effect. Before the shot, the CH target is
attached to the massive Mylar washer. Without this washer a
part of the laser energy from the laser beams, which irradiate
the target at non-normal incidence, would miss the target and
propagate toward opposing ports of the OM EGA target cham-
ber, threatening to damage the laser system. During the drive,
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Figure 79.55

Schematic of the foil setup. The CH foil is attached to the massive Mylar
washer. After the drive begins, it bows (dashed contour) because the drive
pressure is applied only to its central part.
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the central ~1-mm portion of a target accelerates, while the
portion attached to the washer stays undriven. Toward the end
of the drive the target becomes “stretched” (see Fig. 79.55).
Experiments performed by K nauer® with the same drive con-
dition on similar targets with preimposed 2-D corrugation
showed that the wavelength of the corrugationsincreased 7%
to 10% toward the end of the drive. This effect was explained
by the target bowing and, asaresult, stretching all featureson
the target, as though they were magnified.

Figure 79.56 describes this effect quantitatively for one of
the shots, using six target images of different time frames at
1.6,1.9,2.0,2.2,2.4, and 2.5 ns. It was assumed (for simplic-
ity) that the main effect of the bowing was a magnification of
late-time images with respect to early-time images. If so, the
correlation of the magnified early-time image with late-time
image should be higher than the correl ation of the unmagnified
images. (Thebowing analysiswas performed using raw, unfil-
tered target images because Wiener-filtered images were all
processed with afixed box size, not allowing this box size to
vary, which is necessary to perform bowing analysis.) The
dotted line in Fig. 79.56 shows the cross-correlation coeffi-
cient of the image at 2.2 ns with the image at 2.5 ns as the
function of the magnification of the 2.2-nsimage. The cross-
correlation coefficient is maximized when the 2.2 ns image
is magnified 1.04 times. To maximize the correlation of the
same 2.2-ns image with the early-time image at 1.6 ns, it
must be demagnified 0.97 times as shown by adashed linein
Fig. 79.56. The thick solid line shows the cross-correlation
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Figure 79.56

“Bowing” of thetarget. The cross-correlation of theimage at 2.2 nswith the
imagesat 2.5ns, at 2.4 ns, itself, at 2.0 ns, at 1.9 ns, and at 1.6 nsasafunction
of the magnification of the 2.2-nsimage. The smoothing techniques for this
shot included DPP's, SSD, and DPR’s.

LLE Review, Volume 79

169



NONLINEAR EvoLUTION oF BRoAD-BANDWIDTH, LASER-IMPRINTED NONUNIFORMITIES

coefficient of the image at 2.2 ns with itself. The shorter the
time interval between images, the less magnification (or
demagnification) is required for one of the images to be
maximally correlated to the featuresin the other images. This
analysis shows that as time progresses, the target images
becomemagnified by about 7% to 10% between the 1.6-nsand
2.5-ns images. This effect is small enough to have minimal
effect on the perturbation evolution. For example, Fig. 79.56
shows that al features of the 2.4-ns image are magnified by
~2.5% with respect to the earlier image at 2.2 ns. Fig-
ure 79.48(b) shows the spectral evolution for the same shot.
The spectrum is peaked at ~34 mm™1 for the image at 2.2 ns,
andthepeak isshiftedto~20 mm~1for theimageat 2.4 ns. This
~40% change in the wavelength of the spectral peak has only
a~2.5% contribution from the bowing effect.

Finite Target Thickness Effect

The growth ratesfor 60-um and 30-um preimposed modu-
lations, measured from 1.6 to 2.5 ns, are smaller by afactor of
2to2.5thanthose measured for earlier times(fromQ0to 1.2 ns)
by Knauer® in similar experiments. These experiments used a
larger initial amplitude of preimposed modulations (ag
= 0.5 um) and were driven with full smoothing techniques
employed. Thiseffect can beattributedto theperforation of the
target by short-wavelength perturbations.

The short-wavel ength perturbations imprinted by the laser
beams are too small to be resolved in the experiments de-
scribed inthis article. Yet, they are estimated to evolve at late
times to a oy, amplitude that equals about three to four
(compressed and ablated) thicknesses of the target. If some
bubbles penetrate the target, the mass available to feed the
growth of the longer-wavel ength preimposed modul ations by
lateral flow is limited; therefore, the growth of these modes
is reduced.1>

Thiseffect has been studied numerically using cal culations
on the hydrocode LEEOR2D.18 These simulations were con-
ducted for conditions corresponding to the experiment with
20-um-thick targetsirradiated with fiveoverlapped|aser beams
having various smoothing techniques and with various pulse
shapes. One of the pulse shapes used was, as in the experi-
ments, a 3-ns sguare with an exponential rise of 100 ps per
decade and a peak intensity of 2 x 1014 W/cm?.

Twolevelsof laser nonuniformity weresimulated. Thefirst,
using DPPsmoothed beams, hadthe same 1-D nonuniformity’s
power per mode as experimentally measured using 2-D time-
integrated photographs of laser beams.® The second was of
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beams smoothed by DPP's, SSD and DPR’s. The smoothing
time of the SSD was 25 ps, approximately the effective
smoothing time for the pulse used here.3* Simulations using
smooth laser beams were also performed.

2-D caculations of the perturbation evolution with an
initial broadband spectrum of laser nonuniformities with and
without preimposed 60- and 30-um-wavel ength, single-mode
perturbations with initial amplitudes of 0.05 um have been
performed. For each case, the 2-D calculation with the
preimposed modulation represents the direction of the
preimposed modulation in the 3-D experiment, and the calcu-
lation without the preimposed modulation represents the per-
pendicular direction. The calculated amplitude of the
preimposed mode was defined as the Fourier component of
that mode in the latter calculation subtracted from that in the
former calculation.

Eventhough thedriveand smoothing conditionsusedinthe
simulations were similar to those used in the experiments
described above, the comparison between the results of the
2-D simulations and the 3-D experiments must be considered
only qualitatively becauseboththeinitial perturbationsandthe
RT evolution are similar but not identical in 2-D and 3-D.
Figure 79.57 shows the cal culated evolution of the amplitude
of the target areal density (normalized to the initial target
density) of the preimposed 60- [Fig. 79.57(a)] and 30-um-
wavelength [Fig. 79.57(b)] modes for the three levels of laser
nonuniformity described above. The amplitude of the
preimposed modulations grows similarly for all cases until
~1.5 ns. After 1.5 ns, the amplitude of the preimposed mode
continuesto grow inthe case of thesmooth drivebut isreduced
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Figure 79.57

The evolution of the amplitude of the target areal density (normalized to the
initial density) of preimposed (&) 30-um- and (b) 60-um-wavelength modes
with smoothlaser beams(solid), withDPP's, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed) calculated using 2-D hydrodynamic simulations.
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in the cases of the perturbed drives. This reduction is greater
and starts earlier for the case of DPP only, without SSD
and DPR'’s. This behavior is attributed to the perforation of
the foil by the short-wavelength modes introduced by the
laser nonuniformities.

This evolution can also be seen in Fig. 79.58, where the
logarithmic growth rate of the areal-density perturbations of
the preimposed modes [y = (daydt)/ a] is plotted versustime.
The growth rate decreases for both 60- [Fig. 79.58(a)] and
30-um [(Fig. 79.58(b)] wavelengths of the preimposed mode
dueto the presence of the broadband spectrum of perturbations
introduced by the laser nonuniformities.
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Figure 79.58

The evolution of the logarithmic growth rate [y = (da/dt)/a] of the areal-
density perturbations of (a) 30-um and (b) 60-um preimposed modes with
smooth laser beams (solid), with DPP’'s, DPR’s, and SSD (dash-dot), and
with DPP's only (dashed).

The perforation of the target is most clearly seen in the
density maps of thetarget, shownin Fig. 79.59 for the various
30-um-wavelength calculations. It can be seen that the short-
wavelength perturbationsin the target perforateitatt = 1.4 ns
for thecase of DPP[Fig. 79.59(b)] and at t = 1.6 nsfor the case
of DPP's, SSD, and DPR’s [Fig. 79.59(f)]. In the case of the
uniform drive, thetarget isnot yet perforated at thesetimes, as
can be seen in Fig. 79.60. When looking at later times, how-
ever, the perforation can clearly be seen to occur between
t=218nsandt=2ns(Fig. 79.60).

One can clearly see the correlation between the times of
perforation of the target in these density maps and the satura-
tioninthegrowth of the preimposed modes, seeninFigs. 79.57
and 79.58. This correlation strengthens the explanation sug-
gested above, that the growth of the preimposed modes is
reduced when the broadband perturbations introduced by the
laser nonuniformities perforate the target. The reason this
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reduction has not been measured in other experiments® is that
the initial amplitude of the imposed perturbation in these
experiments was larger; therefore, al measurements were
performed at earlier times, when the imprinted perturbations
had not yet evolved to large enough amplitudes and therefore
the target was still not perforated.

Toconfirmthat thesaturationlevel and thelate-timespectra
do not depend on the target thickness, Fig. 79.61 shows the
results of an additional experiment using a laser drive with
DPP'sonly for 40-umfail thickness. The measured spectraare
shown for a40-um CH foil at 2.7 for one shot, and at 2.7 and
2.8 ns for the other shot. The saturation level was again
calculated using the spectrally weighed attenuation length A,
(which does not change significantly going from 20- to 40-um
foils) and the predicted compression (about 2 at ~2to 3 ns). It
can be seen that the finite target thickness does not affect the
saturation level since the shapes of measured spectra are
similar for both 20- and 40-umtarget thicknesses, whichisal so
in agreement with Haan’'s model. Note that the resulting
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Figure 79.59

Density color maps of the target from the calculation with preimposed
30-um mode driven by laser beams having DPP's only at (a) t = 1.2 ns,
(b) t=1.4ns, (c) t =1.6 ns, and by laser beams having DPP’s, SSD, and
DPR'sat(d)t=1.2ns,(e)t=214ns,and (f)t=1.6ns.
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acceleration of the 40-um-thick foils was about a factor of 2
lower and the shock breakout time afactor of 2 later compared
to 20-um foils. The measured noiselevel isal so about twice as
high since approximately four-times-fewer photons are trans-
mitted through the 40-um foil. As a result, the imprint was
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Figure 79.60

Density color maps of the target from the calculation with preimposed
30-um mode driven by uniform laser beams at () t = 1.2 ns, (b) t = 1.4 ns,
(c)t=1.6ns,(d)t=18ns,and (e) t=2.0ns.

detected only near the end of the drive and with DPP-only
drive. When additional smoothing by SSD and DPR’s were
added, theinitial imprinted amplitudesof target nonuniformity
were small enough that, even at the end of the drive, no signal
was measured above the noise.

Summary

This article has presented the measured evolution of 3-D
broadband perturbations produced by laser imprinting in CH
foils, accelerated by UV light. Using through-foil radiography
these featureswere observed to saturate at level sin agreement
with those predicted by Haan’s model.# This behavior was
noted in both the shape of the spatial Fourier spectraandinthe
temporal behavior of modes at various wavelengths. In addi-
tion, wenoted that the growth of perturbationsfrom broadband
spectruminthelinear regimewasthesameasthat for thelinear
growth of preimposed 2-D perturbations, also in agreement
with the Haan model. These experimentswere designed to test
predicted saturation levels that are used in target designs for
ICF experiments. We believe this is a clear experimental
demonstration that the Haan model correctly predicts the
saturation levels, spectral shape, and temporal evolution of
broadband perturbations that are RT unstable. The contribu-
tions of measurement error and the effects of finite target
thickness and target bowing have been shown to have little
effect on our conclusions.
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Uniaxial/Biaxial Stress Paradox in Optical-M aterials Har dening

Owing to its excellent homogeneity and low-intrinsic absorp-
tion properties, fused silicaremains the preferred material for
high-power laser applications over a wide wavelength range,
but especially inthe UV. In particul ar, large-aperture glassand
excimer lasers, such as Nova, Beamlet, OMEGA, NIKE, and,
in the foreseeabl e future, the National Ignition Facility (NIF),
the Megajoule laser (LMJ, France), and others, owe their
existencetoreadily available, large-diameter fused silicafind-
ing use in the form of beam-transport lenses and windows.
Often theselensesand windows separate atmospheric pressure
from vacuum areas, such ason spatial filters and target tanks,
experiencing not only high-fluence irradiation conditions but
also pressure-differential—induced stresses. The combination
of the two presents an interesting challenge in terms of laser
damage, as the formation of pits and cracks during conven-
tional damage may get aggravated by the presenceof stressand
lead to dramatic devicefailure by fragmentation and accelera-
tion of the lens or window shards into the evacuated space.

Eveninthe absence of avacuumissuewith itsconcomitant
stress, laser damageto fused silicaunder periodicillumination
by UV light, such as found in UV-lithography or medical-
instrument applications, limits system performance and in-
creasesmaintenancecosts. Thismotivatesthesearchfor simple
methods to alleviate the onset of or, at least, the detrimental
consequences of laser damage. In earlier work,1# dynamic
aspectsof laser-induced crack formationinfused silicaandits
correlation with stress, both self-induced? and externally ap-
plied,34 have been studied by uswith an eyetoward preparing
thefoundation for such remedies. In the current work, wetry to
answer several important questions raised by this prior work.

Inbrief, alaser-initiated crack hasbeen shownto grow upon
repeated irradiation by either IR® or UV1° |aser pulses, caus-
ing a hoop stress? to form in its immediate surroundings, the
existence of whichisessential for further growth. This causal
relation wastested by breaking the hoop-stress symmetry with
the help of an external stressfield and thereby arresting further
crack propagation, even at pump fluences much larger than
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those necessary for starting the crack initialy. This was dem-
onstrated for fused silicainitiated at either the substrate exit or
entrance surface. Surfaces, with few exceptions, suffer from
lower laser-damage thresholds than bulk—a fact attributable
to the consequences of the requisite, but extremely intrusive,
acts of cutting, grinding, polishing, and cleaning the surfaces.
Cleaved surfacesthat are spared these procedures offer compa-
rably higher damage thresholds.® The surfaces of fused silica
are of special interest in that a near-surface layer of material
densification’ is surmised to be formed during polishing,
which, by itself, may prompt near-surface residual-stress
fields to develop. One key question arising from the prior
work34 thus became whether or not, in the absence of a
densification layer and its residual-stress field, the effects
observed in fused silicawill remain. Or, put another way, will
externally applied stresses also delay |aser-damage initiation
in cleaved silica bulk and/or in materials for which no such
densification layer exists? To find the answer, this work ad-
dresses, in addition to polished fused silica, aternate model
systems: cleaved silica bulk and BK-7, borosilicate glass.

A second question arisesfrom the earlier observedincrease
in surface-damage initiation threshold and crack growth ar-
rest with external stresses applied in the laser-beam direction.
Thequestioniswhether or not thedirection of the appliedload
has an effect on the surface-damage initiation threshold and
crack growth. To answer this question, different applied load
configurationsareconsideredinthiswork; amongthem arethe
uniaxial compressions in the x or z direction, the biaxial
compression in the x and z directions for rectangular samples
(fused silicaand BK-7), aswell asradially applied pressurefor
round fused-silica samples.

Sampleirradiation was carried out by the fundamental and
frequency-tripled outputs of a Nd:glass oscillator/single-pass
amplifier system. This system produced a beam of nearly
Gaussian profile after passage through avacuum spatial filter,
prior to any frequency conversion. Thebeam wasthen focused
by a2-m-focal-length fused-silicalensto a~600-Lm spot size
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at the sample entrance surface. Laser pulses, produced at a
repetition rate of one pulse every 10 s, had nominal pulse
duration of 1 nsat 1053 nm and 500 ps at 351 nm.

A PDP-1I computer and CAMAC [computer-aided mea-
surement and control (J. White Co. 800)] crate system were
used for data acquisition and experiment control. The system
included a charge-injection-device (CID) cameralocated in a
sample-equival ent planefor recording the fluence distribution
in the beam spot.

The beam-incident direction was chosen to be <10° off-
normal to the sample entrance face to prevent any back-
reflectionof residual, unconverted IR from seedingtheamplifier
in the backward direction, and setting up a 351-nm Fresnel
interference pattern between the sampl e entrance and exit sur-
facesthat would invalidate the cal cul ated fluence distribution.

Inthiswork, damageisdefined to be any visible permanent
modification to the surface of the glass material, observable
with a110x-magnification, dark-field microscope. The small-
est damage spots observed as faint scatter sites were approxi-
mately 0.5 to 1 um in diameter. Due to the thickness of the
samples, spatial and temporal distortions of the beam were
avoided; therefore, both front- and exit-surface damages were
considered. Damagethreshol dswere determined by averaging
between the highest laser fluence incident on the sample that
produced no damage and the lowest laser fluence that did
produce damage.

The samples studied in this work were rectangular, 64 x
13.6 x4.3-mmand circular, 50-mm-diam, fused-silicasampl es
of Corning 7940 UV, gradeA. They were conventionally pitch
polished to laser quality (rms< 10 A) on the entrance and exit
surfaces and to cosmetic quality around the edges to monitor
insituthe crack propagation, aswerethe BK-7 samples, which
were also commercial blocks (52 x 11.5 x 5 mm).

Samples were mechanically loaded by clamping each be-
tween aluminum plates separately attached to a load cell
(Eaton, Model 3397-25, max. |oad capacity: 25 Ibs). A prede-
termined, constant uniaxial, compressive load was applied in
each geometrical configuration. Details of the experimental
setup of the applied load used in the laser-beam direction can
be found in Ref. 8.

Laser-damage thresholds (for pulse lengths greater than
picoseconds) are always reported as average values derived
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from a statistical number of sample sites per tested specimen.
In al nondeterministic, i.e., extrinsic-impurity-driven laser-
damage processes, the damage occurrence hingeson the statis-
tical presence or absence of one or more absorbing impurities
within a given irradiated area. This statistical distribution in
defect volume density is now convoluted by a site-to-site—
varying stress distribution. In an ideal experiment, a large
enough number of tests on samples and sites with precisely
known local stress will deconvolve the two distributions. In
practice, however, this is unrealistic. Rather, simulation of
local stress conditions by finite-element methods permits one
to find with acceptable accuracy, for various loading-geom-
etry-boundary conditions, the stresses within the aperture,
based on which one may choose many irradiation sites on a
single sample. A three-dimensional, finite-element analysis
code ANSY S5.4A®, developed by ANSY SInc., was used to
determine the stress distribution within loaded samples.

Figure 79.62 shows the 500-ps/351-nm damage-onset
fluence threshold for fused-silica exit and entrance surfaces
versus the stress o, resulting from a compressive load in the
laser-beam direction. The questionto addressiswhether or not
a link exists between the silica surface—densification layer
(anditsresidual-stress distribution) and the damage-threshold
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Figure 79.62

Entrance (¢)- and exit (x)-surface, 351-nm damage-initiation thresholds as
functionsof applied stressin fused silicafor thelaser beam direction—oading
configuration.
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trend. Applying external stresseswill biastheseeffects. Inlight
of Fig. 79.62, it appears plausible that increasing stresses
within the sample are decreasing the effect of the densified
layer and, at the same time, are increasing the damage-onset
threshold. To confirm or rule out this premise, further tests
were needed on cleaved silicabulk and on amaterial that does
not densify when polished. Figure 79.63 displays the exit-
surface-damage-threshold results versus applied stress ob-
tained for BK-7 with 1-ns, 1053-nm pulses. A data point from
Ref. 9, obtained at 1 ns, 1064 nm (also represented in
Fig. 79.63), shows good agreement with our stress-free mea-
surements. Furthermore, Fig. 79.64 illustrates the front-sur-
face-damagethresholds against the externally applied stresses
obtained for cleaved bulk silica. From Figs. 79.63 and 79.64,
it becomes clear that a damage-initiation-threshold enhance-
ment in response to externally applied stress is also obtained
for borosilicate glass aswell asfor cleaved bulk silica, ruling
out causal relations between densification, applied stress, and
damage-initiation-threshold enhancement in all systems con-
sidered here.

Next, we address correlations between (1) the external
stress and the laser-beam polarization and/or (2) the external
stressand thermal stress. In other words, (1) What isthe effect
of external stress on the damage threshold and crack growth
for a certain beam polarization? and (2) What is the magni-
tude of transient, thermal stresses induced by laser heating of
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Exit-surface, 1053-nm damage-initiation threshold as a function of exter-
nally applied stresses obtained with borosilicate glass (BK-7) for the same
loading configuration as Fig. 79.62. For comparison a data point (triangle)
obtained at 1064 nm, 1 ns from Ref. 9 is reported.

the material compared to the magnitude of the externally
applied stresses?

The answer to the second question was obtained by using
ANSYS in a thermal, transient analysis. A metallic defect
(Hf) of size 200 x 200 x 100 A embedded in the fused-silica
matrix wasconsidered and assumedto havereached atempera-
ture of 20,000 K by the end of the laser pulse (1 ns). Details of
the transient thermal finite-element analysis can be found in
Ref. 10. Thethermal stresses deduced from ANSY S{~aEAT,
where a is the thermal expansion coefficient, E the Young's
modulus, and AT the temperature [relative to the strain-free
temperature (room temperature)] of a given point in the ma-
trix} were found to be two orders of magnitude larger than the
applied mechanical stresses, rendering them all but irrelevant.

The issue of mechanical stress versus beam polarization
was addressed by using the original loading setup in two
different geometrical |oading configurations; theload wasfirst
applied in the x direction (Fig. 79.65), and second in the z
direction (Fig. 79.66). For thesetwo configurations, theresult-
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Entrance-surface, 351-nm, 500-ps, damage-initiation threshold as functions
of applied pressure in the z direction (perpendicular to the laser beam) in
cleaved silicabulk.
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ing stress estimated from ANSY Sis uniaxial along the x axis
or the zaxis, respectively. For uniaxial stress, Figs. 79.65 and
79.66 show the damage threshol d to reach amaximum around
—-5psi andtodroptoitsinitial, stress-freevaluefor loadslarger
than —15 psi. The same behavior was obtained with BK-7
loaded in the z direction (Fig. 79.66), ruling out any relation-
ship between the stress-onset damage threshold and the laser-
beam polarization.

To investigate the effect of the loading geometry on the
damage threshold, a setup was designed that provided simul-
taneous stresses in both the x and z directions. Figure 79.67
shows the results obtained with this configuration for both
entrance and exit surfaces of fused silica. The damage thresh-
old reaches a maximum around o, = 0y, = -5 psi and stays
constant thereafter, a behavior similar to that found for the

UNIAXIAL/BIAXIAL STRESS PARADOX IN OPTICAL-MATERIALS HARDENING

configurationin Fig. 79.62, where the ANSY S-derived stress
distribution shows stresses in both the x and z directions,
athough o, > ogy,. Onthe other hand, experiments carried out
on circular fused-silica samples are illustrated in Fig. 79.68.
Although the current setup did not permit pressureslarger than
4.2 psi to be applied, Fig. 79.68 hints that the maximum
threshold would be reached also around 4 to 5 psi.

Key results from Fig. 79.62 and Figs. 79.65-79.68 are:
(2) Independently of theloading geometry used, the maximum
threshold for fused silicais obtained around an applied stress
of =5 psi. (2) A geometrical loading approximating practical
situationsisthat of Fig. 79.62, where aplateau isreached (the
configuration used in Fig. 79.67 isvery difficult to implement
in practice).
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Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the x direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.

Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds as
functions of applied pressure in the z direction (perpendicular to the laser
beam) in polished fused silica. The load P is applied via two screws.
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Experimentson crack growthusing uniaxial stressconfigu-
rationswereal so carried out, but no crack arrest wasobserved
for any of these configurations, leading oneto conclude again
that the optimum result for both damage-threshold enhance-
ment and crack-growth arrest in fused silica can be obtained
only in abiaxial stress configuration.

In conclusion, this work presents experimental results on
stress-inhibited, laser-driven crack growth and stress-del ayed,
laser-damage-initiation thresholdsin fused silicaand borosili-
cate glass (BK-7). The use of different loading geometries
providing uniaxial and biaxial stresses shows that the biaxial
stress configuration offers superior efficiency in raising the
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Figure 79.67

Entrance- and exit-surface, 351-nm, 500-ps damage-initiation thresholds
as functions of applied stresses in polished fused silica for the case of a
compression load in the x-z plane.

laser-damage-initiation threshold by up to 78% and arresting
crack growth down to 30% relative to stress-free conditions.
Theresultsalso raisetheintriguing paradox of biaxial symme-
try breaking proving superior to uniaxial effects—a paradox
that calls for further tests.
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Observation of Electron Trappingin an Intense Laser Beam

Sincethe discovery of the ponderomotive force over 40 years
ago, it has been known that charged particlesinteracting with
an oscillating electromagnetic field will seek regions of low
intensity.! It wasimmediately proposed that with theappropri-
ate field distribution, particles could be trapped with this
force.2 The case of electron confinement with a specialy
shaped laser focus has been discussed since then.3—> Recently
we reported on the optical generation of athree-dimensional,
ponderomotive-optical trap with a high-peak-power laser.8 In
thisarticlewe present thefirst evidence of electrontrappingin
ahigh-intensity laser field, with confinement of electronswith
energiesup to 10 keV. To our knowledge, thiswork represents
the first controlled manipulation of electronsin a high-inten-
sity laser field by the modulation of the spatial intensity
distribution of the beam. This opens up a new direction of
study in high-intensity laser—electron interactions. Here, we
present the effects of trapping on linear Thomson scattering. A
trapping beam could also be used to enhance the recently
observed nonlinear Thomson scattering.” While some further
experiments may usethe particular geometry described inthis
work, more generally we have shown that near-field phase
control of a high-power laser beam can lead to tailored focal
regions that may be optimized for amyriad of experiments.

Electrons interact with a laser field via the Lorentz force.
For field distributions with a slowly varying temporal and
spatial envelope, the motion of the electrons can be decom-
posed into a high-frequency quiver and a slower, “dark-
seeking” drift.8 The quiver motion is a direct result of the
rapidly oscillating electromagnetic field, while the drift isa
consequence of the ponderomotive force (the cycle-averaged
Lorentz force). The ponderomotive force takes the form
Fpond = ~0 Upond, Where Upgng =(e2I/\2)/(27TmC3) (Iisthe
intensity, A isthewavelength, cisthe speed of light, and eand
m are the electron charge and rest mass, respectively). At low
intensities, the quiver velocity is nonrelativistic and the mag-
netic field term in the Lorentz force can be ignored. The
electron motion is a result of the electric field alone and is
purely harmonic. Under these conditions, the electron under-
goes linear Thomson scattering.? For high intensities
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(1 ~ 1018 W/cm?2 for A = 1-um light), the fully relativistic
Lorentz force must be used and the electron quivers
anharmonically. In this case, the electron emits harmonics of
the incident field (nonlinear Thomson scattering).”-101 To
reach such intensities, a short-pulse, high-energy laser beam
must befocused toasmall spot size. Tight focusing yieldshigh
peak intensities but also results in large-intensity gradients
and, therefore, large ponderomotive forces. In an ordinary
centrally peaked focus, the strongest gradients point radially
inward, so the ponderomotiveforce pushes el ectrons outward,
directly away from the regions of high intensity.

To control the drift of electrons from the focal region, we
have developed a scheme to create a focus with a local
minimum at itscenter.5 A uniphaselaser beam, regardlessof its
amplitude distribution, will focus to a centrally peaked spot
due to the constructive interference at the center of the focal
region. By inducing a rephase shift in the central portion of an
incident beam, the light from the unshifted outer region will
destructively interfere with the shifted light. If half of the
incident field is shifted, there will be complete destructive
interference at the center of the focus, creating a field null
surrounded on all sides by regions of nonzero intensity. This
occursfor a rrregion diameter of 1.65w for a Gaussian beam,
where w is the incident beam’s 1/€? (in intensity) radius.®

Computer simulationsof electrontrajectoriesin aGaussian
focusand atrapping focus have been performed. With thetrap,
the electrons spend asignificantly longer timeinteracting with
theintensefield. Inonesimulation, theelectronswererel eased
into the field by barrier-suppression ionization? from Hel* at
anintensity of 1.5 x 101> W/cm? by alaser pulsewith the same
characteristics asin our laboratory:13 I ey = 1018 W/em2, wy
=5um, T =2ps, A =1.05 um, where |l pe5 isthe peak intensity
of the ordinary beam, wy isthe 1/€ (in intensity) radius of the
focal spot, 7 isthe FWHM pulse width, and A is the central
wavelength. The fully relativistic Lorentz force was used in
thisand all subsequent simulations. A typical electronreleased
into the trapping region experiences an average intensity
approximately threetimesashigh for atime approximately six
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timesaslongasan el ectronrel easedintoacomparable Gaussian
focus (generated with the same near-field power distribution).
These values depend on the electron’s initial location in the
focal region. Similar results are obtained with different gas
species and charge states. By tuning the trap minimum away
from zero (by changing the size of the rrregion),® the peak
intensity that the electron experiences can be increased by a
factor of 10, while maintaining trapping.

The most direct signature of electron trapping is the en-
hanced linear Thomson scattering that results from the in-
creased laser—electron interaction. Figure 79.69 shows the
results of a computer code used to generate images of
Thomson-scattered radiation from three different focal re-
gions. The code uses the same laser pulse as described above
and propagates electrons ionized from up to the first eight
charge statesin argon by barrier-suppression ionization. Since
the total, time-integrated Thomson scattering is alinear func-
tion of intensity, interaction time, and number of electrons, the
total signal at a given point in the focal region was approxi-
mated as the sum over all times of the product of electron
number, instantaneous laser intensity, and time step. Fig-
ure 79.69(a) shows the wgy = 5-um Gaussian focal-plane
image, Fig. 79.69(b) thefocal-planeimage generated by aflat-
top incident beam (which mimicsthe extrastructure presentin
the experimental, unaltered focal spot), and Fig. 79.69(c) the
focal-plane image generated by passing a flat-top incident

beam through an appropriately sized rrphase plate. Thevalue
of the intensity walls surrounding the central minimum of the
trapping beam is approximately 12% of the nontrapping
beam'’s peak intensity. For the peak intensity achievable with
this laser system, this corresponds to a wall intensity of 1.2
x 1017 W/em?2, which is equal to a ponderomotive barrier of
12 keV. Figure 79.69(d) shows the two-dimensional x,z pro-
jection of theThomson-scattered light fromthe Gaussianfocus
(the laser is polarized along the x direction and propagates
alongthezdirection), Fig. 79.69(e) showsthe predicted signal
from the flat-top beam, and Fig. 79.69(f) shows the predicted
signal from the trapping flat-top beam. Figure 79.69(g) shows
the total predicted Thomson-scattered signal for each beam
typeasafunctionof z. Thiscorrespondsto atransverseintegral
along x for each z position. The thin dashed line is the signal
from the Gaussian focus, the dot—dashed line is the signal
from the nontrapping flat-top focus, and the solid line is the
signal from the trapping flat-top focus. The signal from the
regular flat-top focus is substantialy higher than the signal
from the Gaussian focus at z = 0. This is due to the weak
trapping that occursinthelow-intensity ringsthat surround the
central spot. Even though the rings can capture only low-
energy €electrons, they represent alarge volume and therefore
add considerably tothetotal signal. At z= 0, the peak intensity
valueof theringsis2% of the peak intensity of the central spot.
A central peak intensity of 1018 W/cm? corresponds to 2-keV
electrons being trapped by the rings. In contrast, the trapping
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Computer simulationsof Thomson scattering. (a) Focal -planeimage of aGaussian beam, (b) focal -planeimage generated with aflat-top incident beam, (c) focal -
planeimage of atrapping beam generated with aflat-top incident beam, (d) image of the Thomson-scattered light from a Gaussian focus as viewed orthogonal ly
to the plane of polarization, (€) Thomson-scattered image from the flat-top beam, (f) Thomson-scattered image from the trapping flat-top beam, (g) total
Thomson-scattered signal as afunction of z (laser propagation direction) for the Gaussian beam (thin dashed line), the nontrapping flat-top beam (dot—dashed
line), and the trapping flat-top beam (solid line). The increase in signal from the center of the trapping focus is due to the confinement of electrons, while the
decrease away from z = 0 is due to more-rapid ponderomotive expulsion along the steeper gradients in those portions of the trapping focal region.
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focus generated with the phase plate can confine 12-keV
electrons at z = 0. As expected, the trapping focus has the
largest signal in the central focal region. Away from z= 0, the
signal islower thaninthenontrapping casebecauseof themore
strongly peaked beam profiles of the trapping beam in those
regions, resulting in more-rapid ponderomotive expulsion.

To generate the trapping focus in the laboratory, a seg-
mented wave-plate arrangement was used to induce the 7¢
phase shift on the laser pulse.b A disk and annulus were cut
from a half-wave plate, and the disk was rotated by 90° with
respect to the annulus. In this position, the o axis of the disk
coincided with the e axis of the annulus and vice versa. Since
the operation of ahalf-wave platerelies on theretardation of a
hal f-wave between the 0 and ewaves, this simplearrangement
adds a rrphase shift to the inner portion of the beam with
respect totheouter region. Thesize of thedisk (4-cm diameter)
was chosen such that approximately half of the incident field
was shifted. The laser beam had an essentially flat-top profile
of 6.5-cm diameter, with extra energy at the center and edges
of the beam.

The experimental setup for imaging Thomson-scattered
radiation from the laser focus is shown in Fig. 79.70. The
horizontally polarized (perpendicular to the plane of the fig-
ure) laser pulse enters a high-vacuum chamber from the right
and is focused by an internally mounted aspherical focusing
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Figure 79.70

Experimental arrangement for imaging Thomson-scattered light from ahigh-
intensity laser focus. The tube and cone serve to reduce the substantial laser
light background, and recombination light is eliminated by an infrared
bandpass filter. The chamber istypically backfilled with alow density (1 to
5 Torr) of argon or nitrogen.
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lens (f = 20 cm, @= 12 cm, with an 8-mm-diam block in the
center). The chamber istypically backfilled with 1to 5 Torr of
nitrogen or argon. To generate the trapping beam, the wave-
plate pieces are placed directly before the entrance window.
The focused beam passes into and out of an aluminum tube
(outer diameter of 4.4 cm) through apair of 1.9-cm holes. The
end of thetubeisblocked by asolid aluminum conethat serves
asadark background for the height-adjustable 4x microscope
objective. Both the tube and the cone were bead blasted and
black anodized for maximum absorption of background light.
The focal region is transversely imaged onto a CCD camera
(CCD1) by the objective and acameralens (back focal length
of 15 mm, open aperture of 10 mm) after passing through an
infrared bandpassfilter (Ty,z =38%at A =1055.5nm, Apypm
= 2.5 nm). The tip of the objective was approximately 8 mm
from the laser axis. The total magnification of the imaging
system (from the laser focus to the 4.8-mm x 3.6-mm CCD1
array) was 1.0. After passing through the tube, the diverging
laser beam is refocused by a second lens (identical to the
focusing lens) onto a second CCD camera (CCD2) approxi-
mately 6 m away (the convergence angle of the beam is
exaggerated in the schematic). CCD2 was used to take typical
focal-plane images.

The experimental results for Thomson-scattered radiation
from2.5Torr of argonareshowninFig. 79.71. Figure 79.71(a)
showsthenontrapping focal-planeimageat CCD2 (whichwas
coupled to a 10x microscope objective for a total magnifi-
cation of 150 from inside the vacuum chamber to the CCD2
array). Figure 79.71(b) shows the trapping focal-plane image
generated with thewave-plate piecesin place. Thevalueof the
intensity walls surrounding the central minimum of the trap-
ping beam at z = 0 is approximately 15% of the nontrapping
beam’ speak intensity, and the central minimumislessthan 3%
of the nontrapping beam'’s peak intensity. For a nontrapping
beam’s peak intensity of 1018 W/cm?, this corresponds to a
trap depth of 12 keV at z=0. Away from z=0, thetrap wall’s
height falls to approximately 10% of the nontrapping beam’s
peak intensity, giving a three-dimensional trap depth of ap-
proximately 7 keV. The focal-plane images were not notice-
ably affected for backfill pressures of less than 10 Torr. Fig-
ure 79.71(c) showstheimage of the Thomson-scattered radia-
tion from the regular beam, and Fig. 79.71(d) the scattered
image from the trapping beam. Each imageisan average of 30
laser shots. The average laser energy was 500 mJ, which
corresponds to a peak intensity of 7 x 1017 W/cm? for the
nontrapping beam. The shape of the images was independent
of gas species (argon or nitrogen) or pressure (1 Torr or
2.5 Torr), and the total signal strength varied linearly with
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pressure. Rotating the polarization of the incident beam so it
was aligned with the observation direction completely extin-
guished the signal, as expected for linear Thomson scattering.
Thetotal signal asafunction of z[asinFig. 79.69(g)] isshown
inFig. 79.71(e). Thesignal fromthetrapping focusishigher at
z = 0 because of electron confinement and lower away from
z=0 because of steeper intensity gradients, in agreement with
predictions [see Fig. 79.69(g)]. The asymmetry in the signal
about z=0isduetotheasymmetry intheintensity distribution
of the laser along the propagation direction.

Inadditiontoincreased signal strength, thesignal showsthe
expected enhanced dependenceon laser intensity. Inasmooth,
Gaussian focus, electrons exit the focal region well before the
peak of the pulse. For an electron from a given charge state
released into the field at a given position, theinitial intensity
and spatial intensity gradient that it experiences will be the
same regardless of peak intensity. As the electron leaves the
laser focus, the intensity that it experiences as a function of
time will be only slightly modified by the change in its
temporal position in the laser pulse envelope. The total signal
will, however, increase because of theincreasing focal volume
with intensity.14 The effect of theincreasein focal volume can
beminimized by considering only thesignal from the center of
thefocal region (-z5< z< z;, where z;= 75 umisthe Rayleigh
range of a Gaussian beam with wy =5 pum). With the trapping
focus, electronsinteract with the laser pulsefor amuch longer
period of time; therefore, the Thomson-scattered signal will be
more sensitive to the peak intensity of the laser.

Figure 79.72(a) shows the experimentally measured,
Thomson-scattered signal fromthe center of thefocal regionas
afunction of laser intensity. The horizontal axisrepresentsthe
peakintensity of theunaltered, nontrapping beam (laser energy
could have been used equally well, where 700 mJis equal to
1018W/cm?). Thesolidlineisastraight-linefit to thetrapping-
beam signal (open squares), and the dashed lineis afit to the
unaltered-beam signal (open circles). The gas species was
either argon or nitrogen at apressure of 1.0 or 2.5 Torr for any
givenrun. The signal value isthe total signal from the center
of thefocal region (=75 um < z< 75 um); the data from each
run was normalized to the average signal strength (at E
=700 mJ) for each beam type, and each shot was background
subtracted. The normalization of the trapping-beam data was
performed independently of the normalization of the
nontrapping-beam data. As expected, the signal strength and
slope are enhanced for the trapping beam. The scatter in the
datais likely due to fluctuations in the beam quality.

Figure 79.72(b) showsthe predicted intensity scaling from
the computer simulation for an ordinary focus (open circles,
dashed line) and a trapping focus (open squares, solid line)
generated from an incident flat-top beam focused into argon
gas. The choice of gas species is arbitrary since the overall
trends are universal. Asin Fig. 79.72(a), the signal is taken
from the center of the focal region. Because of the minimal
amount of trappingwith theordinary beam, the scattered signal
islow and variesweakly with laser intensity. Asin the experi-
ment, the signal from the trapping beam islarger and depends
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Observed focal-planeimages and Thomson-scattered images. (a) Ordinary-beam focal -planeimage taken at high power (E =500 mJ) with CCD2, (b) trapping-
beam focal-plane image, (c) image of Thomson-scattered radiation taken with CCD1 (30-laser-shot average) generated with the ordinary beam with 2.5 Torr
of argon, viewed normal to the polarization direction, (d) image generated with the trapping beam, (e) total Thomson-scattered signal asafunction of the laser-
propagation direction (2). The signal from the trapping beam is greater at the center of the focal region and smaller on either side, as predicted.
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morestrongly onlaser energy. Thecal culated contrastinsignal
strength and slope between ordinary and trapping beams is
even greater when using a perfect Gaussian incident beam. A
greater cal culated signal enhancement isobserved when using
a“bright” trap, whose trapping region has anonzero intensity
minimum.® Insuchatrap, theeffect onthenonlinear Thomson-
scattered signal is especially pronounced since electrons are
confined in aregion of high field. Simulations a so show that
for an unaltered beam’s peak intensity of |= 1019 W/cm?2, the
nonlinear Thomson-scattering signal19.11 from the center of a
bright trap (I genter = 0.20 1) is 2.2 x 10* times larger than the
signal from the center of a Gaussian focus.
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Energy dependence of Thomson-scattered light from the center of the focal
region. (a) Experimental results of linear Thomson scattering from several
data-taking runs with the ordinary beam (open circles, dashed line) and the
trapping beam (open sguares, solid line). (b) Results from a computer
simulation with an ordinary focus (open circles, dashed line) and a trapping
focus (open squares, solid line) generated by an incident flat-top beam. Both
experiment and simulation show an increase in signa strength and energy
dependence for the trapping beams due to the increased electron—laser
interaction.
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In conclusion, we have made the first observation of elec-
tron trapping in an intense laser beam. A novel, segmented-
wave-plate scheme was used to generate the trapping focus.
Electron trapping in the altered focus resulted in enhanced
linear Thomson scattering from the center of the focal region
as predicted by computer simulations. The observed increase
in energy dependence was also expected. Computer simula-
tions show that the trapping focus would also increase the
signal generated by nonlinear Thomson scattering.
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Modeling Laser Imprint for Inertial Confinement Fusion Tar gets

In inertial confinement fusion (ICF), a spherical shell filled
with a DT-gas mixture is compressed to high densities and
temperaturesto achieveignition condition.! Degradation from
spherical symmetry during theimplosion, however, limitsthe
achievable compression ratios and could quench theignition.
The main source of such asymmetry is hydrodynamic insta-
bilities (such as the Rayleigh-Taylor and Bell-Plesset insta-
bilities) seeded by both irradiation nonuniformities and
impuritiesin the target materials. In this article we describe a
process that generates mass perturbations on an initially uni-
form target driven by a modulated laser illumination. Such a
processisreferred to asa*laser imprint.” The control of laser
imprint is of crucial importance for the successful implosion
of direct-drive ICF targets. To evaluate the imprint growth,
the following two physical problems must be considered:
(1) generation of nonuniformities in ablation pressure due to
spatial modulationsin alaser intensity, and (2) mass perturba-
tion growth on a target driven by nonuniform ablation pres-
sure. A detailed analysis of the first problem can be found in
Refs. 2. The second problem, however, has not been ad-
equately treated inthepast. InRef. 3, for exampl e, perturbation
growth was derived by using the Chapman—Jouguet deflagra-
tion model. As discussed in Refs. 4, such a model neglects
thermal smoothing of perturbationsin the conduction zone (a
region between the critical surface and ablation front), and in
addition, it does not reproduce the main restoring force, which
isdueto adifferencein the dynamic pressure at the peaks and
valleysof thefront distortion.>6 Animproved model hasbeen
proposed in Ref. 4, where thermal smoothing of the pressure
perturbations has been included. At the ablation front, how-
ever, theauthorsused the“Landau—Darrieus’ boundary con-
dition that, similar to the result of Ref. 3, neglects the main
stabilizing force due to the dynamic overpressure.

Themain goal of thisarticleisto giveatheoretical descrip-
tion of the hydrodynamic coupling between the pressure per-
turbation and the ablation-front modulation. The developed
theory is relevant to the stability of high-isentrope (a = 2,
where a is the ratio of the pressure at a given density to the
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Fermi pressure) | CFtargetsdirectly driven by alaser pulsethat
consists of alow-intensity (afew 1013 W/cm?) foot followed
by the main drive pulse. During the foot pulse, the ablation
pressure created by the mass ablation generates a shock wave
that propagates through the shell. Since the laser intensity is
constant during the shock transit time, the pressure behind the
shock is uniform and the ablation front travels at a constant
velocity. Later, asintensity increases during themain pulse (in
direct-drivecryogenictarget designsthebeginning of themain
pulseistimed tothefirst shock breakout of theshell?), the shel
starts to accelerate and front perturbations n begin to grow
becauseof Rayleigh-Taylor (RT) instability 1 ~nge’rtt, where
Yt isthe RT instability growth rate. If the perturbation ampli-
tude becomes too large during the implosion, the shell breaks
up, and the ignition condition cannot be reached. To quantify
the shell integrity, we introduce an “integrity factor”
Y = Anix /AR, whichisdefined asaratio of themix amplitude
(bubble amplitude) Ay to the shell thickness AR. The bubble
amplitudeis taken to bel Apix =20, where

2= 3, mlmm) /(470)

isthermssumof themodes, 1y m = IdQ\ﬁfm(Q) R(Q,t), RQ,1)
istheradiusat solidangleQ andtimet, and Yﬁm isthecomplex
conjugate of the I,m spherical harmonic. The shell remains
intact during the implosion if the integrity factor is less than
unity (Y < 1 for all time). Simulations performed for direct-
drive cryogenic OMEGA and NIF target designs show that to
satisfy the condition Y < 1 during the implosion, the integrity
factor Y at the shock breakout time t,, must be less than
YY" =0.01. In this article we present a model to estimate
Y(')mp due to the laser imprint. Such amodel sheds some light
on physical mechanisms driving the laser-imprint growth. To
proceedwithour analysis, first wenotethat duringtheprepul se,
the shell’s outer radius R is much larger than the target thick-
ness AR, and convergence effects can be neglected. All pertur-
bations are then decomposed in the Fourier space
n=3kMeE", where
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(21 +1)
8m '

M =M,m

k = I/R is the wave number, and | is mode number. Since the
perturbation amplitude in the linear regime is proportional to
the laser nonuniformity, weintroduce anormalized amplitude
Ma = nk/(5I k/1 0), where dlisthe Fourier component of the
intensity modulation and | isthe average intensity. Then, the
integrity factor takes the following form:

Y2=3, Y2 = Zk|’7k,d (o1 k/'o)/AR|2-

Nonuniformity in the laser illumination dl/lg can be ob-
tained from the spectrum of the laser speckle on target pro-
duced by thedistributed phaseplates(DPP's). Thus, to estimate
the integrity factor, we must calculate an imprint amplitude
Mimp =Nk a /AR at the shock breakout time (beginning of the
mainpulse) t =ty = ARy /Ug, whereARisthe uncompressed
shell thickness and Uy is the shock speed. For strong shocks
[when the ratio of the ablation pressure p, and the initial
pressure of the undriven shell py islarge (I'I = pa/Po >>1)]
and the ratio of specific heat y=5/3, the shock breakout time
is ty= 2AR/cg, where c4issound speed of compressed mate-
rial and AR=AR,/4.

Thelaser imprint growth is determined by several physical
effects. First, as the laser energy is absorbed by the outmost
layer of the shell at the beginning of implosion, the shell
material heats up, launching a heat wave toward the pellet
center. Material behind the heat front expands outward, creat-
ing an abl ation pressurep, that inducesashock wave propagat-
ing through the shell. Nonuniformities in the intensity across
the laser beam cause different parts of the beam to ablate shell
material at different rates, generating an ablation-pressure
modulation P, along theablation front. Since the shock speed
Ugscalesasasquareroot of theshock strength M (Ug ~ N for
M >> 1), stronger shocks launched at the peaks of ablation
pressure propagate faster than the shocks launched at the
pressure valleys. A difference in the shock speed distorts the
shock front and creates a perturbed velocity field inside the
compressed region. A velocity perturbation at the ablation
front, in turn, leads to alinear-in-time front distortion growth
n ~Vyt, where ¥, ~ PaUs/(2p,), andthexaxispointsinthe
direction of laser propagation. Note that such a growth is
wavelength independent. Then, in order to conserve the tan-
gential component of the fluid velocity, arippled shock front
generatesalateral massflow fromthe convex part of the shock
front (which protrudes the most into the cold region) into the
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concave part (Fig. 80.1). A changein density, according to the
adiabatic condition 8; p = c20; , leadsto apressuredeficiency
in the convex part and a pressure excess in the concave part.
Sincethe pressure perturbation at the ablation front isfixed by
the laser-beam nonuniformities, the lateral flow creates a
negative pressure gradient toward the convex part of the shock
front and a positive one toward the concave part. The pressure
gradient accelerates fluid elements pd?n = pa ~ 0, Py, lead-
ing to an additional perturbation growth 1 ~09,p,/(20)t2,

where p is the compressed density and 1 is the ablation front
amplitude. After the shock front has moved a distance of the
order of perturbation wavelength from the ablation front, the
latter reaches a steady state (assuming that the ablation pres-
sure modulation is constant in time), and the pressure pertur-
bation in the vicinity of the ablation front obeys Laplace's
equation d2p—k2p = 0. Keeping only adecaying solution of
that equation, P~ P,e ¥, leadsto afinite pressure gradient,
a perturbed acceleration of the ablation front,
a~0yPa/p=kp,/p, and aquadratic-in-time asymptotic per-
turbation growth 1(kegt >>1) ~ (Pa/0)kt? /2.
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TC5224
Figure 80.1

Lateral mass flow generated by the rippled shock creates a pressure excess
behind the concave part of the shock front and a pressure deficiency behind
the convex part.

A rigorous derivation of the perturbation evolution in the
“classical” case (constant-in-time ablation-pressure modula-
tion and no mass ablation) is performed by solving the mass,
momentum, and energy conservation equations. Suchaderiva-
tion (to be discussed in detail in aforthcoming paper®) yields
aresult similar to the one obtained above by using a simple
physical argument. For strong shocks 1 >> 1 and y= 5/3, the
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solutionis
n(t) = &(0.7 ct +0.3 ket?). 1)
Pa
Note that Eqg. (1) can be reproduced by solving a simple

second-order differential equation

dPn=5a=k-L2c2 2)

a

with theinitial conditions (0) =0and 1'(0) = 0.7(Pa/Pa) Cs.

Tocalculatetheimprint amplitude 17; y,, weassume? p, ~ 173
and Ay /1g =(3/2)Pa/pPa. hence
Mip=0-8KAR+ 0.9=0.8|—A +0.9, (3)

where A = RIAR is the shell’s in-flight aspect ratio (IFAR).
Equation (3) shows that the imprint amplitude of long-wave-
length modes (KAR << 1 or | < 15 for directly driven NIF
targets) is wavelength independent; at short wavelengths,
however, the imprint amplitude is proportiona to the mode
number | and inversely proportional to the IFAR. In addition,
theimprint amplitude in the classical case does not depend on
the laser intensity. Next, we calcul ate the integrity factor for a
direct-drive a = 3NIF target design’ using Nimp inthe form of
Eq. (3). The amplitudes 41/l can be estimated by using the
results of Ref. 9. The calculation yields Y™ = 0.2, which is
afactor of 20 larger than the stability threshold Y{"®. The RT
instability seeded by such a perturbation would disrupt the
shell during the acceleration phase of implosion and quench
the ignition. In direct-drive ICF, however, several physical pro-
cessessignificantly reducetheimprint growth. Next, weconsider
the main stabilizing mechanismsinherent to laser-driven targets:
thermal conduction smoothing and mass ablation.

Thermal Conduction Smoothing

As the heat front (ablation front) propagates into the cold
portion of the target, material heats up and expands outward
creating a hot plasma corona. The laser light is absorbed in a
region (absorption region) where the density of blown-off
material is much lower than the compressed shell density.
Thus, a finite zone (conduction zone) of hot plasma exists
between where the laser energy is deposited and the ablation
front. Because of thehightemperatures, any pressureperturba-
tions inside such a region are smoothed out by the thermal
conduction. The simplest theory1? predicts that pressure per-
turbations decay exponentially away from the critical surface
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(“cloudy-day effect”) p~ ek thus, nonuniformities in the
ablation pressure are reduced by afactor e Cc where D.isa
distance between the absorption region and the abl ation front.
M ore-sophisticated models of thermal smoothing? yield simi-
lar behavior of the reduction coefficient. To simplify the
anaysis, the distance D, is taken to be D. =Vt; thisleadsto
an exponential decay in the ablation pressure perturbation

Pa= Pa(0)e™KVel After t = (kVC)_l, laser nonuniformitieswith
thewave number k decouplefromtheablationfront, nullifying
the k-Fourier component of the perturbed acceleration a. The
ripple of the ablation front, however, continuesto grow dueto
afinite velocity perturbation

n[t > (kvc)‘l] ~ Uyt

Scaling laws of the perturbation growth can be derived by
solving Eq. (2) and substituting P, = Pa(0)e™% into its
right-hand side:

p,(0 -
dZn, = k—p;’éa)csze Kt (4)

The imprint amplitude in this case takes the following form:

o 04AOC L, o
Timp =~ B\/_CE (e 1)+0.9+O.8VC, (5)

whereA;=2(l/A)V /cg. Equation (5) showsthat for modeswith
A.> 1 (1> 10for direct-drive NIF targets) thermal smoothing
reduces the imprint amplitude by afactor nitrt;]p/nicri']p ~ Al

Mass Ablation

An additional reduction in the imprint growth is dueto the
mass ablation. The main stabilizing mechanism produced by
ablation isthe dynamic overpressure or “rocket effect” 56 that
can be described as follows: Laser-beam nonuniformities
create abl ation-pressure modulations along the target surface.
Such modulations (seediscussion earlier inthetext) distort the
ablation front: front peaksprotrudeinto the hot plasmacorona,
and the valleys movetoward the cold target material. Analysis
of Ref. 5 shows that because of high thermal conductivity in
the blowoff region, temperature is uniform along the heat
(ablation) front. Thus the ablation front’s distortion growth
dlightly increases the temperature gradient at the front peaks
and decreasesit at thefront valleys. Anincreaseinthetempera-
turegradient leadsto an additional heat flow that speedsup the
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heat front and increases the vel ocity of the blown-off material
Vyy1- Higher blowoff (“exhaust™) velocity creates an excessin
thedynamic pressure (“rocket effect” increases). At the pertur-
bation valleys, the picture is reversed: a reduction in the
temperature gradient decreases the ablation and blowoff ve-
locities, thus the dynamic pressure and the rocket effect are
also reduced. We can conclude that the modulation in the
dynamic pressure created by the thermal conduction reduces
the perturbation growth and ultimately stabilizes the growth
completely. Calculations® show that the amplitude of the
dynamic pressure is proportional to the front distortion
Py =MV, kn. Hence, perturbations reach a saturation value
Nsat When the dynami c-pressure modul ation bal ancesthe abl a-
tion-pressure modulation P, ~ MV ke, where m=pV is
themassablation rate. Next, to perform aquantitative stability
analysis, we solve the system of conservation equations as-
sumingasharpinterface at the ablation front and aconstant-in-
time ablation-pressure modulation P,.8 Skipping lengthy
calculations, we report a final formula for the asymptotic
behavior (kcgt >> 1) of the front-surface perturbations in the
case of strong shocks M >>1 and y=5/3:

NN

n(t) ke,

m F (1— D COS(AJt)

cs U 2c U .
—=.2-—=Dshut t), 6
Fo T el ©

where D =e 2KVt V, and Vy, are the ablation and blowoff
velocities, respectively, and w = kyVaW, . Thelastterm n,, is
due to the vorticity convection from the shock toward the
ablation front:

2Cs [lkvpt (® ot 0
== e 'Q(2r)dr —1.2 Dcoswt
NN % " f Q) B

where

Q=i(Cx V)z/(kcsf)a/ypa) = 3Jp(1) —234(7)

is the normalized vorticity and J,(7) is the Bessel function.
Equation (6) showsthat thefront perturbation growsaccording
to Eq. (1) until the distortion amplitude becomes big enough
and the dynamic overpressure balances the ablation-pressure
perturbation. After that time, the ablation front oscillates
around an average amplitude <> = ng. In addition, the
difference in the ablation velocity at the distortion peaks and
valleys and also the vorticity convection from the ablation
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front damp the perturbation amplitude [factor e 2KVal in
Eq. (6)].

Thenext step isto combine effects of the mass ablation and
thermal smoothing. An analytical solution of conservation
equations in this case has a very lengthy form.8 We omit a
rigorous derivation of such asolution in thisarticle, however,
noting that the essential physics of the imprint growth reduc-
tion can be described by an approximate sol ution derived from
Eq. (2) with the following modifications: To take into account
the mass ablation effects, first, we add to the left-hand side of
Eq. (2) the stabilizing term due to the dynamic overpressure
(rocket effect) «?n, and then, the damping term 4kV,din,
which is due to the difference in the mass ablation rate at the
front peaks and valleys and also to the vorticity convection
downstream fromtheablation front. Thermal smoothing of the
pressure perturbations inside the conduction zoneisincluded,
the same way asin Eqg. (4), by introducing a reduction factor
e KVt into the right-hand side of Eq. (2). As a result, the
equation describing the evolution of the ablation-front distor-
tion takes the following form:

a

Observe that neglecting the reduction factor e K%t yields
solution (6) (except for the vorticity term r),). Substituting the
solution of Eq. (7) into the definition of the imprint amplitude
gives

A~r _ _
ey, = 0.4|—n(e Be —g72Ra cosAb|)

o2,
Ay

+

§3.9+0.8Z—:ﬁgsinAb| +nlMP - (g)
where
n=c2/ (VaVbl +V02)1
Ba=2(1/A)Va/cs,
Dpy =2(1/A)NVaViy /Cs,
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and
M = 0.8(A/l)(cs/ Vi ) €2
X[ eTQ(2r)dr ~1.26 % cosAy.

Equation (8) shows that in the presence of the mass ablation,
the imprint amplitude has an oscillatory dependence on the
mode number. For modes with A4 < 1, the oscillation period
and amplitude are determined by the vel ocity and acceleration
perturbation growth reduced by the dynamic overpressure and
the mass ablation [the first two terms in Eqg. (8)]. For modes
with A, > 1, the accel eration and vel ocity perturbations depos-
ited at the ablation front are damped by the mass ablation
[factor e72KVal in Eq. (6)], and the behavior of such modesare
determined by the vorticity convection from the shock front
[thelasttermin Eg. (8)]. Figure80.2 showsacomparison of the
imprint amplitude cal cul ated for conditions specifiedin Ref. 7
with and without stabilizing effects. Observe a significant
reduction in the imprint growth due to the thermal smoothing
and the mass ablation. To apply Eg. (8) to the ICF target
designs, the blowoff velocity is taken to beb11

Vi :Va/ N(V)(kLO)w]'

where v is the power index for thermal conduction, Lg isthe
characteristic thickness of the ablation front,
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Figure 80.2

Plot of imprint amplitude versus mode number calculated using Egs. (3), (5),
and (8) (solid lines) and 2-D ORCHID simulation (dashed line) for a direct-
drive, “all-DT,” a = 3, NIF target design.
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p=(2v)" re+p)+0.12/v2,

and I (x) is the gamma function. The parametersLyand v are
obtained by using the fitting procedure described in Ref. 11.
For a direct-drive, “all-DT,” a = 3, NIF cryogenic target
design,’ the 1-D numerical simulations and the fitting proce-
duregiveV,=2.5 um/ns, V; = 30 um/ns, ¢ = 37 um/ns, Ly =
0.03 um, and v = 2. Theimprint efficiency cal culated by using
Egs. (3), (5), and (8) is plotted in Fig. 80.2 (solid line). For
comparison, the results of the 2-D ORCHID12 simulations of
single-wavelengthimprint amplitudes (dashed line) are shown
on the same plot with the model prediction. Observe that the
developed model accurately reproducesthe oscillatory behav-
ior of the imprint growth. Next, using Eq. (8), the integrity
factor is calculated to be Yy =1.2 x1072. Since the outer-
surfaceroughnessand also theperturbation “feedout” fromthe
inner surfacel® make an additional contribution to the rms
nonuniformity, the total integrity factor is expected to exceed
the stability threshold Y™, thus an additional reduction in
theimprint amplitudeisrequired for asuccessful implosion. A
significant improvement in beam uniformity hasbeen madein
recent years by introducing SSD14 (smoothing by spectral
dispersion) and 1S11° (induced spatial incoherence) smoothing
techniques. Toincludetheeffect of SSD inour simulations, the
intensity nonuniformities have been reduced by factor

te/(tc +4t)

that gives on average a reduction in rms nonuniformity

o= /tc/ta\,g 0y,

where the coherence time is taken to bel4
te =[avsin(ka/2)] .

Av is the bandwidth, t,,q is the averaging time, and Jis the
specklesize. Simulationsshow that usingthe2-D SSD smooth-
ing technique with 1-THz laser bandwidth reduces the integ-
rity factor to Yg'" =103, which is a factor of 10 lower than
the threshold Y.

In summary, a model describing the evolution of the laser

imprint was developed. The model shows that the imprint
growth is determined by the velocity and accel eration pertur-
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bationsgenerated by thelaser-beam nonuniformities. Thermal
smoothing inside a hot plasma corona suppresses only the
accel eration perturbation, while the mass ablation suppresses
both velocity and acceleration perturbations. The model pre-
dictsthat adirect-drivecryogenic NIFtarget will remainintact
during the implosion when the laser is smoothed with 1-THz
SSD used in current direct-drive target designs.
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Stability of Self-Focused Filamentsin Laser-Produced Plasmas

Thefilamentation instability causeslocal intensity maximain
alaser beam propagating through aplasmato self-focusto high
intensities. This process can affect many aspects of the beam
propagation and absorption, so it has long been a subject of
interest in laser—plasma interaction research. The theoretical
thresholds and growth rates for the linear phase of the
filamentation instability are readily determined analytically.
As the instability develops beyond the linear phase and the
filament becomes smaller and more intense, the self-focusing
effect is counterbalanced by diffraction. This leads to the
possibility of a nonlinear inhomogeneous equilibrium—a
steady-state, high-intensity, low-density filament in which the
plasma pressure outside is balanced by the ponderomotive
forceof thelight inside. Thisnonlinear phase of theinstability,
which produces the highest intensities and is therefore of the
greatest practical interest, is difficult to treat analytically
because of the strong density and intensity inhomogeneities
associated with such a filament. The nonlinear stage of
filamentation is usually studied using simulation codes that
directly integrate the equations of motion for the fields and
particles or fluids.2 One important problem that is difficult to
study inthisway, however, concernsthelong-term stability of
the nonlinearly saturated filament, once formed. A stable
filament would have a greater influence on absorption
nonuniformity and on beam bending3—important consider-
ations for direct- and indirect-drive laser-fusion schemes,
respectively. It would also be expected to make a greater
contribution to parametric instabilities.* An investigation of
thestahility of afilament through simulationwould requirethe
simulation to cover alarge spatial extent of plasmaover along
period of time. At present, due to computational limitations,’
such extensive simulations necessitate some approximations
in the equations used to describe thefilament, in particul ar the
paraxial approximation to the wave equation for the light
propagation. Thisapproximation requiresthat the propagating
light not develop wave-vector components that deviate far
fromtheinitial direction of thebeam. Recent studies®indicate,
however, that the filaments most likely to be stable are very
intense and have very small radii, of the order of the light
wavelength, so that the paraxial approximation is question-

LLE Review, Volume 80

able. Moreover, asimulation can treat only one specific set of
irradiation and plasma parameters at atime, and extrapolating
from simulations based on a limited sampling of parameter
space to general results on stability is problematic.

A purely analytic approach to filament stability requires
many approximations and idealizations to render the problem
at all tractable; for this reason applying the few results that
have been obtained analytically to realistic filamentsis diffi-
cult. Theseresults do suggest, however, that filaments may be
unstable to kinking or bending perturbations® and to necking
or “sausage’ perturbations,10 with the latter having a faster
growth rate.

In this article the stability problem of a redlistic filament
will be addressed for the first time using a semi-analytic
approach. A dispersion relation is obtained that describes the
linear growth of a sausage-type perturbation of a self-consis-
tent, self-focused cylindrical filament in equilibrium. This
dispersion relation is analogous to the simple polynomial
dispersion relations obtained for the instabilities of a plane
electromagnetic wave in a homogeneous plasma.ll Rather
than being a polynomial in the perturbation wave number and
frequency asin the homogeneous case, however, the filament
dispersion relation depends on these quantities through ordi-
nary differential equationsthat must be solved numerically for
each value of the frequency and wave number. This is still
much easi er than the simultaneous sol ution of several coupled
partial differential equationsasrequired by asimulation, yet it
allows the consideration of a physically realistic filament
equilibrium, arbitrarily long space and timeintervals, and the
use of thefull wave equation to describe the light propagation.

We will show that filament stability depends crucially on
filament size. First, consider the case where the filament is
small enough that only one waveguide mode will propagate.
The pump (laser) light propagates through the filament in this
fundamental mode at frequency wy and axial wave number k.
Amplitude modulation (sausaging) results from adding a per-
turbing light wave in the same mode at a differing frequency
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wy + Awand wave number kg + Ak, Acwand Ak being related
by the dispersion relation for the waveguide mode. This
intensity modulationitself hasfrequency Awand wave number
Ak and tends to move aong the filament at the waveguide
group velocity Aw/Ak, whichin general iscomparableto the
speed of light. Because the speed of the perturbation greatly
exceedstheion-sound speed, the perturbationinteractsweakly
with the surrounding plasma, limiting potential growth rates.
A much stronger interaction can be expected if thefilament is
large enough to alow two or more waveguide modes to
propagate. In this case the perturbing light can bein a second
mode with a different dispersion relation. Thus, it can have a
frequency w; O ay but a significantly smaller axial wave
number k; < kg, sothat Aw/Ak = (Oub - ai)/(ko - kl) ismuch
smaller than the speed of light and can be comparable to the
ion-sound speed, leading to an enhanced interaction.

To explore these ideas quantitatively, we consider an equi-
librium filament consisting of alow-density cylindrical chan-
nel in ahigher-density homogeneous background plasma. The
channel is formed by the ponderomotive pressure of light
propagating within the channel in the fundamental waveguide
mode. Assume that in equilibrium the axis of the filament lies
in the z direction and the filament intensity and density vary
only asafunction of r. Write the electric field Eg of the pump
wave as

Eq(r,2,t) = wo(r)e (ko2 @et) 4 cc, (1)

VT Mg

so that ¢y represents the oscillatory velocity v = eEp,a/Moy
normalized to vy, the electron thermal velocity. The pump
satisfies the wave equation in cylindrical geometry

0,0d2  1d0,

O 0
07+ 7 gt 9 () - Au() =0, @

with boundary conditions gg(r) - 0asr — oo, (dyg/dr), = ¢
= 0 for a bound-state waveguide mode propagating in a
cylindrical filament. The sguare of the plasma frequency
wgo(r) is proportional to the density, which is determined by
pressure balance with the ponderomotive force of the pump:

2
wpo(r) _no(r) _ me—%wé‘i(r), (3)
0.)(2) Ne Ne
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whereNgisthe background density outsidethefilament and n.
is the critical density. Equations (2) and (3) give a nonlinear
differential equation for Y, which together with the boundary
conditions results in an eigenvalue problem determining Ko,
Yo, and the filament density profile ng(r). The pump propa-
gatesinthefundamental mode; however, if thefilamentisdeep
and wide enough, higher-order waveguide modes will also
propagate in it. These eigenmodes satisfy the equation

O0d2 1d O

where j = 0 represents the fundamental mode, s = ayr/c, and
the eigenvalue I'; determines the relation between the axial
wave number ki of the eigenmode and its frequency
w;j: c?k? [« - «f / o =Tj. In general, the spectrum of
eigenvalues I'; will contain discrete values for bound modes
with I'; =Ng/n¢ and a continuum of unbound modes with
i —No/nc. Since we are interested in instability, we will
be primarily concerned with the bound modes; the unbound
modes propagate away from the filament before they have an
opportunity to grow significantly. The eigenfunctions are
orthogonal and assumed normalized to unity. The pump is
assumed proportional to the fundamental eigenmode:
Wo(s) = ap@o(s), where ap may be taken real and represents
the pump amplitude.

We employ fluid equationsfor the plasmadensity; lineariz-
ing n around the equilibrium density profile ng(r) resultsin an
inhomogeneousdrivenwaveequation for thedensity perturba-
tion ny(r,zt):

P Ong BDno) 02ny 2 H
d[ C éj ni_ 0 nf_ E no nO qug
- _é[nomw 0 o) IFy]. (5)

where c5istheion acoustic speed, Z and M are theion charge
and mass, respectively, and F, is the ponderomotive force
resulting from the electromagnetic waves.

The density perturbation n4 is assumed to have real wave
number kinthe zdirection (along the filament) and frequency
w,whichmay becomplex: my(r,zt) = n(r)e' (k=) 4 c.c. The
interaction of thedensity perturbationwith thepump generates
a perturbed electromagnetic wave:
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un(r20) = . (ellleiol ol
+w_(r)ei [(k‘ko)z'(w‘%)t] a.q. c.C.,
where, since the frequency «w may be much smaller than w,

both upshifted and downshifted termsare kept. Thelinearized
wave equation then becomes

Od2 1d Cs [T 2 _ng(s)d
ng_52+§d_s+gli?QD (ko k)" - 0 5‘!’1(5)
_n(s)

= Wo(s)- ©)

Thefirst-order ponderomotiveforceresulting fromthebeating
of the pump and perturbed electromagnetic wavesis

Fp = -mv20(y?),
= -m2 {[w6(9) w+ (9) + wio(s) w-(9)
x gilk¢-ar) 4 c.c.} . @)

In Egs. (6) and (7) we have introduced the dimensionless
quantities Q = wc/ wyCs, K = tk/C, ¢ = wpz/c, and T = cupt/c.
Substituting Eq. (7) into Eq. (5), we obtain an equation for the
perturbed density in terms of the perturbed electromagnetic
fields:

1 &g _ 1 1enoCn(y
ng ds® nys dspng

L @ 1 0,0
N D

Fris? 57 no ds dsH

x (Wow +wow_). (8)
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It isuseful to expand the electromagnetic fieldsin terms of the
orthonormal eigenfunctions ¢(s) of Eq. (4):

Defining );(s) as the solution of

Ud2 [0 1 dngOd 1 pdngf
G + +Q2 -2+ =20

2 Hs ny ds Eds nZ Ods O
S o o

1d%n, 1 1dny0O
B e 10

ng ds?> ngs ds

_ O()Dol2 LHL, 1 dnoOd

- % Ny ds%d_s

éﬁl’o(s)fl)j 9 ©

satisfying the boundary conditions 7 (0)=0 and outgoing
wavesass — oo, weseefrom Eqg. (8) that the density perturba-
tion can be written as

") < a5 (B5 +B7 )i (9) (10

Ne i

Combining Egs. (6) and (10) then givesalinear relationamong
the coefficients S;:

= a3y ([gj“—: + ;)L”,, (11)
J

where the L;; denote the integrals over the wave functions:
Lii = [o @ (915 (8) @ (s)sds.

Whilethe sumsin Eqg. (11) extend over an infinite range of
j, only thefinite number of discrete bound statesare of interest
in studying instabilities, and in small filaments only a few of
these may exist. Truncating the sumsin Eqg. (11) to the bound
states leads to afinite set of linear homogeneous equationsin
the B;—r , and setting the determinant of the coefficientsto zero
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givesadispersion relation relating Q and k. Unlike the homo-
geneouscase, however, thisdispersionrelationisnot apolyno-
mial but a more complicated function of Q and k, since the
coefficients L;;» depend on Q and « through the solutions of
the differential equation (9). These solutions are readily ob-
tained numerically, however, allowing the evaluation of the
dispersionrelation and thedetermination of theunstablemodes
of the filament and their growth rates.

As an example, consider a background plasma with a
uniform density of half-critical, Ng/n; = 0.5, and an ion sound
speed of ¢ = 1073 ¢, corresponding to an el ectron temperature
of approximately 1 keV. For a given central field amplitude
Yo(0), thefilament density and intensity profiles are found by
integrating Egs. (2) and (3), adjusting the axial wave number
kg sothat theboundary conditionsaresatisfied. Thewaveguide
modes are then found from Eq. (4). At this density and tem-
perature a central intensity of /(0) =vg/vr =7 isfound to
be sufficient to produce a filament wide enough to alow
two electromagnetic modes to propagate. The resulting pump
field amplitude and filament density profile are shown in
Fig. 80.3(a), and the two normalized waveguide modes are
shown in Fig. 80.3(b).
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Figure 80.3

(a) Self-consistent equilibrium field and density profiles for afilament with
background plasmadensity ng/nc = 0.5 and central intensity vo/vt =7; (b) the
two normalized bound eigenmodes for this filament.

The temporal growth rates and real frequencies for pertur-
bations having the form of the fundamental eigenmode are
showninFigs. 80.4(a) and 80.4(b), plotted against the normal -
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ized axial wave number k. The group velocity of the perturba-
tion normalized to the sound speed can be obtained from the
slope of the real frequency curve in Fig. 80.4(b) and, as
expected, is near the speed of light: vg/cs 1900 (recall c/cg
= 1000 in this example). Thus, a perturbation will propagate
along the filament at nearly the speed of light as it grows,
leading to a spatial growth rate that can be estimated by
dividing the temporal growth rates in Fig. 80.3(a) by vg/cs
(0 900. This spatial growth rate is quite small, of order
104 ay/c. For atypical laser-fusion experiment wavel ength of
0.351 um, for example, asmall perturbationtoafilament could
propagatefor several thousand micronsbefore becoming large
enough to disrupt the filament. Laser-produced plasmas of
interest are generally much smaller than this, so that small
filaments (radius < one wavelength) are effectively stable to
perturbations of this form.

O B N W MO N b O ©

x (x 1079)

P1999

Figure 80.4
Growth rates (a) and real frequencies (b) for perturbationsin the form of the
fundamental eigenmode (solid line) in Fig. 80.3(b).

Thesituationismoreinteresting for filamentslarge enough
that two or more waveguide modes will propagate. Fig-
ures 80.5(a) and 80.5(b) show the tempora growth rate and
real frequency for the perturbation correspondingtothe second
waveguide mode for the same filament parameters as in
Fig. 80.4. Notethat the growth rateisnow considerably larger,
but more significant is the fact that the axial wave number of
theperturbation (given by thedifferenceinthetwowaveguide-
mode wave numbers) is much larger than in the single-mode
case. This makes the group velocity [Fig. 80.5(c)] at which
the perturbation propagates much smaller, and the resulting
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spatial growth rate much larger. This effect is due to the fact
that having two different dispersion relations for the interact-
ing modes allows larger values of Ak for a given Aw. More
importantly, however, the fact that the group velocity in
Fig. 80.5(c) passes through zero suggests the possibility of an
absolute instability, which grows without propagation. If we
define ko to bethevalueof k for which thetemporal growth
ratein Fig. 80.5(a) isamaximum, and Q max, Qmax: Qmax t0
bethe corresponding frequency anditsfirst and second deriva-

tives with respect to k, the condition for absolute instability
iol2
is

010

Im(©2ne) > 5 (O I3

Evaluation of these quantities showsthat this conditioniswell
satisfied (theleft sideinthisexampleis0.164, and theright is
0.047), so that the instahility is indeed absolute. This means
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Figure 80.5
Growth rates (a), real frequencies (b), and group velocities (c) for perturba-
tions in the form of the second eigenmode (dashed line) in Fig. 80.3(b).
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that the perturbation will remain in place as it grows, rather
than propagating along thefilament. Unless saturated by some
nonlinear mechanism, suchaninstability would be expected to
quickly disrupt the filament.

When the filament is large enough that many modes will
propagate, one approaches a “classical” regime where the
propagating light may be treated by the paraxial approxi-
mation or ray tracing. From the above analysisit is expected
that such filaments would be unstable, which seemsto be the
case in simulations.”8

The above stability analysis has been concerned with a
sausage-type perturbation, i.e., one with no azimuthal varia-
tioninthecylindrical coordinates centered on the equilibrium
filament. “Kink-type” modes, with nonvanishing azimuthal
wave numbers, could betreated using astraightforward exten-
sion of the above analysis. Such modes would, of course,
require a filament large enough to carry these higher-order
modes, so small single-mode filaments would be unaffected.
Larger filaments could be unstable to both kink and sausage
perturbations; which one dominatesin practiceisasubject for
further research. Another topic requiring further study is the
effect of plasmainhomogeneity, though by anal ogy with other
wave—plasmainteractions, inhomogeneity might be expected
to reduce instability growth rates.

In conclusion, thefirst analysisof filament stability usinga
realistic self-consistent filament equilibrium and awave-equa-
tion treatment of light propagation has been carried out using
a semi-analytic approach. It isfound that small filaments that
carry light in only one waveguide mode have only a weak
convective instability and, in most cases of interest in laser—
plasma interactions, may be regarded as essentially stable.
Filamentslargeenoughto carry two or morewaveguide modes
areunstableto sausage-type perturbations, which can be abso-
lutely unstable and may lead in typical cases to distortion or
breakup of the filament within a few tens of microns.
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Broadband Beam Smoothing on OM EGA with Two-Dimensional
Smoothing by Spectral Dispersion

High laser-irradiation uniformity isan important requirement
for successful implosions of inertial confinement fusion (1CF)
targets,! particularly for thedirect-drive OMEGA laser system
that directly illuminates | CF targets. Direct-drivelaser irradia-
tionthat isnot perfectly uniformimprintson thetarget surface
and perturbsthe spherical symmetry. Thisseedsthe Rayleigh—
Taylor hydrodynamic instability during thetarget accel eration
phase and can severely degrade target performance. Target
imprinting is determined when the critical surface decouples
from the ablation surface. The critical surface corresponds to
the highest density reached by the plasma, where the laser
frequency equals the plasma frequency. The ablation surface
corresponds roughly to the surface separating the inward-
flowing (imploding) plasma and the outward-flowing “ex-
haust.” Direct-drive smoothing techniques must minimizethe
level of irradiation nonuniformity on atime scale comparable
to or shorter than this imprinting phase. Initial target experi-
ments indicate that this imprinting phase lasts for severa
hundred picoseconds on OMEGA and depends on the spatial
wavelength of the most important perturbations.

Direct-drivelaserirradiationuniformity for different ranges
of spatia frequenciesis achieved on OMEGA by a number of
techniques. The number of beams, aswell aspower and energy
balance among beams, predominantly affects irradiation
nonuniformity at low spatial frequencies, while higher spatial
frequencies are determined by the individual beam uniformity
achievable with smoothing by spectral dispersion (SSD).

The technique of SSD significantly reduces irradiation
nonuniformity by rapidly shifting the laser speckle pattern
generated on thetarget by distributed phase plates (DPP's).2A
high-frequency el ectro-optic phasemodul ator producesatime-
varying wavelength modulation that isangularly dispersed by
adiffraction grating. Significant smoothing is achieved on a
time scale approximately equal to the inverse bandwidth im-
pressed by the phase modulator. Two-dimensional SSD (2-D
SSD) extendsthe smoothing benefitsof SSD by combiningthe
deflections of the laser speckle pattern on target in two or-
thogonal directions. Two separate stages of bulk electro-optic

LLE Review, Volume 80

phase modulators and gratings are employed that generate and
disperse bandwidth in two orthogonal directions.

Broadband Two-Dimensional SSD Generation

The principal relationships governing irradiation unifor-
mity with SSD areillustrated in Fig. 80.6(a), which plots the
rms irradiation nonuniformity for all spatial frequencies (for
modes with ¢ < 500) on target for several different SSD
configurations versus integrating time. The initial smoothing
rate is directly proportiona to the SSD bandwidth since the
coherencetimefor the speckle pattern produced by the DPPis
inversely related to the effective bandwidth in any time slice of
the pulse. Theasymptotic nonuniformity isinversely related to
the square root of the number of independent speckle patterns
onthetarget. For an SSD systememploying critical dispersion,
this corresponds to the number of FM sidebands imposed on
the beam by the phase modul ator.

Incorporating a higher-frequency phase modulator in the
2-D SSD system offerstwo different approachesto improving
irradiation uniformity on OMEGA: increasing the total SSD
bandwidth or producing multiple SSD color cycles.

1. Large SSD bandwidthscan begenerated for agiven number
of critically dispersed FM sidebandsand propagatedthrough
the laser system since less grating dispersion isrequired to
achieve a single color cycle. Increased SSD bandwidths
smooth laser irradiation faster. An asymmetric 2-D SSD
configuration on OMEGA using phase modul ators operat-
ing at 3.3and 10.4 GHz can produceinfrared bandwidths of
1.5x 11 A atnominally 1 x 1 color cycles, respectively. This
infrared bandwidth corresponds to a UV bandwidth of
approximately 1 THz.

2. Multiple SSD color cycles can be produced with a higher
modulation frequency using the current grating design
without exceeding the beam divergence limit imposed by
the laser system pinholes. Increasing the number of color
cycles accelerates the smoothing at the mid-range spatial
frequencies (¢ = 50-200) that pose the greatest threat of
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Figure 80.6

Theintial rate of SSD smoothing is governed by the total bandwidth, while the asymptotic nonuniformity isrelated to the total number of independent speckle
patterns on target. If at least one SSD color cycle is present, this corresponds to the number of FM sidebands produced by the phase modulators. (a) Plotting
total nonuniformity (¢ < 500) versus averaging time shows that comparable smoothing levels should be achieved approximately four times sooner with the
1-THz SSD (1.5x 11 A, 1 x 1 color cycles) system than the original 2-D SSD (1.25 x 1.75 A, 1 x 1 color cycles) system implemented on OMEGA, while the
three-color-cycle2-D SSD (1.5x 3A, 1 x 3color cycles) system actual ly achievesworseasymptoticlevel ssincefewer independent specklesmodesare produced.
(b) Smoothing performancefor the spatial frequenciesassociated with /-modesin the range between 50 and 200 shows different behavior. Thethree-color-cycle
SSD system performance during thefirst stage of smoothing iscomparableto the 1-THz SSD system since the multiple color cyclespreferentially smooth these

spatial frequencies.

seeding hydrodynamic instabilities in direct-drive implo-
sions. The current OMEGA FCC configuration can effi-
ciently convert infrared bandwidths of 1.5 x 3.0 A from
modulators operating at 3.3 and 10.4 GHz to generate 1 x 3
color cycles, respectively.

The single-beam smoothing performance for several 2-D
SSD implementations on OMEGA is compared in Fig. 80.6.
Total rms nonuniformity is plotted versus integration timein
Fig.80.6(a). Theoriginal 2-D SSD implementationon OMEGA
delivered approximately 0.2 THz of total SSD bandwidth in
the ultraviolet (1.25 x 1.75 A IR, 1 x 1 color cycles). Asymp-
totic nonuniformity levels of better than 2% are achieved after
approximately 250 ps when multiple-beam overlap is in-
cluded. In comparison, the 1-THz system (1.5 x 11 A, 1 x 1
color cycles) planned for installation in November 1999
achieves improved asymptotic uniformity since it produces a
larger number of independent speckle patternsand larger beam
deflections. Furthermore, the integration time required to
achieve 2% nonuniformity is reduced to about 70 ps.

The total smoothing performance of the three-color-cycle
2-D SSD system recently installed on OMEGA (1.5 x 3.0 A,
1 x 3 color cycles) is also shown in Fig. 80.6(a). Poorer
asymptotic performanceisexpected than for either of theother
two systems since fewer independent speckle patterns are
produced. Figure 80.6(b) presents the rms nonuniformity for
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the mid-range spatial frequencies versus integration time for
the same 2-D SSD systems shown in Fig. 80.6(a). For these
spatial frequencies, it can be seen that the smoothing perfor-
mance of the three-color-cycle system is comparable to the
1-THz system. Direct comparisons of the target performance
with both of these improved 2-D SSD systems will be per-
formed once the 1-THz system is implemented.

For OMEGA, it is advantageous to implement the larger
bandwidth and beam divergence in the second direction of the
2-D SSD setup sincethe bandwidth from the second modul ator
is not dispersed until after the most-limiting spatial-filter
pinhole located in the large-aperture ring amplifier (LARA)3
inthedriver line. This constraint results from spatial-filtering
reguirements associated with the serrated aperture apodizer
used to set the OMEGA beam profile. A slotted L ARA spatial-
filter pinhole with its long axis aligned along the direction of
dispersed bandwidth isemployed to maximize spatial filtering
of the beam.

Larger spatial-filter pinholesare another important require-
ment for propagating broadband 2-D SSD on OMEGA.. Pin-
hole sizes for the spatial filters in each of the six stages of
OMEGA were originally chosen such that computed instanta-
neous intensities on the edge of any pinhole did not exceed
100 GW/cm?2® for anon-SSD, 1-ns FWHM Gaussian pulse.
To perform this computation, a complete diffraction and non-
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linear propagation model of the system was constructed. Am-
plitude noise, using the data of Stowers and Patton,>8 was
appliedto optical surfacesand theresulting pinholeirradiance
calculated. For pinholesearly inthe systemwhere spatial noise
and its nonlinear growth were not an issue, the pinhole sizes
were set no lower than approximately 13 times diffraction-
limited in order to facilitate fabrication and alignment. Later
optical time-domain reflectometry (OTDR) measurementson
OMEGA indicated that in the beamline stages, the pinhole
sizes were close to optimum for non-SSD high-energy shots.
These same pinholes were operated with 1.25 x 1.75-A band-
width SSD with no deleterious effect or resultant amplitude
modulation. Spatial noise measurementswere also performed
on OMEGA using ahigh-dynamic-range, far-field diagnostic,
as shown in Fig. 80.7. The nonlinear growth of this noise was
analyzed to establish the largest acceptable pinholes.

. ”(?)”'_' (b)
SIN 12035 ' " SN 12042
200 | 1t ]
B ol ) I ]
g \} %
—200 | 11 ]
200 O 200 200 O 200
urad urad
EQ9087
Figure 80.7

OMEGA spatial noise measurements and growth analysis set how much
pinholes could be enlarged to accommodate broadband 2-D SSD.

First SSD Dimension
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For the current 1.5 x 3.0-A SSD bandwidths, the pinholes
wereincreased in diameter by theincreasein the major dimen-
sion of thefar-field spot (~50%). Sinceincreased pinhole size
increased the risk of system damage dueto ripple growth’ and
Narcissus® (pencil beam) spots, a single beamline (40) of
OMEGA wasoperated with theselarger pinholesfor afull year
prior to their installation in the remainder of the system. No
damage was observed in any of the optics in that beamline,
which was exercised over the full range of OMEGA output
energy and pul se shapes.

The2-D SSD architectureimplementing doubl e-passphase
modulators and gratings shown in Fig. 80.8 was chosen for
several reasons. Double-pass operation of a phase modulator
increases its effective modulation efficiency, provided proper
phase matching of the second passis maintained. As aresult,
significantly lower microwave powersarerequired to achieve
a given bandwidth while reducing the risk of air breakdown
from the microwave fieldsin the microwave modulator reso-
nators. Multiple-passmodul ator operation canfurther increase
the modulation efficiency but at the expense of increased
system complexity.

Including adouble-pass grating in thefirst SSD dimension
also significantly reduces the space envelope required. Com-
bining the first dimension predelay (G1) and dispersion
(G2) functionsinto asinglegrating requiresafar-field retrore-
flection to accomplish an image inversion; otherwise, the
second pass through the grating would produce additional
pulse distortion.

Faraday GUG2 M1 phase |_ %
| isolator grating modulator [~ 1
R ——— |
3.3GHz ,
Image | Breadboards can be up to ~1.5 A/pass Figure 80.8
rotation | swapped to implement ) A double-pass, 2-D SSD architecture increases
system upgrades. phase-modulator efficiency and reducesthespace

Second SSD Dimension

envelope required for a2-D SSD system.

| fl

G3 Faraday XM2 phase |, #
> < ()_’ grating _’O><0" isolator [>| modulator 0::
|

10.4 GHz
up to ~7 A/pass
G3 & G4 gratings are changed for > G4 |5 oMEGA
cooma 3-color-cycle or 1-THz operation — 5| grating
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Thetwo most important aspects of system performance for
the improved 2-D SSD systems developed for OMEGA are
bandwidthand FM-to-AM conversion. The2-D SSD systemis
utilized as a “two-dimensional spectrometer” to measure the
SSD bandwidths generated by each modulator, whileaninfra-
red streak camera system was devel oped to identify, measure,
and minimize FM-to-AM conversion in the 2-D SSD system,
as detailed below.

Accurate SSD bandwidth measurements for both phase
modul ators can be obtained simultaneously by capturing afar-
field image of an SSD beam, as shown in Fig. 80.9, since the
bandwidth generated by each phase modulator is dispersed in
essentially orthogonal directions. Corrections for inexact dis-
persion matching between gratings G3 and G4, as well as
imprecise image rotation between SSD directions, are ac-
counted for using image-unwarping algorithms. The phase-
modulation depth produced by each modulator is then
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determined by identifying the value for which a simulated
spectrum best reproduces the measured spectral lineouts in
each SSD direction, including the instrument’s point spread
function. For the three-color-cycle 2-D SSD system, FM
spectraproduced by the 10.4-GHz modul ator are self-calibrat-
ing sincetheindividual FM sidebandsare completely resolved
and the modulation frequency is accurately known.

Measuring the FM-to-AM conversion performance of the
2-D SSD systems is difficult, particularly for the 10.4-GHz
modulation, since an instrument with sufficient bandwidth to
measure the microwave modul ation frequency and itsharmon-
icsisrequired. Additionally, the ability to verify performance
across the beam profile is also important since some FM-to-
AM conversion mechanisms manifest themselves in local
variations. These requirements, plusthe low repetition rate of
our SSD pulses (5 Hz), eliminate sampling techniques and
make an infrared streak camera the best instrument. The
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Figure 80.9

Far-fieldimagesof the 2-D SSD can be eval uated to measure FM bandwidth produced by each SSD modulator. (a) A raw imageiscaptured on ascientific CCD.
(b) Theimage for an unmodulated pulseis also captured to establish the instrumental response. (c) Theimage is corrected to account for image rotation errors
introduced by the 2-D SSD system. In the corrected image, the bandwidth produced by each modulator is dispersed in orthogonal directions. (d) and (€) The
bandwidth produced by each modulator is estimated by finding the simulated spectra (dashed), including the instrumental response, that best fit the measured

spectra (solid).
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uncoated photocathode of the streak cameraisindex matched
to awedged, AR-coated window to eliminate spurious etalon
effects that would otherwise introduce amplitude modulation
artifacts. Streak cameraflat-field andtime-basecorrectionsare
applied to account for instrumental nonlinearities.

FM-to-AM conversion in the 2-D SSD system is discrimi-
nated from modulation in the shaped-pul se input by transmit-
ting a reference signal sampled before the 2-D SSD system
to the streak camera using an optical fiber, as shown in
Fig. 80.10(a). Lineouts at different spatial locations of the
streak image [Fig. 80.10(b)] are normalized to this reference
signal and the amplitude modulation estimated by finding the
peak-to-valley variations of the ratio of these signals
[Fig. 80.10(c)]. The signal-to-noise ratio of this measurement
depends on the number of pixel rows averaged to produce the
lineouts and appears to be limited by photon statistics. The
harmonic content of the AM is easily obtained by fast Fourier

BroaDBAND BEAM SMOOTHING oN OMEGA wiTH Two-DIMENSIONAL SMOOTHING BY SPECTRAL DISPERSION

transforming the difference of the signal and reference line-
outs, as shown in Fig. 80.10(d). Statistically analyzing mul-
tiple streak images provides estimates of the uncertainty of
these measurements.

FM-to-AM conversion in the 2-D SSD system was mini-
mized by adjusting various system parameters and parametri-
cally plotting the measured amplitude modul ation to identify
the optimal settings. For example, itiswell known that propa-
gation from an image plane of an SSD grating results in
amplitude modulation. Amplitude modulation is minimized at
animageplaneof agrating that disperses SSD bandwidth. If an
SSD gratingisnot properly located at theimage planeof earlier
gratings, the phase relationships between FM sidebands are
disturbed and irreversibly convert FM to AM. SSD grating
imaging was accomplished by plotting the measured AM asa
function of image relay position, as shown in Fig. 80.11(a).
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Figure 80.10

Aninfrared streak camerawas employed to identify and measure sources of FM-to-AM conversion. (a) Streak camerameasurements of FM-to-AM conversion
were performed by comparing the pul se shape at the image plane of the SSD gratings after the SSD system to the pul se shapeinjected into the 2-D SSD system
that issampled by an optical fiber. (b) The SSD regionisdivided into regions, and average row lineouts are calculated. A reference pul se shape from the optical
fiber delayed input isalso acquired. The SSD and reference signals are energy normalized and aligned in time. (c) Theratio of each SSD signal to thereference
is used to measure the FM-to-AM conversion. The peak-to-valley in a 333-ps sliding window is calculated for each lineout, and the average value is used as
an estimate for the AM. (d) The spectra of the amplitude modulation for a number of different image conditions shown in Fig. 80.11(a) show peaks at the
modulation frequency (3.3 GHz) aswell as the second harmonic (6.6 GHz) when grating imaging is not optimized. An underlying 1/f-like noise spectrum is
evident that limits the minimum measurable AM even when no SSD is applied to the beam.
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Figure 80.11

AM measurements described in Fig. 80.10 are used to optimize the 2-D SSD system performance. (a) SSD grating imaging is set by minimizing amplitude
modulation. Measured AM grows linearly as a function of image plane separation, except near the noise floor where it adds in quadrature with the noise.
(b) The onset of pinholeclipping in the slotted LARA spatial filter (1.0 x 1.8 mm) is characterized by scanning bandwidth produced by thefirst modulator. The
final slotted pinhole dimensions (1.0 x 2.4 mm) were set to accommodate the specified 1.5 A, plus extra margin for operational tolerances.

The length of the major axis of the slotted LARA spatial-
filter pinholewasal so established using thismethod, asshown
in Fig. 80.11(b). The bandwidth generated by the first SSD
modulator is dispersed before the LARA. As bandwidth is
increased for agiven pinhole size, pinhole clipping causesthe
measured AM values to increase rapidly. For a1.0 x 1.8-mm
pinhole, clipping isfirst observed at a bandwidth of approxi-
mately 1.3 A. Thefinal slotted pinhole (1.0 x 2.4 mm) should
maximize spatial-filtering effects while maintaining reason-
able operational tolerances.

Summary

Direct-drive | CF experiments require a laser system with
excellent irradiation uniformity. Major elements of LLE's
beam-uniformity program have been completed, including
demonstration of a10.4-Ghz bulk-phase modul ator capabl e of
producing either large SSD bandwidths or multiple color
cycles, implementation of a flexible double-pass 2-D SSD
architecture, and diagnostics for quantifying the performance
of these improved smoothing techniques. The remaining ele-
ments of this program will be completed when broadband
(1-THz) 2-D SSD isimplemented on OMEGA later this year.
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The Effect of Pulse Shapeon Laser Imprinting
and Beam Smoothing

Inertial confinement fusion (ICF) targetsareinherently hydro-
dynamically unstable; 13 asaresult, perturbationsin thetarget
shell cangrow exponentially because of Rayleigh—-Taylor (RT)
instability.# For high-convergenceimplosionsitisimportant to
minimizetarget perturbationsand their growth. Indirect-drive
ICF, nonuniformities in the drive laser produce pressure per-
turbations that cause mass and velocity perturbations in the
target. These"imprinted” perturbations seed the RT instability
and ultimately disrupt theimplosion. To minimizeimprinting,
the drive laser must be as uniform as possible. This requires
complex laser beam-smoothing techniques.® In many ICF
target designsthetemporal shape of thedriveisdetermined by
compression hydrodynamics and thermodynamics (stability
and isentrope) and not necessarily to minimize imprint. It is
therefore important that the effect of temporal pulse shape on
imprinting and beam smoothing be measured and understood.
Various experiments have measured imprinting®12 and have
used control perturbations to normalize the results. 1012 The
experimentsreported herearethefirst to demonstratethe pul se
shape’s effect on imprinting.

A series of experiments on the OMEGA laser system?3
measured imprinting efficiency using preimposed modula-
tions on planar targets to calibrate the imprint level. The
imprinting produced by different temporal pulse shapes and
beam-smoothing techniques is compared. Rapidly rising
(~100 ps/decade) pulses produce lessimprint than pulseswith
~1-nsrisetimewhen notemporal beam smoothing isemployed.
Furthermore, the effect of smoothing by spectral dispersion
(SSD)? is less pronounced for these rapid-rise pulses. These
observationsareconsi stent with plasmasmoothing# by thermal
conduction and differences in the rate at which each pulse
produces plasma early in the laser—target interaction.

Imprinting occurs when drive nonuniformities produce
pressure perturbations at the target surface that, in turn, pro-
duce velocity and mass perturbations at the ablation surface
wherethe RT instability occurs. L aser energy isabsorbedinthe
region outsidethecritical surface and conducted axially to the
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ablation surface. If sufficient depth of plasmaispresent, | ateral
thermal conduction can provide smoothing of the deposition
nonuniformities, thus ending imprinting.14 Previous simula-
tions!®16 have investigated imprinting and have indicated
that, for agiven laser wavelength, imprint efficiency depends
linearly on dl/I for the intensities relevant to ICF (i.e., dm
O al/), but the duration of imprinting varies depending on the
plasma smoothing. Numerical simulations described below
show that the condition for smoothing a perturbation of wave-
length k is that kd. ~2, where d; is the distance between the
ablation surface and acentral |ocation in the energy deposition
profile.10 As that thermal conduction region grows, longer
wavelengths can be smoothed; thus, for each wavelength the
duration of laser imprinting and itstotal magnitude dependson
thetimeto devel op asufficiently sized conduction zone. Since
a slowly rising pulse produces a plasma at a slower rate,
imprinting occurs over a longer time, resulting in a higher
imprint level in the absence of beam smoothing. The plasma
formation rate therefore affects the wavel ength dispersion of
smoothing. For a given wavelength of interest, imprinting
ultimately ceases when the conduction region grows to a
sizablefraction of that wavelength. When kd.. isabout 2, d; is
about one-third the wavelength of the perturbation. To check
thewavel ength dependence, theimprint level s of both 30- and
60-um wavelengths were measured. These correspond to
¢-modes of 50 and 100 on mm-sized targets, which are perti-
nent to direct-drive |CF and areinthelinear RT growth regime
during these measurements.

In these experiments, 20-um-thick CH (p = 1.05 g/cm?3)
targets with preimposed modulations were irradiated at
2 x 10 W/cm? by six overlapping UV beams from the
OMEGA laser. Target nonuniformities were measured using
through-foil x-ray radiography.l’ Experiments were per-
formed with two laser pulse shapes. a 3-ns square (in time)
pulse and a 3-nsramp pulse. The square pulse had arisetime
of 100 ps per decade of intensity and an intensity of
2 x 101 W/cm?2. The ramp pulse rose linearly from ~1013 to
2.5x 10 W/cm?in 3 ns. Thelatter pulse had a 100 ps/decade
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rise to ~1013 W/cm? before the ramp commenced. For each
pulse shape, experiments were performed with and without
2-D SSD beam smoothing.

The driven targets were backlit with x rays produced by a
uranium backlighter irradiated at 2 x 1014 W/cm? (with 11
additional beams). X raystransmitted through the target and a
3-um-thick Al blast shield were imaged by aframing camera
with 8-um pinholesfiltered with 20 um of Beand 6 um of Al.
Thisyielded the highest sensitivity for average photon energy
of ~1.3keV.1” Theframing camera produced eight temporally
distinct images of ~100-psduration and amagnification of 12.
The use of optical fiducial pulses, coupled with an electronic
monitor of the framing-camera output, provided a frame-
timing precision of about 70 ps.

Unfortunately laser imprint cannot easily be measured
directly, so measurements often rely on some level of RT
growth to produce detectabl e signal s. Targetswith low-ampli-
tude, single-modeinitial perturbationsareused hereto provide
acalibration fromwhich theinitial amplitude of laser imprint-
ing was determined. The basis of this calibrationisthat in the
linear regime the imprinted perturbations ultimately experi-
ence similar unstable RT growth to those of preimposed
modulations.8 Although imprinting also produces velocity
perturbations, it is useful to assign an equivalent surface
roughnessto imprinting. This“mass equivalence” isused asa
measure of the imprint. The mass equivalence is found by
extrapolating the temporal evolution of the imprinted ampli-
tudes back to t = 0 by measuring the ratio of the amplitudes of
the imprinted and preimposed modes after RT growth has
occurred. Thisrequiresthat the RT instability for those modes
remaininthelinear regimeand do not experience saturation or
nonlinear effects.1® Saturation of RT growth is discussed at
length in Ref. 19, where it was shown that at A = 60 um, both
the single-mode and the imprinted perturbations behaved lin-
early for our experimental conditions and observation times.
The 30-um-wavelength imprinting data was measured before
the onset of saturation.1®

The mass equivalence!® for a specific wave number can be
defined as

Aeq(kvo) = [Aimprint(kat)/Apre(k’t)] Apre(k’ 0), 1)

where Ajmprin(kit) isthe measured amplitude of the imprinted
features, Agre(k;t) isthemeasured amplitude of the preimposed
modulation, and Ay¢(0) is the known initial amplitude of the
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preimposed modulation. Using the measurements of the laser
nonuniformity, ameasure of imprint efficiencyl® is defined as

B Aeq(k,O)
ni(k)‘w’

where dl/I is the fractional irradiation nonuniformity at the
same wavelength.

The amplitudes of these perturbations are obtained using a
Fourier analysis of the radiographed images. The Fourier
amplitudeof theimprint at agivenwavelengthisdefined asthe
rms of all mode amplitudes at that wavelength, i.e., those
modes at a given radius (centered at zero frequency) in fre-
guency space. (Thecontribution of the preimposed modulation
isnotincluded.) Thevaluesare summed in quadrature because
they are expected to be uncorrel ated since they result from the
random specklein thelaser. The analysisbox is300 uminthe
target plane; thus, in Fourier space, the pixel sizeis3.3mm™1,
The pixels at radius 5+0.5 provide the amplitudes of modes
with wavelengths between 55 um and 67 um, and those at
10+0.5 pixels provide amplitudes for wavelengths between
29 umand 32 um.

The preimposed single-mode modul ations are two dimen-
sional and possess|ocalized featuresalong asingle axisin the
Fourier plane at the spatial frequency of this modulation.
Figure 80.12(a) depicts a typical radiographic image from
these experiments; note that the vertical preimposed modula-
tions are just visible in the mottled pattern produced by the
laser imprint. The 2-D Fourier transform of this image after
Weiner filtering!’ is shown as a surface plot in Fig. 80.12(b),
where the signals from the preimposed modul ations stand out
from the broadband imprinted features that populate most of
the 2-D Fourier space. Figure 80.12(c) depicts a one-pixel-
wide annulus that illustrates how the amplitudes for the im-
printing are measured. The ratio of the rms value of these
amplitudes to that of the preimposed mode times the initial
amplitude is used to determine the mass equivalence of im-
printing of the control mode. (Thebox sizeisoptimizedfor the
preimposed mode, thereby ensuring that all the power in that
mode is contained in the single pixel.)

For these experiments a variety of beam-smoothing tech-
niques were used. A single-beam laser with only adistributed
phase plate (DPP)2° and no SSD provides a static speckle
pattern with ~80% to 100% nonuniformity in wavelengths
from 2 umto 250 um.2! The overlap of six beamsreducesthis
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nonuniformity by ~./6 . SSD provides atime-varying reduc-
tion of the nonuniformity by continually shifting the DPP
pattern on the target. The smoothing rate and the asymptotic
smoothing level depend on the 2-D SSD bandwidth, whichin
thisexperiment isAv = 0.2 THz,,,. In some cases, distributed
polarization rotators (DPR’s)22 were added. These provide an
instantaneous +/2 reduction of nonuniformity23 by separating
each beam into two orthogonally polarized beams that are
separated by 80 um in the target plane.

Figure80.13 showsthe measured massequivalence (in um)
of imprinting at 60-um wavelength for all three smoothing
conditions for the 3-ns square pulse in a series of shots with
similar drive intensities. The temporal axis shows the time at
which each frame was taken. The mass-equivalence data
separate into distinct sets associated with each uniformity
condition and are constant in time. Both observations are
expected and confirm the utility of this technique. When the
growth of theimprinted features arein the linear regime, they
shouldremainaconstant ratio of theamplitudeof thepreimposed
mode, |eading to a constant mass equivalence. Thisquantity’s
dependence on theinitia uniformity produced by the various
beam-smoothing techniques indicates the sensitivity of this
method. For example, the addition of DPR’s to the SSD
experiments (open squares) reduces the mass equivalence by
the expected factor of /2 (shaded squares).

The pulse shape’s effect on imprinting was then studied by
repeating these measurements with a slowly rising pulse,
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i.e, with an ~2.5-ns rise to the maximum intensity. Fig-
ure 80.14 showsthe deduced massequival enceasafunction of
time for the two pulse shapes, each with and without SSD.
Againthedatagroup accordingtolaser conditions(pul seshape
or SSD) and exhibit an approximately constant value over
considerable times.

These data show that without SSD the ramp pul se produces
about 50% moreimprinting (higher massequival ence) thanthe
square pulse. They also indicate that although SSD producesa
greater reduction of imprinting on the ramp pulse, the net
imprint level after SSD is about the same for both pulses.

Similar experiments were performed using preimposed
modulationswith A = 30 um. Table 80.1 liststhe mass-equiva-
lence results for all the experiments. In addition, the imprint
efficiency was calculated for the experiments without SSD
using theirradiation nonuniformities reported in Ref. 19. The
uniformity results were scaled by the differences in analysis
boxes between the radiography (L = 300 ym; Ak = 0.021) and
theoptical experiments(L =440 um; Ak=0.0143). Inaddition,
thevaluesobtained in Ref. 19 werereduced by +/6 sincethese
experiments utilized six beams. Thus, dl/I was 0.00684 for
30 um and 0.00493 for 60 um. Lastly, a factor of 2 was
included to relate the complex amplitude for Al to the mass
equivalence, which was normalized to areal cosine function.
Sincethe SSD producestime-varying uniformity, itisdifficult
to assign a single number to the uniformity and hence the
imprint efficiency is not calculated.

k, —>
FFT (A = 60 um)

Figure 80.12

(a) Sample of an x-ray radiograph of atarget with preimposed 60-um-wavel ength perturbations (vertical striations). The mottled pattern throughout the image
is caused by the imprinted features. (b) Representation of the Fourier spectrum of the image in (a), showing the broadband imprinted features as well as two
peaks from the preimposed single-mode modulations. (c) The annulus at 55 um to 68 um containing two components: the preimposed modulations and the
imprinted features. The latter is used as a control feature to gauge the initial amplitude of the imprinted features.
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As discussed above, thermal smoothing in the plasma
ultimately terminates laser imprint. The duration of imprint-
ing, then, depends on the time required to produce sufficient
plasma atmosphere to enable smoothing. One would expect
that, compared to the square pulse, the ramp pulse should
imprint for alonger duration because the ramp pulse delivers
energy at aslower rate and the smoothing plasmais produced
more slowly, leading to larger mass equivalence. The imprint
efficiencies measured here are lower than those observed by
Glendinning et al.12for aslower riseand lower-intensity ramp
pulse, as expected.

Simulations of the experiments were performed with the
2-D hydrodynamics code ORCHID?# to determine the pre-
dicted imprint efficiency and the time that pressure pertur-
bations at the ablation surface become negligible as the result
of plasmasmoothing. Theimprint efficiencieswere calcul ated
by imposing asingle-mode nonuniformity in the laser irradia-
tion. The evolution of the resulting perturbations was com-
pared to that of preimposed mass perturbations of the same
wavelength. The experimental temporal pulse shapes were
used in the simulations. The simulation results shown in
Table 80.1 are in reasonable agreement with the measured
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The mass equivalence (at 60 um) derived from planar targets driven by laser
beamshaving a3-nssquare pul seand threetypes of beam smoothing applied:
DPP only (solid), DPP + SSD (open), and DPP + SSD + DPR (shaded). Note
that the data segregate according to the laser nonuniformity. The mass
equivalence is ameasure of the total amount of imprinting, which is seen to
decrease as greater beam smoothing is applied.

The deduced mass equivalence of the imprinted features (at 60 pm) for two
pulseshapes: 3-nssquare (squares) and ramp (triangles). Thesedatashow that
for the same laser nonuniformity, a ramp pulse produces more imprinting.
The solid and open symbols correspond, respectively, to each of the pulses
without and with 2-D SSD. They indicate that the effect of SSD isgreater for
the ramp pulse, but the net imprint level is similar for the two pulses.

Table 80.1: Mass equivalence and imprint efficiency for various conditions.

Imprint Efficiency: dm/(Al/1) (um)
Mass Equivaence (xm)
Pulse-Shape Uniformity Experiment Simulation

60 tm 30 um 60 4m 30 pm 60 tm 30 um
Square (no SSD) 0.032+0.005 0.022+0.004 3.3:0.04 1.6+0.03 17 11
Ramp (no SSD) 0.049+0.008 0.023+0.005 5.0£0.06 1.7+0.04 31 2.3
Square (SSD) 0.013+0.003 0.010+0.003
Ramp (SSD) 0.017+0.005 0.011+0.004
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values. Similar imprint efficiencies were calculated with the
2-D hydrodynamics code LEOR.2° The 2-D simulations un-
derestimatetheefficiency at 60 um, similar tothe observations
of Glendinning et al .12

Theinherent surface roughness of thesefoils (transverseto
theimposed modul ations) was measured to be less than 1% of
the imposed mode and, therefore, does not contribute signifi-
cantly to the error in these measurements. One must consider,
however, that the measured signal for the preimposed mode
also hasacontributionfromtheimprinted signal at that distinct
mode. Sincetherelative phase of thesetwo signalsisarbitrary,
the resultant signal can vary significantly when theimprint is
a sizable fraction of the preimposed mode, asit is in the no-
SSD cases.

Figure 80.15 showsthe amplitude of the pressure perturba-
tions(solid curves) at the ablation surface asafunction of time
for two cases: a ramp pulse and a square pulse, both without
SSD. In these simulations a static 60-um spatial-intensity
perturbation of 5% was imposed on the irradiation intensity.
Note that the smoothing rate is slower for the ramp pulse and
the perturbations persist for a longer period. The temporal
evolution (dashed curves) of the conduction zone (d;) for the
two pulse shapesisalso shown. Thisisdefined asthe distance
between the ablation surface and the mean of the energy
deposition profile as weighted by a diffusion length: e™2.
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Figure 80.15

The amplitude of perturbations (solid lines) in the ablation pressure (at the
ablation surface) as a function of time. The size of the conduction zone
(dashed lines) as a function of time in CH targets driven by the square and
ramp pulses.These graphs show that imprinting should stop at 300 psfor the
square pulse and 450 psfor the ramp pulse. Note that for the square pulse the
pressure perturbations are smoothed in 300 ps while for the ramp pulse this
occurs at 450 ps.
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Imprinting isexpected to cease when pressure perturbations at
the ablation surface are reduced to negligible levels. Fig-
ure80.15 showsthat this occursfor both pul se shapeswhen d;
~2. Simple considerations of the distance between critical and
ablation surfacesareinsufficient to explain thebehavior of the
two pulses; rather the energy deposition profiles must also be
accounted for because considerable smoothing can take place
in the plasma region outside the critical surface.

When 2-D SSD is employed, the uniformity at t = Oisthe
sameaswithout SSD and reducesrapidly intimeas /v, where
v is the laser bandwidth. For these experiments the UV
bandwidth is ~0.2 THz. While at this bandwidth the asymp-
totic smoothing level for 60 um is reached in ~1.2 ns,21
considerable smoothing occursinlessthan 400 ps. The experi-
mental results are consistent with this since SSD reduces the
imprint for both pul se shapes, although thereis greater reduc-
tionfor theramp pulse. Sinceimprintingintheramp pulselasts
longer, SSD is able to provide greater benefit. The resulting
imprint is similar for both pulses with SSD because the
effective smoothing time for SSD is shorter than the duration
of imprinting for both pulse shapes. Thus, significant SSD
smoothing occurs before a large-enough conduction zone is
produced. The calculated reduction of the mass equivalence
with SSD present is somewhat larger (~60%) than the experi-
mental observations.

Thiswork hasshown that for identical nonuniformities, the
imprint level depends on the pulse shape, as expected. The
total imprinting depends on the irradiation nonuniformity, the
imprint efficiency, and the duration of imprint. Sincethelatter
varies with pulse shape and other laser conditions, imprint
efficiency cannot be consideredinvariant. Thesequantitiesare
also laser wavelength dependent.10.11 |n addition, other pro-
cesses such as shinethrough and laser—plasma instabilities
(filamentation) could alter the intensity distribution within
the plasma.

Preimposed modulations have been used as a reference to
determine the mass equivalence of features imprinted by a
drive laser. Thistechnique behaves linearly under the experi-
mental conditions described here. Slowly rising pulses pro-
duce more imprint and experience more smoothing because
of SSD than steeply rising pulses. This is a result of the
different rates at which smoothing plasmaisinitially formed,
which ultimately determines the duration of imprinting. Nu-
merical simulations confirm this physical picture and yield
imprint efficiencies in reasonable agreement with the mea-
sured values.
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The Output Signal-to-Noise Ratio of a
Nd:YLF Regenerative Amplifier

A regenerative amplifier (regen) is a common element in a
variety of laser systemsbecause of its compactness and ability
to significantly boost the energy of an optical pulse with
minimal temporal distortion and added noise.12 Net gains of
the order of 108 are easily obtainable. Noise is the unwanted
portion of the optical signal that can originate from stochastic
or deterministic processes within the system. For some appli-
cations, even small amountsof noise areanimportant concern.
One such application is laser fusion, where an optical pulse
withlessthat 1 nJof energy isamplifiedwithanoverall netgain
of approximately 1014 to the 60-kJ level, frequency tripled to
a351-nmwavelength, and focused onto fusion targets. In such
asystem, even arelatively small amount of prepulsesignal can
be detrimental to target performance; therefore, to minimize
the prepulse noise signal it is very important to control and
maximize the signal-to-noise ratio (SNR) at every step of the
amplification process.

In this article we present measurements of the output SNR
(defined astheratio of the peak power of the amplified signal
to the average power of the prepulse noise) of aregen used as
the first amplification stage in the OMEGA laser system. We
compare our measurements to asimple theoretical model that
we developed. We find that the prepulse noise signal in the
output of our regen has two main contributions: oneis due to
the intrinsic noise generated within the regen during the
amplification process, as studied previously,2 and the other is
dueto the prepulse signal on the optical pulseinjected into the
regen. Our model of the regen output SNR includes both
contributions. We experimentally demonstrate that the regen
output SNR can be very high for an injected pulse with low
noise. We also demonstrate that, in general, the regen output
SNR equalsthe SNR of the pulseinjected into theregeninthe
limit of strong signal injection. Our measurements are in
excellent agreement with our theoretical model.

Theory

The total optical power circulating in the regen evolves
according to the equation3
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dP
o =y P(t) + ¥ Nee, 1)

where yis the exponential net gain coefficient, P is the opti-
cal power circulating in the regen, and Ng is phenomenol ogi-
cally included asthe noise power in the regen dueto spontane-
ous emission. Equation (1) can be integrated to give

P(t) =GRy +G Niyj +Ne(G -1), )

where G = exp (yt) isthe net gain of theregen, Pgisthesigna
power injected into the regen, and

R

N. =Y
) SNRIn

3

isthenoiseonthesignal injectedinto theregen with SNR;, the
signal-to-noise ratio of the signal injected into the regen.

It isinstructiveto describe each term on theright-hand side
of Eq. (2). Thefirst term simply representsamplification of the
injected signal into the regen and is the regen output signal in
the absence of noise. The second and third terms are noise
terms. The second term is the amplified injected noise power
that describes the amplification of the noise injected into the
regen with the optical pulse. The third term is due to the
amplification of the spontaneous emission noise generated by
theregen itself. The output SNR of the regen isthen given by

)

Rout = .
SNRgyt Nse(l_l/G)"'Ninj

(4)

For most cases of practical interest the total net gain is much
greater than unity (G >> 1). If theinjected noise power ismuch
less than the spontaneous emission noise power (Njp; << Ngg),
the second term in the denominator can be neglected and the
output SNR of theregen is proportional to the power injected
into the regen. For the case where the injected noise power is
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much greater than the spontaneous emission noise power
(Ninj >>Ngg), thefirst termin the denominator can be dropped.
In this case the output SNR,;: Of the regen equal s the injected
SNR;,, and is independent of the amount of injected signal
power. This model of the regen output SNR is verified by the
experiments described bel ow.

Experimental Results

Experiments have been performed to verify the above
theory. The details of the regen operation are given else-
where.4#> A pulse is injected into the regen and allowed to
evolve until the circulating pulse energy reaches a threshold
value. Losses are then introduced in the cavity to maintain the
round-trip gain at unity. Later, the cavity losses are removed,
and a Q-switched train of amplified pulses separated by the
regen cavity round-trip time of 26 ns evolves. In our experi-
ment we define the regen output SNR as the ratio of
the peak power of a pulse in the pulse train to the power
measured between this pulse and an adjacent pulse (i.e., the
interpulsenoise). Thisdefinitionisillustrated schematically in
Fig. 80.16.

To measure the output SNR of our regen, a high-contrast
(>1000:1) Pockels cell with a10-ns square transmission func-

T

Ninj + NseI

Interpulse noise

. . . P
Signal-to-noise ratio: SNR =

inj + Nse

E10034

Figure 80.16

Signal-to-noise ratio (SNR) measurement setup. The regen output SNR is
defined astheratio of the power of theinjected pulse averaged over a cavity
round-trip time to the noise power measured between two regen output
pulses.
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tion is used to select the output power of the regen at various
times in the output-pulse train. The timing of the Pockels cell
transmission window is first adjusted to pass a single optical
pulsefromtheregen output. The pulseisattenuated and sent to
a photodetector, and the peak voltage of the detector is mea-
sured and recorded as the regen signal. The Pockels cell
transmission window isthen moved intimeby 13 ns, whichis
half theregenround-triptime, inorder to measuretheinterpul se
noise power between this pulse and the previous pulse in the
regen output-pulsetrain. Thecalibrated attenuationisremoved
fromthe detector, and the average voltage of the photodetector
over a portion (~2 ns) of the 10-ns Pockels cell transmission
window is measured and recorded as the regen noise power.
Theoverall bandwidth of our measurement system isapproxi-
mately 1 GHz. These measurements are made as the power of
theinjected signal isvaried. Inthisway the regen output SNR
is recorded versus the power of the injected signal.

The pulse injected into the regen is generated with two
integrated electro-optic modul ators.® We apply a square elec-
trical pulseto each modulator synchronouswith the transmis-
sion through the modulator of an optical pulse from a
single-longitudinal-mode (SLM) laser. Thetransmissionfunc-
tion of a dual-channel modulator in this caseis given by

Brovt)+V,.O B
4 nﬁ() ch_Hp

lout (t) = lin(t) sin 22 v, o 5

(5)

wherel;(t) istheintensity profile at the modulator input, V/(t)
is the modulation voltage applied to each channel of the
modulator, V,; is the half-wave voltage of the modulator
(~10V), gisaconstant phase shift, and V. isadc voltage that
can be applied to cancel the constant phase shift. Square
electrical pulses of 3-ns duration with amplitude Vare syn-
chronously applied to both channels of the modulator. The
short-duration voltagewaveformsare applied to themodul ator
during the peak of the 200-ns Gaussian pulse sent into the
modulator from the SLM laser. For this reason, the input-
intensity profile to the modulator, 1j,(t), is assumed to be a
constant independent of time. Theresulting 3-nssquareoptical
pulse from the modulator is injected into the regen.

A dc bias voltage (V) is applied to the modulators to
compensatetheconstant phasetermin Eq. (5). Whenoptimally
compensated in thisway, the modulators provide* zero” trans-
mission for zero applied modulation voltage. Thisresultsina
high-contrast pulse (that is, very low prepulse signal) from the
modulator. For our experiments, we alter SNR;,, of the pulse
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injected into the regen by changing the dc bias voltage (V).
Asthe dc bias voltage is varied away from the high-contrast
value, light from the SLM laser leaks through the modul ator
prior to and after the 3-ns optical pulse. The ratio of the peak
power in the 3-ns optical pulse from the modulator to the
prepul se (postpulse) power from the modulator is our defini-
tion of the SNR;, of the pulseinjected into theregen. With this
definition, the SNR;,, depends only on the dc-applied voltage
tothemodulatorsandiscalculated from Eq. (5). Thisprepulse
and postpul se power injected into the regen isthe nature of the
regen interpul se noi se given by the second termin the denomi-
nator in Eq. (4). Varying the dc-applied voltage to the modul a-
tors varies the SNR of the injected pulse into the regen. The
injected power into the regen is varied by attenuating the
optical pulse at the input to the modulator.

Measurements of the output SNR of a regen versus the
injected power into the regen are shown in Fig. 80.17. For the
three curves, theinjected SNR was varied asindicated. Using
Eq. (4), plotsof theregen output SNR are overplotted with the
data. To obtain best fits to the data we used 375 nW for Ng in
all plots, and to determine SNR;,, we used our measured dc
voltages applied to the modulators in Eq. (4). As seen in
Fig. 80.17, our measurements are in excellent agreement
with theory.
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Figure 80.17

Signal-to-noise ratio measurements at the output of a regen versus the
injected power intotheregenfor threeval uesof the SNR of theinjected power
into the regen.

Separate measurements were made to estimate the amount
of equivalent spontaneous-emission noise power, N, in the
regen. A pulsewasinjected into the regen and the buildup time
for the pulseto reach apower level of ~100W intheregenwas
measured for different power levels of the injected signal. In
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Fig. 80.18the average power of theinjected pulseisplotted on
a semi-log scale versus the buildup time in the regen. From
Eq. (2) and G >> 1 the time t; for the regen output power to
reach afixed predetermend power level P is given by

IR =In(Py +Nipy +Ne)

t = , : (6)

When theinjected signal power into the regen is much greater
that the spontaneous-emission noise power (Pg >> Ng), the
buildup time t; exhibits an exponential dependence on the
injected power Py. Thelogarithmicfit to the experimental data
pointsin Fig. 80.18 reveals good agreement with this theory.
From this logarithmic fit we can estimate Ng, by using the
measured buildup time of 789 ns for the case with no signal
injected into the regen. From this we estimate Ng to be
approximately 80 nW, which is within a factor of 5 of the
375-nW value that was used to obtain the best fit to our datain
Fig. 80.17.
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Figure 80.18

Measured time t1 required for the regen output to reach a preset power level
versus averaged power of the pulseinjected into the regen. The power of the
injected pulse was averaged over one regen round-trip.

Conclusions

We measured the output SNR of aregen and compare our
measurementsto asimple model that we devel oped. We show
that thenoi seintheoutput of aregen hastwo contributions: one
is due to amplified spontaneous emission; the other is due to
noise (in our case in the form of a prepulse) injected into the
regen. We simulate noise on the input pulse to the regen and
conclude from our measurements that the regen output SNR
saturates to the SNR of the pulse injected into the regen. We
measured an output SNR from the regen as high as 2.7 x 10%.
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Development of New M agnetor heological Fluids
for Polisning CaF, and KDP

Magnetorheological finishing (MRF) is a hovel and recently
commercialized! process for figuring and polishing plano,
convex, and concave optics—both spherical and aspherical—
from a wide variety of optical materials. A recently written
review article provides an overview of the history, theory, and
implementation of this technology.2 The utility and producti-
vity of MRF have been proven for awide spectrum of optical
glasses and demonstrated for a variety of non-glass optical
materials.34 A 1.0-nm smoothness with removal rates of 1 to
10 um/minisroutinely achieved. Seven years of research and
development culminated in 1998 with QED Technologies
introduction of a commercial MRF machine, designated the
Q22. A focusof continuing research isthe devel opment of MR
fluid compositions and operating parameters to finish optical
materials with an ever-widening range of physical properties.
Efforts are simultaneously made to extend our understanding
of the fundamental mechanisms of material removal in the
MRF process. Extremely hard, extremely soft, single-crystal,
polycrystalline, or water-solubl e optical materials—each pre-
sents unique challenges to the MRF process.

A magnetorheological (MR) fluid is a suspension of mag-
netically soft ferromagnetic particlesin acarrier liquid. Typi-
cally, theparticlesareof theorder of afew micronsindiameter,
and their volume concentration is 30% to 40%. When exposed
to a magnetic field, the viscosity and yield stress of the
suspension increase several orders of magnitude. The transi-
tionisrapid and reversible. The magnetically soft media used
to manufacture MR fluids, which are subsequently used in
MREF, are carbonyl iron (Cl) powders. They are prepared by
decomposing iron pentacarbonyl,® resulting in spherical par-
ticles of amost pure iron, typically 2 to 6 um in diameter.
Incorporating nonmagnetic polishing abrasives results in an
MR polishing fluid that can be manipulated to form a renew-
able and compliant sub-aperture lap for optical finishing.

M RF Resear ch Platforms and Polishing Spots

The Center for Optics Manufacturing (COM) has two
research platforms to facilitate the continuing research of
MRF: The first, commonly known as the horizontal trough
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machine, was the basis of the first prototype MRF machine
(described and shown in Fig. 1 of Ref. 2), which is till
routinely used but without the fluid circulation system. The
MR fluid residesin arotating horizontal trough. Thetest optic
must be spherical convex. Whiletechnically overshadowed by
newer machines, it continues to be very productive. Experi-
ments can be conducted with only about 100 ml of MR fluid.
In addition, the machine can be quickly cleaned to prepare for
another experiment. This is particularly useful for screening
experiments of new nonagueous compositions.

A new research platform, designated the spot-taking ma-
chine (STM), was designed and constructed by QED Tech-
nologies and installed at COM in August 1998 (a photograph
of thismachineisshowninFig. 80.19). The MR fluid circula-
tion and conditioning system and rotating wheel are identical
to that of the commercial MRF machine. The electromagnet
and pole pieces are the same as those on the Q22 with one
exception: the pole pieces on the Q22 are tapered downward
when moving away from the center to create more clearance
when polishing concave optics. The conditioner mixes the
MR fluid, maintainsitstemperature, and monitorsand controls
its viscosity.

The fluid, typically at an apparent viscosity between 0.04
and 0.1 Paes (40 to 100 cps, at a shear rate of ~800 s71), is
delivered through a nozzle by a peristaltic pump onto the
surface of thevertical rotating wheel moving at approximately
1 m/s. Thewheel isasection of a150-mm-diam sphere. Asthe
MR fluid ribbon is carried into the magnetic field, the fluid
viscosity increasesapproximately three ordersof magnitudein
a few milliseconds and becomes a Bingham plastic fluid.12
The high gradient of the magnetic field has the effect of
segregating aportion of the nonmagnetic polishing abrasiveto
the upper layer of the polishing ribbon.1:6 The surface of the
optic isinserted typically 0.5 mm into the ribbon at this point
on the wheel, forming a continuously renewed compliant sub-
aperture lap. After flowing under the optic, the wheel carries
the fluid out of the magnetic field, where it returns to its
original low-viscosity state. A collection device removes the
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Nonrotating
parts

Collector

fluid from thewheel and returnsit to the conditioning system.
A typical charge for the system is 1 liter of fluid, which lasts
for two weeks of operation.

The STM has a single z-axis controller (see Fig. 80.19) to
position atest flat into the ribbon for a programmed length of
time, typicaly just a few seconds, and then remove it. The
y-axisposition (parallel to the ribbon) and spindlerotation can
be manually adjusted to put multiple spotson agiven test flat.
The small volume removed, measured interferometrically, is
called a “spot” or remova function. Figure 80.20 shows
examples of interferograms of spots on two test flats.

By analyzing spots made with these two research platforms
we can make critical evaluations on candidate MR fluid com-
positions. The dimensions of the spots can be measured inter-
ferometrically’ tocal culatematerial -removal ratesand measure
spot profiles. The surface texture within the spot can be
optically profiled® to quantify microroughness and reveal
surface defects. This information is then used to make in-
formed decisions regarding changes to the fluid composition
and/or machine parameters. In addition, the fluid is observed
to seethat it can be successfully pumped through the delivery
system and that it forms a stable ribbon.
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Fluid-delivery
G4927 system

Figure 80.19

A new MRF research platform, the spot-taking
machine, incorporates the same fluid-delivery
system and vertical wheel as the commercial
MRF machine.

(b)

G4928 40 mm

Figure 80.20

(a) An example of an interferogram of two spots made on a CaF; test flat.
(b) Aninterferogram of a spot made on a shard broken from alarger plate of
KDP. Fiducial marks are used to align interferograms of the original and
spotted test flat. Subtraction of the original from the spot interferogram gives
the removal function.

Oneadvantage of MRF istherange of operating parameters
that can be manipulated to influence the characteristics of the
removal function. These include
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* MR fluid composition: Carbony! iron type and concentra-
tion, nonmagnetic abrasive type and concentration, carrier
fluid and stabilizers can all be adjusted. For agueous com-
positions, the MR fluid viscosity can be changed in real-
time by adding or removing water.

» Magneticfield: Increasingthemagneticfieldincreasesboth
the stiffness of the ribbon and the removal rates. The
practical upper limit isnear the saturation magnetization of
the magnetic particles. The practical lower limit is where
theribbon isnot held tightly against thewheel, resulting in
uneven flow under the optic.

»  Wheel speed: Theremoval rateis proportional to thewheel
speed. A typical valueis 150 rpm but it can be varied from
100 to 400 rpm (0.79 to 3.15 m/s, 150-mm-diam whesl).

* Nozzle: Nozzles with different diameter and shaped ori-
fices can be instaled. The standard nozzle is circular and
3 mm in diameter.

» Ribbon height: Increasing the flow rate, typically between
0.5 and 1.0 liter/min, increases the height, or thickness, of
the ribbon for a given wheel speed. A typical height is 1.0
to 2.0 mm.

» Depth (inversely, gap): Decreasing the gap between the
optic and the wheel increases the depth of penetration into
the ribbon and increases the area, or footprint, of the spot.

Thisrangeof operating conditions permitsmany optionswhen
conducting experimentson awide variety of optical materials.

DeveLorPMENT oF NEw MAGNETORHEOLOGICAL FLUIDS FOR PoLisHiNG CaF, ano KDP

MRF of CaF, and KDP

In this article we present details of recent work to adapt
MRF to two soft, single-crystal optical materials: calcium
fluoride, CaF,, and potassium dihydrogen phosphate, KH,PO4
or KDP. It was necessary to formulate two new magneto-
rheological fluid compositionsin order to successfully apply
MREF to these two materials. The standard MR fluid, suitable
for awide variety of optical materials, consists of (in vol %)
36% CI, 55% water, 6% cerium oxide, and 3% stabilizers.
CaF,isincompatiblewiththestandard MR fluid typically used
for optical glasses, resulting in “sleeks’ and unacceptable
roughness. KDPisextremely water soluble and therefore also
cannot be finished with the standard aqueous MR fluid. Some
mechanical propertiesfor thesetwo materialsare compared to
typical optical glassesin Table 80.11.

Resultswith CaF,

Single-crystal calcium fluoride is the optical material that
is expected to meet the projection and illumination require-
ments for photolithography optics as the semiconductor
industry beginsthetransition from 365 and 248 nm to 193 and
157 nm.15> CaF, crystals are fairly soft, so the polishing
technique used must carefully reduce surface roughness with-
out creating surface sleeksor fine scratches. These defectscan
lead to scattering, subsurface damage, and microscopic flaws
in acoated surface.16 In addition, CaF, isthermally sensitive,
anisotropic, and easily chipped. Manufacturing large optics,
suchas100-mm catadioptic cubesor 400-mmrefractivelenses,
by conventional meansisnontrivial .1718 A A/10flatness speci-
fication at 193 nm is more than three times tighter than a A/10
specification at 633 nm.18 Fortunately, as discussed else-
where,2 one of the greatest strengths of MRF isiits ability to
deterministically finish optics to very high precision.

Table 80.11: Physical properties of CaF, and KDP compared to typical optical glasses.

Water Near-surface | Young's Fracture
Material Source Structure solubility hardness modulus toughness
(9/100 g) (GPa) (GPA) (MPa-m®%)
KDP Cleveland single-crystal tetragonal, 33 2.16 49.2 0.1-02
Crystals, Inc. type-1l cut (Ref. 10) (Ref. 14) (Ref. 14) (Ref. 13)
single-crystal cubic 0.0017 247 110 0.33
Cak, Optovac, Inc. c-cut (Ref.9) | (Ref.14) | (Ref.12) | (Ref. 12)
. 7.70 79.6 0.85
BK-7 Schott, Ohara glass insoluble (Ref.14) (Ref. 14) (Ref. 11)
- . . 9.79 74.7 0.75
Fused silica | Corning glass insoluble (Ref. 14) (Ref. 14) (Ref. 11)
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Theinitial strategy for developingan MR fluidfor polishing
CaF, called for the replacement of cerium oxide as the non-
magneti ¢ abrasive and making the fluid more gentle dueto the
softness of thismaterial. Toward this end, many fluid compo-
sitionswere screened with spot experiments using the horizon-
tal trough machine. For all of the experiments with CaF,, the
test optics were initially pitch polished to an average rms
roughness of 0.85+0.05 nm. Compositions containing (in vol
%) 36% CI, 25% PEG 200, 38% water, <1% stabilizers, and
then a fraction of a percent of nanodiamond powderl® were
testedtodeterminematerial-removal ratesand microroughness.
PEG 200%° was included because of its lubricious behavior,
which wasintended to protect the surface from scratching and
eliminateembedded particles. Figure80.21 isaplot of thepeak
removal rate for arange of nanodiamond concentrations. The
removal rate rises quickly with nanodiamond concentration
but rolls over above ~0.1 vol %. The roughness values within
the generated spots varied from 1.0 to 1.65 nm and showed no
clear trend as a function of nanodiamond concentration.
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0.2

Peak removal rate (xm/min)

0.0 0.1 0.2 0.3 0.4
Nanodiamond concentration (vol %)

G4929

Figure 80.21

Plot of peak removal rate for CaF; versus nanodiamond concentration on the
trough machine for MR fluid containing 36% Cl, 25% PEG 200, 38% water,
and <1% stabilizers.

Althoughitispossibleto magnetorheol ogically finish CaF,
to low roughness values with compositions containing PEG
200 and nanodiamonds, the very low peak remova rates
observed encouraged us to revisit water-based compositions.
For this reason, we tested a MR fluid containing (in vol %)
48% Cl, 49% water, 3% stabilizers, and ~0.2% nanodiamond
powder. This slurry composition had been developed and
previously tested for MRF of very hard materials, suchas SiC
and sapphire, and was found to be rheologically stable. Spots
made on the horizontal trough machine at a 3.0-kG magnetic
field strength resulted in a very stiff ribbon and very high
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peak removal rates > 8 um/min; however, the rms roughness
values were consistently ~2.0 nm. Decreasing the magnetic
field strength to 0.85 kG decreased the peak removal rate to
1.3 um/min but al so decreased the rmsroughnessto ~1.25 nm.
Thisindicated that decreasing the magnetic field strength and
decreasing the stiffness of the fluid ribbon would produce
lower values of surface roughness.

The same composition was next tested in the STM. Spots
were madeat threelevelsof magneticfield strength. Atavalue
of 0.34 kG, it was discovered that the ribbon was very soft and
formed alarge, ill-defined spot. The peak removal rate wasan
acceptable 1.6 ym/min, but the spot shape was not usable.
Increasing the magnetic field strength to 0.98 kG produced a
stiffer ribbon and well-defined spot. The resulting peak re-
moval rate was very high, 7.8 um/min, and the average rms
roughnesswasvery good at 1.00+0.06 nm. At 1.85 kG the peak
removal rate increased even further to 11.8 um/min, and the
rms roughness was dlightly higher at 1.15+0.06 nm. (These
results are summarized in Table 80.111.) Extended life testing
in the STM and the Q22 confirmed the composition to be
sufficiently stable over time for polishing trials.

Table 80.111: Peak removal rateand roughnessfor M RF spots
on CaF, at various magnetic field strengths.
Magnetic field | Peak removal rate | Microroughness
(kG) (tam/min)
0.34 16 poor spot shape
0.98 7.8 1.00£0.06
1.85 11.8 1.15+0.06

Resultswith KDP

KH,PO,, or KDP, is an important electro-optic material. It
iscurrently used for frequency conversion of LLE'sOMEGA
laser. It will be part of the National Ignition Facility’s laser
under construction at Lawrence Livermore National Labora
tory. Itisalso commonly used in el ectro-optic devices such as
Pockels cells.10

Polishing KDP poses several difficult challenges: KDPis
expensive in large sizes. It is difficult to polish high-aspect-
ratio KDP flats with conventional pitch-lapping techniques.
KDPis extremely soluble in water. To magnetorheologically
finish KDP, the MR fluid carrier liquid must be nonaqueous,
and it must be possible to clean the MR fluid off of the optic
withaKDP-compatiblesolvent. Finally, KDPisvery soft with
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a near-surface hardness of 2.16 GPa (Berkovich microin-
dentor, 5-nN load).

Currently, single-point diamond turning (SPDT) is consid-
ered state of the art for finishing KDP, yielding surfaces with
1.0- to 3.0-nm rms roughness.?! This process is capable of
producing 30-cm-diam flat plates for use in large laser sys-
tems. SPDT is done by showering mineral oil over the
workpiece. This provides lubricity for cutting and helps to
control temperature. The oil isremoved from the KDP surface
with toluene or xylene.

Many oil-based MR fluid compositions have been devel-
oped for use in mechanical engineering applications.® For
practical reasons, itishighly desirabletouseacarrier fluid that
is nonflammable and capable of being cleaned out of a MRF
machinewith aqueous-based detergents. During the search for
an MR fluid for KDP, chemical compatibility issues becamea
seriousconcern. A number of tested water-misciblefluidswere
found to leave a “fog” on the surface of KDP. (Results of
compatibility tests are summarized in Table 80.1V.) Even just
a few minutes of contact with 200-proof ethanol transfers
enough moisture from the air to leave visible defects on the
surface of aKDP flat. Several otherwise-promising MR fluid
compositions had to be discarded for thisreason. After numer-
ous trials, the base composition found to produce the best
results with KDP consisted of (in vol %) 40% CI and 60%
dicarboxylicacid ester. Thiscarrier liquid hasavery low vapor
pressure, does not evaporate, and is easily cleaned out of the
STM. This nonaqueous MR fluid is shear-thinning with a
viscosity of 0.09 Pass (90 cps) at a shear rate of 800 s™1
(approximately the shear rate for the fluid in the delivery
nozzle of the STM).
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Theresultsreportedinthisarticlewereobtained on surfaces
of KDP that were initialy prepared by single-point diamond
turning.22 The average rms roughness of this initial surface
(five measurements over five sitesf) was 1.5+0.2 nm. A
representative optical roughness map of the initial diamond-
turned surface is shown in Fig. 80.22. The turning marks are
clearly visible.

Spots were first made with the MR fluid without any
nonmagnetic abrasive under a fixed set of conditions.23 An
exampleof profilescansof aspot’ areshowninFig. 80.23. The
peak removal rate, cal culated from adepth of deepest penetra-
tion of the spot, 0.53 um, was 1.59 pym/min. The rms
microroughness was increased to 6.4+0.8 nm. Figure 80.24
givesan optical roughness map of the surface within this spot.
The groovesfrom the flow of the MR fluid are clearly visible.

Figure 80.22

Representative optical roughness map8 of the initial single-point-diamond-
turned surface of KDP used for these experiments. The diamond-turning
marks are clearly visible. Microroughness: pv = 15.6+3.9 nm; rms
=1.5+0.1 nm.

Table 80.1V: KDP compatibility test results for candidate carrier fluids.

Fluid Results’Comments
Glyceral No fogging; viscosity too high for pumping in STM
Ethylene glycol Serious fogging in just a few seconds of contact

Polyethylene glycol, M.W. 200

Light fogging after several minutes; halo around MRF spots

Liquid paraffin

No fogging in 60 min; oil-based carrier fluid undersirable

Decahydronaphthalene

No fogging; too volatile

Ethanol, 200 proof

Fogging when exposed in air; not in dry N,; too volatile

Dicarboxylic acid ester

No fogging after extended contact; no halo around spots
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Theoriginal diamond-turning marks, which would berunning
approximately perpendicular to the MRF grooves, have been
eliminated. Theremoval ratewasinaconvenient range, but the
goal was not to increase the surface roughness.

Nanodiamond powderl® was then added to the MR fluid,
corresponding to a nominal concentration of 0.05 vol %. The
addition of this amount of abrasive had no effect on the MR
fluid viscosity. Spots taken with this fluid under the same
conditions?® showed that the peask removal rate increased
moderately to 2.10 um/min. But more importantly, the rms
microroughness of 1.6+0.2 was essentially unchanged from
that of theinitial diamond-turned surface. Figure 80.25 gives
a representative optical roughness map of the surface within
this spot. The addition of nanodiamonds also decreased the
amplitudeof thegroovesformed by M RF. We expect that these
grooveswould be eliminated entirely with part rotation during
full-scale polishing runs.

The KDP surfaces produced by MRF have been evaluated
for laser-damage resistance at LLE. Results are summarized
in Table 80.V. MRF maintains the high laser-damage thresh-
old of a diamond-turned KDP part at both A = 351 nm and
A =1054 nm.

In light of these encouraging results on KDP with this new
slurry composition, the next schedul ed task isto scaleup tofull
polish runs on a production MRF machine like the Q22. This
will allow a quantitative evaluation of removal efficiency,
figure correction capability, and smoothing.
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Figure 80.23

Longitudinal and transverse profile scan’ of a spot made on SPDT KDP
with MR fluid without nonmagnetic abrasive. Peak removal rate was
1.59 um/min; depth of deepest penetration was 0.53 um.
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Figure 80.24

Optical roughness map8 of spot made on SPDT KDP part using MR fluid
without nonmagnetic abrasive. Microroughness: pv = 64.8+15.8 nm;
rms = 6.4+0.8 nm.

+0.0065

Figure 80.25

Optical roughness map8 of surface within spot made on SPDT KDP part
with MR fluid with 0.05-vol % nanodiamond abrasive. Microroughness:
pv =20.1£7.1 nm; rms = 1.6+0.3 nm.

Summary

Thisarticleshowshow sub-apertureremoval functions,i.e.,
polishing “spots,” are generated on test flats using two
magnetorheol ogical finishing (M RF) research platforms. Evalu-
ation of polishing spotsisused to further our understanding of
MRF and to extend its capabilities to new classes of optical
materials. Examples are presented that demonstrate how new
MR fluid compositions and operating parameters may be
developed for processing CaF, and KDP using the evaluation
of polishing spots.
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Table 80.V: Laser-damage test results for KDP parts processed with MRF and SPDT.

@ 3w, 1ns @1w 1ns
Jem?
1-on-1 N-on-1 1-on-1 N-on-1
MRF 11.23+0.61 14.08+1.06 12.17+1.80 14.76+1.67
Diamond turned 10.63+0.68 14.56+1.08
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LLE’s Summer High School Research Program

During the summer of 1999, 12 students from Rochester-area
high schools participated in the L aboratory for Laser Energet-
ics' Summer High School Research Program. The goal of this
program is to excite a group of high school students about
careers in the areas of science and technology by exposing
them to research in a state-of-the-art environment. Too often,
students are exposed to “research” only through classroom
laboratories, which have prescribed procedures and predict-
able results. In LLE’s summer program, the students experi-
ence all of the trias, tribulations, and rewards of scientific
research. By participating in research in a real environment,
the students often become more excited about careers in
science and technology. In addition, LLE gains from the
contributions of the many highly talented students who are
attracted to the program.

The students spent most of their time working on their
individual research projects with membersof LLE’stechnical
staff. The projectswererelated to current research activities at
LLE and covered a broad range of areas of interest including
laser modeling, diagnostic development, chemistry, liquid crys-
tal devices, and opacity data visualization (see Table 80.V1).

The students attended weekly seminars on technical topics
associated with LLE’s research. Topics this year included
lasers, fusion, holography, optical materials, global warming,
measurement errors, and scientific ethics. The students also
received safety training, learned how to give scientific presen-
tations, and wereintroducedto L L E’sresources, especially the
computational facilities.

The program culminated with the High School Student
Summer Research Symposium on 25 August at which the
students presented the results of their research to an audience
including parents, teachers, and L LE staff. The students’ writ-
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ten reportswill be bound into apermanent record of their work
that can be cited in scientific publications. These reports are
available by contacting LLE.

One hundred and five high school students have now
participatedintheprogramsinceit beganin 1989. Thestudents
this year were selected from approximately 80 applicants.

In 1997, LLE added a new component to its high school
outreachactivities; anannual awardtoan I nspirational Science
Teacher. This award honors teachers who have inspired High
School Program participantsintheareasof science, mathemat-
ics, and technology and includes a$1000 cash prize. Teachers
are nominated by alumni of the High School Program. The
1999 William D. Ryan Inspirational Teacher Award was pre-
sented at the symposium to Mr. John Harvey of Honeoye
Falls-Lima Senior High School. Mr. Harvey, a mathematics
teacher, was nominated by Jeremy Yelle and David Rea,
participants in the 1997 program. Mr. Yelle wrote, “I have
never met another teacher that was so passionate for what he
teachesand communi cates himself well enough to get eventhe
most complicated of ideas into the simplest of minds.” He
added, “Mr. Harvey has expanded my interest in science and
mathematics not only by opening doorsand giving hisinsight,
but a so showing me that mathematics can be learned not only
inaclassroom, butinan openforum, or evenintheapplications
of daily life.” Mr. Reawrote, “| can think of noteacher that has
given me agreater gift of learning than Mr. John Harvey.” He
added, “Mr. Harvey must also berecognized for hisdedication
to students after the books have closed and the homework has
been passed in.” Mr. Peter Cardamone, principal of Honeoye
Falls-Lima Senior High School, added, “ John’s excellencein
teaching is balanced well with his concern and interest in
students under histutelage.”
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Table 80.VI: High School Students and Projects—Summer 1999.

LLE’s SummER HiGH ScHooL ResEarRcH PROGRAM

Student High School Supervisor Project

Kendra Bussey Pittsford Sutherland K. Marshall Synthesis of Highly Soluble Near-IR Dyes for the
Liquid Crystal Point-Diffraction Interferometer

Michael Harvey R. J. Davis, Livonia M. Skeldon Characterization of the Signal-to-Noise Ratio in a
Regenerative Amplifier

Peter Hopkins The Harley School S. Craxton Comparing Opacity Data Groups with a Java-
Based Graphical User Interface

Jyoti Kandlikar Brighton R. Epstein Statistical Properties of Continuous and Discrete
Distributed Phase Plates

Brian Kubera Webster R. Boni Bandwidth Measurement of Fiber Optic Bundles

Aman Narang The Harley School W. Donaldson Spectroscopic Analysis of an OMEGA Beamline

Lutao Ning Brighton M. Guardaben Characterization of the Liquid Crystal Point-
Diffraction Interferometer

Rohit Rao Brighton S. Craxton Computer-Aided Modeling of the Liquid Crystal
Point-Diffraction Interferometer

Alice Tran Spencerport C. Stoeckl Integrating Hard X-Ray Diagnostics into OMEGA
Operations

Jordan VanLare Victor K. Marshall Calculating the Optical and Dielectric Anisotropy
of Liquid Crystalline Systems

Jeffrey Vaughan Fairport P. Jaanimagi Correcting Distortion in an X-Ray Streak Camera

Emily Walton Fairport J. Knauer Measurement of Scattered 351-nm Light from

OMEGA Targets
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FY99 Laser Facility Report

FY 99 wasaproductiveyear on OMEGA; 1207 shotson target
were shared by LLE, LLNL, LANL, and NLUF users (see
Table 80.VII). Shot operations were conducted on a 12 h/day,
3 day/week schedule; for many campaigns the standard 1-h
cycletimefor OMEGA wasachieved. Uninterrupted 12-h shot
sequencesresulted inimproved efficiency and effectivenessin
completing experimental goals.

The following major system modifications were imple-
mented during FY 99:

» Upgrade of 2-D SSD to 0.3-THz bandwidth at three color
cycles

» Installation of the majority of the hardware necessary to
conduct cryogenic target shots

» Installation of the LLNL Active Shock Breakout (ASBO)
diagnostic

» Migration to Oracle™ database systems

» Implementation of second tripler frequency-conversion
crystals on beams used for planar experiments

 Installation of two full-aperture backscatter stations

» Replacement of the target chamber roughing systems with
dry pumps to support incorporation of a tritium-removal
system

Improved individual-beam uniformity resulting from an
upgrade of the 2-D SSD system is discussed in the article
beginning on p. 197. The modification included removing the
first-generation 2-D SSD system from OMEGA and replacing
it with a pre-assembled modular unit that included high-
frequency, multipass electro-optic modulators. Activation of
the new 2-D SSD system went smoothly, and itsreliability has
been exceptional. Notable features include the flexibility to
easily migrate to afull 1.0-THz bandwidth (planned for early
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FY00), an integrated diagnostic suite, and improved LLE-
fabricated holographic optics.

Coincident with the installation of the THz-capable SSD
system, second tripler frequency-conversion crystal assem-
blies were added to 13 of 60 beams. These additional fre-
guency-tripling crystals will provide efficient frequency
conversion for laser bandwidths up to the 1-THz level and
represent the first stage of a project to modify all 60 beams.
Withthissubset of crystal stheplanar-foil imprint and Rayleigh—
Taylor growth investigations will be extended to higher-uni-
formity regimes.

The upper and lower pylons of the cryogenic target-han-
dling system (CTHS) were installed on OMEGA. The lower
pylon installed on the bottom of the target chamber supports
the insertion of targets using the moving cryostat. The upper
pyloninstalled on thetarget chamber’snorth pole supportsthe
cryogenic shroud retraction system. The CTHS will be fully
activated in FY 00.

Table 80.VII: The OMEGA shot summary for FY 99.

LLE-RTI 337
LLE-ISE 243
LLE-LSP 62
LLE diagnostic devel opment 85
NLUF 144
LLNL 173
LANL 163
Total 1207
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National Laser Users Facility News

FY 99 Experiments
During FY 99 significant progress was made on several Na-
tional Laser Users' Facility (NLUF) projects.

David Cohen and colleagues from the University of Wis-
consin at Madison in collaboration with investigators from
Prism Computational Sciences, the University of Rochester
(UR/LLE), Los Alamos National Laboratory (LANL),
LawrenceLivermoreNational Laboratory (LLNL), and Sandia
National Laboratory (SNL) carried out a series of x-ray spec-
troscopic measurements to explore the physics of radiation-
driven, NIF-type ablators.

Hans Griem and colleagues from the University of Mary-
land conducted experiments using soft x-ray spectroscopy to
investigate the plasma conditions at early timesin | CF direct-
drive capsules.

Bruce Remington, Harry Robey, and colleagues from
LLNL in collaboration with investigators from the University
of California (UC) at Davis, the University of Arizona,
UR/LLE, the University of Chicago, Drexel University,
CEA Saclay, Osaka University, State University of New York
(SUNY) at Stony Brook, and LANL performed studies of
supernova hydrodynamics on OMEGA. These experiments
were acontinuation of experimentsinitiated on the Novalaser
at LLNL and now being performed on LLE's OMEGA under
the NLUF program.

Dan Kalantar and colleagues from LLNL in collaboration
with investigators from UC San Diego, the University of
Oxford, Californialnstitute of Technology, and LANL carried
out studies of the dynamic properties of shock-compressed
solids viain-situ transient x-ray diffraction.

Richard Petrasso and colleagues from the Massachusetts
Institute of Technology (MIT) in collaboration with Stephen
Padalino and colleagues from SUNY Geneseo as well as
investigatorsfrom UR/LLEand L LNL conducted experiments
to characterize high-density plasma conditions in imploded
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| CF capsul esusing charged-particle spectroscopy onOMEGA.
These experiments explored several techniquesfor measuring
fuel and ablator areal densities. The SUNY Geneseo group also
carried out a collaborative series of tests to investigate the
feasibility of carbon activation as a means of measuring
tertiary neutron yield in high-performance OMEGA and NIF
| CF capsules.

Charles Hooper and colleagues from the University of
Floridaa ongwithinvestigatorsfromtheUniversity of Nevada
and UR/LLE performed a series of experimentsto investigate
via x-ray absorption spectroscopy the x-ray emission charac-
teristics of ultrahigh-density plasma.

Bedros Afeyan from Polymath Research in collaboration
with colleagues from LLNL, LANL, and UR/LLE carried
out experiments to investigate optical-mixing-controlled
stimulated scattering instabilities in NIF-like, long-scale-
length plasmas.

Figure 80.26 shows an example of work carried out under
the FY99 NLUF program; it illustrates the work of a team
headed by H. Robey and B. Remington of LLNL to study two
aspects of the physics of supernovae. These experiments
studied the growth rate of the Richtmyer—Meshkov (RM) and
Rayleigh—Taylor (RT) instabilities of aperturbation seeded by
thearrival of arippled shock wave on aninitialy unperturbed
interface. Figure 80.26 shows images demonstrating the time
evolution of the shock structure of a laser-driven, planar,
copper ablator and a CH payload. In these experiments, the
Cu/CH interface had an imposed perturbation wavelength of
200 um, and the Cu ablator was driven with ~3 kJin asgquare-
top, 1-ns pulse. A separate x-ray backlighter and an x-ray
framing camera were used to obtain the x-ray radiographs of
Fig. 80.26. The backlighter pulses were also 1 ns long but
delayed by up to 78 nsrelative to the drive pulses.

InFY99 atotal of 144 OMEGA target shotswere dedicated

to the NLUF program. In addition to NLUF-supported pro-
grams, severa direct- and indirect-drive experiments, also
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coordinated through the NLUF Manager, were carried out on
OMEGA by groups from LLNL and LANL. These experi-
mentsincluded campaignsondirect-drivecylinders, hohlraum
symmetry, equation of state, RM and RT instabilities, tetrahe-
dral-hohlraum implosions, double-shell targets, diagnostics
development, radiation flow, opacity, and other topics. The
variety of FY 99 experimentsis best illustrated by Fig. 80.27,
which shows examples of targets shot on OMEGA during the
fiscal year.

(b)

Polyimide

CH (4.3% Br)
T=39ns

U220
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FY 00 Proposals

Thirteen proposal swere submitted to NLUF for FY 2000. A
DOE technical evaluation panel chaired by the NLUF Man-
ager and including Dr. David Bradley (LLNL), Dr. David
Montgomery (LANL), Dr. Ramon L eeper (SNL), and Dr. Ned
Sautoff (PPPL) reviewed the proposals at a meeting held on
26 May 1999 and recommended approval of seven proposals
for funding (see Table 80.VI11).

Figure 80.26

Two x-ray-backlighted images from two SNRT #1
experiments showing the time evolution of the
shock and instability structure at late times.

T=65ns

Figure 80.27

OMEGA routinely irradiates avariety of tar-
gets. (a) Cylindrical hohlraum target used for
radiation ablation studies; (b) tetrahedral
hohlraum target; (c) planar target; (d) direct-
drive cylinder target; (e) radiation-driven
shock target; and (f) x-ray diffraction target.

LLE Review, Volume 80
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Table 80.VIII: Approved FY 00 NLUF Proposals.

Principal Investigator Affiliation Proposal Title

R. Fisher General Atomics High-Spatial-Resolution Neutron Imaging of
Inertial Fusion Target Plasmas Using Bubble
Neutron Detectors

M. Myers University of Californiaat San Diego | Continuing Studies of Dynamic Properties of
Shock-Compressed Solids by In-Stu Transient
X-Ray Diffraction

R. P. Drake University of Michigan Supernova Hydrodynamics on the OMEGA Laser

R. Petrasso Massachusetts | nstitute of Technology | Charged-Particle Spectroscopy on OMEGA:
Recent Results, Next Steps

D. Cohen Prism Computational Sciences Development of X-Ray Tracer Diagnostics for
Radiatively Driven NIF Ignition Capsule Ablators

K. Fletcher SUNY Geneseo Investigation of Solid-State Detection for Charged-
Particle Spectroscopy

Optical-Mixing-Controlled Stimulated Scattering
Instability Experiments on OMEGA 1I: The Effects
of Temporal Beam Smoothing and Crossing Angle
Variation in CH and Al Plasmas.

B. Afeyan Polymath Research
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Titanium Dopant,” J. Quant. Spectrosc. Radiat. Transfer 61,
465 (1999).

B. Yaakobi, F. J. Marshall, and D. K. Bradley, “Pinhole-Array
X-Ray Spectrometer for Laser-Fusion Experiments,” Appl.
Opt. 37, 8074 (1998).

J. D. Zuegel and W. Seka, “Upconversion and Reduced 4F5/»
Upper-State Lifetime in Intensely Pumped Nd:YLF,"” Appl.
Opt. 38, 2714 (1999).

M. D. Zuerlein, D. Fried, J. D. B. Featherstone, and W. Seka,
“Optical Properties of Dental Enamel in the Mid-IR Deter-
mined by Pulsed Photothermal Radiometry,” IEEE J. Sel. Top.
Quantum Electron. 5, 1083 (1999).

and J. M. Soures, “High-Convergence, Indirect-Drive Implo-
sions on OMEGA: Design and Simulations.”

C.A.Back, J. D. Bauer, R. E. Turner, B. F. Lasinski, L. J. Suter,
O.L.Landen, W.W. Hsing, and J. M. Soures, “ Temporally and
Radially Resolved Breakout of Heat Wave in Radiatively
Heated Foam Targets.”

C.W.Barnes, D. L. Tubbs, J. B. Beck, J.A. Oertel, N. Shambo,
S. A. Voss, R. G. Watt, T. R. Boehly, D. K. Bradley, and
J. P. Knauer, “Direct-Drive Cylindrical Implosions on the
OMEGA Laser.”

G. R. Bennett, J. M. Wallace, T. J. Murphy, A. A. Hauer, J. A.
Oertel, D. C. Wilson, P. L. Gobby, N. D. Delamater, R. E.
Chrien, R. S. Craxton, and J. D. Schnittman, “High-Conver-
gence Implosions Within Tetrahedral Hohlraums.”

R. Betti and E. Fedutenko, “Stable Regimes for External
Modes in High- 3 Tokamak Plasmas.”

T. R. Boehly, V. A. Smalyuk, O. Gotchev, J. P. Knauer, D. D.
Meyerhofer, D. K. Bradley, J. A. Delettrez, S. Skupsky, and
R.P.J. Town, “The Effect of Pul se Shape and Beam Smoothing
on Laser Imprinting.”
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D. K. Bradley, J. A. Delettrez, S. P. Regan, S. Skupsky, and
D. D. Meyerhofer, “ Spherical Rayleigh—Taylor Experiments
on the 60-Beam OMEGA Laser System Using the Burn-
through Technique.”

T. J. B. Collins, J. P. Knauer, S. Skupsky, and C. P. Verdon,
“Control of Ablation Velocity Through Prepulses in Direct-
Drive ICF”

R. S. Craxton, S. Skupsky, A. Babushkin, J. H. Kelly, T. J.
Kessler, J. M. Soures, and J. D. Zuegel, “Enhanced Beam
Smoothing on OMEGA and the NIF.”

J. A. Delettrez, V. N. Goncharov, S. Skupsky, T. R. Boehly,
D.K.Bradley, J. P.Knauer, D. D. Meyerhofer, S. P. Regan, and
V. A. Smalyuk, “The Effect of Pulse Shape on Laser Imprint
and SSD Smoothing.”

J. Dirrenberger, V. Lobatchev, and R. L. McCrory, “ Seeds and
Early Development of the Rayleigh—-Taylor Instability in
Laser-Accelerated Targets.”

R. Elton, E. Iglesias, H. Griem, G. Pien, D. K. Bradley, J. A.
Delettrez, and R. Epstein, “ Early-Time Extreme-UV Emission
from OMEGA Plasmas.”

R. Epstein, T. J. B. Callins, J. A. Délettrez, S. Skupsky, and
R. P. J. Town, “Simulation of the Radiative Preheat of
Target Foils and Shells in Laser-Driven Ablation and Implo-
sion Experiments.”

Y. Fisher, T. R. Boehly, D. K. Bradley, D. R. Harding, D. D.
Meyerhofer, and M. D. Wittman, “ Shinethrough Properties of
Various Barrier-Layer Materials.”

C. G. R. Geddes, J. Sanchez, G. Collins, and P. W. McKenty,
“Interferometric Characterization of Hydrogen Ice Layersin
NIF-Scale Targets.”

R. E. Giacone, C. J. McKinstrie, and E. A. Startsev, “Accurate
Formulas for the Landau Damping Rates of Electro-
static Waves.”

V. Yu. Glebov, J. P. Knauer, F. J. Marshall, P W. McKenty,
D. D. Meyerhofer, N. S. Rogers, C. Stoeckl, M. D. Cable, and
R. E. Turner, “Recent pR Measurements on OMEGA Using
the MEDUSA Scintillator Array.”
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V. N. Goncharov, R. Betti, R. L. McCrory, and C. Cherfils,
“Linear Stability Analysis of Ablation Fronts During the
Shock Transit Time.”

D. Haynes, C. Hooper, N. Delamater, C. Barnes, J. Oertel,
G. Pallak, D. Tubbs, R. Watt, T. R. Boehly, D. K. Bradley, P. A.
Jaanimagi, and J. P. Knauer, “ X-Ray Spectroscopy of Directly
Driven Cylindrical Implosions.”

D.G.Hicks,C.K.Li,F.H.Séguin,R.D. Petrasso, J. M. Soures,
D. R. Harding, D. D. Meyerhofer, W. Seka, A. Simon, R. W.
Short, T. W. Phillips, T. C. Sangster, M. D. Cable, T. P. Bernat,
and J. D. Schnittman, “ M easurement of Accelerated lonsfrom
OMEGA Targets.”

G. C. Junkel, M. A. Gunderson, D.A.Haynes, Jr., C. F. Hooper,
Jr., D. K. Bradley, J. A. Delettrez, P. A. Jaanimagi, and S. P.
Regan, “Multi-electron Line Broadening in Hot, Dense Plas-
mas Including Detailed Line Shift Calculations.”

A.V.Kanaev and C. J. McKinstrie, “ Exact Green Function for
a Class of Parametric Instabilities.”

R. L. Keck, W. R. Donaldson, W. Seka, and R. Boni, “Beam
Power Matching on the OMEGA Laser.”

J. P. Knauer, R. Betti, T. R. Boehly, D. K. Bradley, T. J. B.
Callins, J. A. Delettrez, P W. McKenty, D. D. Meyerhofer,
V. A. Smalyuk, andR. P. J. Town, “ Growth of Rayleigh—Taylor
Unstable, CH Ablation Interfaces Doped with Silicon.”

C.K.Li,D.G.Hicks, F.H. Séguin, R.D. Petrasso, J. M. Soures,
D. R. Harding, J. P. Knauer, J. Law, P. B. Radha, S. Skupsky,
S. Padalino, T. W. Phillips, T. C. Sangster, and M. D. Cable,
“Measurements of Temperature and Areal Density Using
Charged-Particle Spectroscopy on OMEGA.”

V. Lobatchev and R. Betti, “Linear Feed-out of Rear Surface
Nonuniformities in Planar Geometry.”

F. J. Marshall, B. Yaakobhi, D. D. Meyerhofer, R. P. J. Town,
J. A. Delettrez, V. Yu. Glebov, D. K. Bradley, J. P. Knauer,
M. D. Cable, and T. J. Ognibene, “ Surrogate Cryogenic Target
Experiments on OMEGA.”

P.W.McKenty, V.Yu. Glebov, D. D. Meyerhofer, N. S. Rogers,
C. Stoeckl, J. D. Zuegel, M. D. Cable, T. J. Ognibene, R. A.
Lerche, and R. L. Griffith, “Neutron Burn Truncation Experi-
ments on OMEGA.”
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C.J. McKinstrieand E. A. Startsev, “ Analysis of the Forward
and Backward Stimulated Brillouin Scattering of Crossed
Laser Beams.”

D. D. Meyerhofer, D. K. Bradley, J. A. Delettrez, V. Yu.
Glebov, J. P. Knauer, F. J. Marshall, P W. McKenty, S. P
Regan, S. Skupsky, C. Stoeckl, and R. P. J. Town, “Hydrody-
namic Performance of Spherical CH Targets on OMEGA
Using Shaped Laser Pulses.”

T. J. Murphy, J. M. Wallace, K. A. Klare, N. D. Delamater,
G. R. Bennett, A. A. Hauer, J. A. Oertel, S. M. Pollaine, R. S.
Craxton, and J. D. Schnittman, “Analysis of Imploded
Capsule Images from Spherical Hohlraums with Tetra-
hedral Illumination.”

R.D. Petrasso, C.K.Li,D.G.Hicks, F. H. Séguin, J. M. Soures,
V. Yu. Glebov, D. R. Harding, J. P. Knauer, J. Law, D. D.
Meyerhofer, P. B. Radha, J. D. Schnittman, W. Seka, R. W.
Short, A. Simon, S. Skupsky, C. Stoeckl, T. W. Phillips, T. C.
Sangster, T. Ognibene, M. D. Cable, and S. Padalino, “ Charged-
Particle Spectroscopy on OMEGA: Initial Results’ (invited).

P. B. Radha, S. Skupsky, J. M. Soures, and R. D. Petrasso,
“A Novel Diagnostic for pRin ICF Targets.”

S. P.Regan, T. R. Boehly, D. K. Bradley, T. J. B. Callins, J. A.
Delettrez, J. P. Knauer, D. D. Meyerhofer, P. W. McKenty, and
V. A. Smalyuk, “A Comparison of Planar Burnthrough Ex-
periments with Single-Mode Rayleigh-Taylor Instability
Growth Rate on OMEGA.”

S. P. Regan, D. K. Bradley, J. J. Carroll |11, A. V. Chirokikh,
R. S. Craxton, R. P. Drake, D. D. Meyerhofer, W. Seka, R. W.
Short,A. Simon, R. P.J. Town, and B. Yaakobi, “ Laser—Plasma
Interactions in NIF Direct-Drive-Scale Plasmas’ (invited).

J. D. Schnittman, R. S. Craxton, S. M. Pollaine, R. E. Turner,
J. M. Wallace, T. J. Murphy, N. D. Delamater, J. A. Oertel,
A. A. Hauer, and K. A. Klare, “ Capsule Implosion Symmetry
in OMEGA Tetrehedral Hohlraums.”

W. Seka, A. V. Chirokikh, D. D. Meyerhofer, S. P. Regan,
D. K. Bradley, B. Yaakobhi, R. S. Craxton, R. W. Short, and
A. Simon, “Stimulated Brillouin Scattering in Direct-Drive
NIF Conditions.”
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N.A. Shambo, W. Barnes, J.A. Oertel, R. G. Watt, T. R. Boehly,
D. K. Bradley, and J. P. Knauer, “Neutron Emission from
Direct-Drive Cylindrical Implosions.”

R.W. Short, C. K. Li, D. G. Hicks, R. D. Petrasso, J. M. Soures,
and W. Seka, “Interpretation of lon-Acceleration Effects Ob-
served in Charged-Particle Spectroscopy on OMEGA.”

A. Simon, “ Return Current Electron Beamsand Their Genera-
tion of Raman Scattering.”

S. Skupsky, “The Effect of Laser Nonuniformity in Direct-
Drive Laser-Fusion Experiments’ (invited).

V. A. Smalyuk, T. R. Boehly, D. K. Bradley, J. P. Knauer, D. D.
Meyerhofer, D. Oron, Y. Srebro, and D. Shvarts, “Late-Time
Evolution of Broad-Bandwidth, Laser-lmposed Nonuniform-
itiesin Accelerated Foils.”

J.M. Soures, D. R. Harding, P. B. Radha, S. Skupsky, C. K. Li,
D. G. Hicks, R. D. Petrasso, and F. H. Séguin, “ Simultaneous
Measurement of Areal Density and Temperature in D3He-
Filled Imploding Capsules.”

E. A. Startsev and C. J. McKinstrie, “ Simulation of the For-
ward and Backward Stimulated Brillouin Scattering of
Crossed Laser Beams.”

C. Stoeckl, P W. McKenty, V. Yu. Glebov, D. D. Meyerhofer,
N. S. Rogers, J. D. Zuegel, M. D. Cable, T. J. Ognibene, and
R. A. Lerche, “Neutron Burn History Measurements on
OMEGA.”

R. P J. Town, F. J. Marshall, J. A. Delettrez, R. Epstein,
P. W. McKenty, D. D. Meyerhofer, P. B. Radha, S. Skupsky,
and C. Stoeckl, “OMEGA Surrogate Capsule Designs
and Experiments.”

R. E. Turner, P.A.Amendt, S. G. Glendinning, D. H. Kalantar,
O. L. Landen, R. J. Wallace, M. D. Cable, B. A. Hammel,
D. Bradley, V. Yu. Glebov, S. Morse, G. Pien, N. Rogers,
W. Seka, and J. M. Soures, “X-ray Drive Symmetry and
Implosion Performance in OMEGA Cylindrical Hohlraums
Driven by NIF-like Multiple Cone Geometry.”
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J. M. Wallace, G. R. Bennett, T. J. Murphy, J. A. Oertel,
P. Gabby, A. A. Hauer, W. S. Varnum, D. C. Wilson, R. S.
Craxton, J. D. Schnittman, and S. M. Pollaine, “Design and
Analysis of High-Convergence Capsule Implosions in
OMEGA Tetrahedral Hohlraums.”

B. Yaakobi, F. J. Marshall, and D. K. Bradley, “Ka Cold
Target Imaging and Preheat Measurement Using a Pinhole-
Array X-Ray Spectrometer.”

V.N. Goncharov, “ Theory of theAbl ative Richtmyer—M eshkov
Instability,” Conference on Hydrodynamic and Magnetohy-
drodynamic Interface Instabilities: Unsteady or Discontin-
uous Flows, Paris, France, 11-12 January 1999.

W. R. Donaldson, R. Boni, R. L. Keck, and P. A. Jaanimagi,
“UV-Power Balance on the OMEGA Laser,” LASE '99,
San Jose, CA, 22-29 January 1999.

A. V. Okishev, M. D. Skeldon, and W. Seka, “A Highly Stable,
Diode-Pumped Master Oscillator for the OMEGA Laser
Facility,” 1999 Advanced Solid-State Lasers Fourteenth
Topical Meeting, Boston, MA, 31 January—3 February 1999.

The following presentations were made at the Banff Work-
shop on Laser Plasma Interaction Physics, Banff, Canada,
17-20 February 1999:

W. Seka, S. P. Regan, D. D. Meyerhofer, B. Yaakobi, R. S.
Craxton, A. Simon, and R. W. Short, “Recent SBS and SRS
Results Under Direct-Drive NIF Conditions.”

R. W. Short, “Effects of SSD on Forward SBS and
Filamentation.”

A. V. Okishev, M. D. Skeldon, R. L. Keck, R. G. Roides,
K. Green, and W. Seka, “A High-Bandwidth Optical Pulse-
Shaping/Fiber-Optic Distribution System for the High-
Energy OMEGA Laser Fusion Facility,” OFC/100C ’99,
San Diego, CA, 21-26 February 1999.

S. II'in, G. N. Gol’tsman, B. M. Voronov, and R. Sobolewski,
“Characterization of the Electron Energy Relaxation Process
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in NbN Hot-Electron Devices,” 10th International Sympo-
sium on Space Terahertz Technology, Charlottesville, VA,
16-18 March 1999.

J. M. Larkin, W. R. Donaldson, T. H. Foster, and R. S. Knox,
“Reverse Intersystem Crossing From a Triplet State of Rose
Bengal Populated by Sequential 532- and 1064-nm Laser
Excitation,” APS 1999 Centennial Meeting, Atlanta, GA,
20-26 March 1999.

The following presentations were made at the Spring
Meeting of the Materials Research Society, San Francisco,
CA, 5-9 April 1999:

I.A.Kozhinova, S.R.Arrasmith, L. L. Gregg,and S. D. Jacobs,
“QOrigin of Corrosion in Magnetorheological Fluids Used for
Optical Finishing.”

A. B. Shorey, S. D. Jacaobs, W. I. Kordonski, S. R. Gorodkin,
and K. M. Kwong, “Design and Testing of a New
Magnetorheometer.”

S. A. Arrasmith, S. D. Jacobs, A. B. Shorey, D. Golini, W. I.
Kordonski, S. Hogan, and P. Dumas, “Studies of Material
Removal in Magnetorheological Finishing (MRF) from Pol-
ishing Spots,” 101st Annual Meeting of the American Ceram-
ics Society, Indianapalis, IN, 25-28 April 1999.

Thefollowing presentationswere made at CL EO/QEL S 1999,
Baltimore, MD, 23-28 May 1999:

A. Babushkin, W. A. Bittle, M. D. Skeldon, and W. Seka,
“Diode-Pumped Regenerative Amplifier for the OMEGA
Laser System.”

A. Maksimchuk, J. Queneuille, G. Chériaux, G. Mourou, and
R. S. Craxton, “Efficient Second-Harmonic Generation of
Sub-100-fs Pulses from High-Power Nd:Glass L aser.”

A. V. Okishev, “High-Repetition-Rate, Diode-Pumped,
Multipass Preamplifier for the OMEGA Master Oscillator.”

A.V. Okishev, D. Jacobs-Perkins, S. F. B. Morse, D. Scott, and

W. Seka, “Prepulse Contrast Monitor for the OMEGA
DriveLine.”
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M. D. Skeldon, A. V. Okishev, R. L. Keck, and W. Seka, “An
Optical Pulse-Shaping System Based on Aperture-Coupled
Striplines for OMEGA Pulse-Shaping Applications.”

The following presentations were made at the 29th Annual
Anomalous Absorption Conference, Pacific Grove, CA,
13-18 June 1999:

R. S. Craxton, D. D. Meyerhofer, S. P. Regan, W. Seka, R. P. J.
Town, and B. Yaakobi, “ Simulations of OMEGA Long-Scale-
Length Plasmas Representative of the Transition Portion of
NIF Direct-Drive Pulses.”

J. A. Delettrez, S. P. Regan, T. R. Boehly, C. Stoeckl, D. D.
Meyerhofer, P. B. Radha, J. Gardner, Y. Aglitskiy, T. Lehecka,
S. Obenschain, C. Pawley, and S. Serlin, “Analysis of Planar
Burnthrough Experiments on OMEGA and NIKE.”

R. Epstein, T. J. B. Collins, J. A. Delettrez, V. N. Goncharov,
S. Skupsky, R. P. J. Town, and B. Yaakobi, “ Simulation of the
Radiative Preheat of Target Foils and Shellsin Laser-Driven
Ablation and Implosion Experiments.”

V. Yu. Glebov, D. D. Meyerhofer, P. B. Radha, W. Seka,
S. Skupsky, J. M. Soures, C. Stoeckl, T. C. Sangster, S. Padalino,
J. Nyquist, and R. D. Petrasso, “ Tertiary Neutron Diagnostic
by Carbon Activation.”

V. N. Goncharov, “Modeling of Laser Imprint for OMEGA
and NIF Capsules.”

A. V. Kanaev and C. J. McKinstrie, “Numerical Two-Dimen-
sional Studies of Near-Forward Stimulated Brillouin Scatter-
ing of aLaser Beam in Plasmas.”

M. V. Kozlov and C. J. McKinstrie, “Analysis and Sim-
ulation of Sound Waves Governed by the lon Fluid and
Poisson Equations.”

V. Lobatchev and R. Betti, “Numerical Study of Linear
Feed-out of Short-Wavelength, Rear-Surface Perturbations
in Planar Geometry.”

C. J. McKinstrie and M. V. Kozlov, “Analysis and Sim-

ulation of Sound Waves Governed by the Korteweg—de Vries
Equation.”
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D.D.Meyerhofer, R. Bahr, R. S. Craxton, S. P. Regan, W. Seka,
R. P. J. Town, and B. Yaakobhi, “Laser—Plasma Interactionsin
Plasmas Characteristic of the Direct-Drive NIF Foot-to-Main
Drive Region.”

S. P Regan, J. A. Delettrez, T. R. Boehly, D. K. Bradley, J. P.
Knauer, D. D. Meyerhofer, and C. Stoeckl, “Planar Burn-
through Experiments on OMEGA and NIKE.”

R. W. Short, “Forward SBS, Filamentation, and SSD.”

V. A. Smalyuk, F. J. Marshall, D. D. Meyerhofer, and
B. Yaakobi, “Imaging of Compressed Shells with Embedded
Thin, Cold, Titanium-Doped Layers on OMEGA.”

Y. Srebro, D. Oron, D. Shvarts, T. R. Boehly, V. N.
Goncharov, O. Gotchev, V. N. Smalyuk, S. Skupsky, and
D. D. Meyerhofer, “Hydrodynamic Simulations of Static
and Dynamic Laser Imprint.”

E.A. Startsev and C. J. McKinstrie, “ Particle-in-Cell Simula-
tion of Ponderomotive Particle Acceleration in a Plasma.”

C. Stoeckl, V. Yu. Glebov, D. D. Meyerhofer, W. Seka, V. A.
Smalyuk, and J. D. Zuegel, “Hard X-Ray Signatures for
Laser—Plasma Instabilities on OMEGA.”

Thefollowing presentationswere madeat | SEC’ 99, Berkeley,
CA, 21-25 June 1999:

R. Adam, C. Williams, R. Sobolewski, O. Harnack, and
M. Darula, “Experiments and Simulations of Picosecond
Pulse Switching and Turn-on Delay Time in Y-Ba-Cu-O
Josephson Junctions.”

K.S. II'in,A.A.Verevkin, G. N. Gol’ tsman, and R. Sobol ewski,
“Infrared Hot-Electron NbN Superconducting Photodetectors
for Imaging Applications.”

J. L. Chaloupkaand D. D. Meyerhofer, “ Observation of Elec-
tron Trapping in an Intense Laser Beam,” Applications of
High-Field and Short-Wavelength Sources V11 Topical Meet-
ing, Potsdam, Germany, 27-30 June 1999.
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The following presentations were made by R. P. J. Town at
the 1999 Fusion Summer Study Workshop, Snowmass, CO,
11-23 July 1999:; “The OMEGA Laser System,” “Rayleigh—
Taylor ExperimentsontheOMEGA Laser,” and“ Direct-Drive
Issues on the NIF.”

The following presentations were made at SPIE’s Interna
tional Symposium on Optical Science, Engineering, and In-
strumentation, Denver, CO, 18-23 July 1999:

S. R. Arrasmith, I. A. Kozhinova, L. L. Gregg, H. J.
Romanofsky, A. B. Shorey, S. D. Jacabs, D. Golini, W. I.
Kordonski, P. Dumas, and S. Hogan, “Details of the Polish-
ing Spot in Magnetorheological Finishing.”

D. D. Meyerhofer, T. Ditmire, N. Hay, M. H. R. Hutchinson,
M. B. Mason, and J. W. G. Tisch, “Measurements of the
Spatiotemporal Properties of High-Order Harmonics.”

A.B. Shorey, L. L. Gregg, H. J. Romanofsky, S. R. Arrasmith,
I. A. Kozhinova, and S. D. Jacobs, “A Study of Material
Removal During Magnetorheological Finishing.”

The following presentations were made at Inertial Fusion
Sciences and Applications (IFSA) 1999, Bordeaux, France,
12-17 September 1999:

V. N. Goncharov, S. Skupsky, P. W. McKenty, J. A. Delettrez,
R. P. J. Town, and C. Cherfiles-Clérouin, “ Stability Analysis
of Directly Driven OMEGA and NIF Capsules.”

D. R. Harding, R. Q. Gram, M. D. Wittman, L. D. Lund,
D. Lonobile, M. J. Shoup |11, S. J. Loucks, G. Besenbruch,
K. Schultz, A. Nobile, and S. Letzring, “Direct-Drive
Cryogenic Targets and the OMEGA Cryogenic Target Han-
dling System.”

R.L.McCrory, R. E. Bahr, T. R. Boehly, T. J. B. Callins, R. S.
Craxton, J. A. Delettrez, W. R. Donaldson, R. Epstein, V. N.
Goncharov, R. Q. Gram, D. R. Harding, P. A. Jaanimagi, R. L.
Keck, J. P. Knauer, S. J. Loucks, F. J. Marshall, P.W. McK enty,
D. D. Meyerhofer, S. F. B. Morse, P. B. Radha, S. P. Regan,
W. Seka, S. Skupsky, V. A. Smalyuk, J. M. Soures, C. Stoeckl,
R. P.J. Town, M. D. Wittman, B. Yaakobi, J. D. Zuegel, R. D.
Petrasso, D. G. Hicks, C. K. Li, and O. V. Gotchev, “OMEGA
Experiments and Preparation for Direct-Drive Ignition on the
National Ignition Facility.”
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D.D.Meyerhofer, T. R. Boehly, D. K. Bradley, T. J. B. Collins,
J. A. Delettrez, Y. Fisher, V. N. Goncharov, O. Gotchev, J. P
Knauer, P W. McKenty, S. P. Regan, W. Seka, S. Skupsky,
V. A. Smalyuk, R. P. J. Town, and B. Yaakobi, “Direct-Drive
Imprinting and Rayleigh-Taylor Experiments on OMEGA.”

W. Seka, D. D. Meyerhofer, S. P. Regan, R. S. Craxton,
B. Yaakobi, C. Stoeckl, A. Simon, R. W. Short, and R. E. Bathr,
“NIF-Scale Direct-Drive Interaction on OMEGA.”

S. Skupsky, T. J. B. Callins, R. S. Craxton, J. A. Delettrez,
R. Epstein, V. N. Goncharov, P. W. McKenty, P. B. Radha,
R.P.J. Town, D. D. Meyerhofer, W. Seka, and R. L. McCrory,
“Simulation of OMEGA Experiments as a Prelude to Direct-
Drive NIF Ignition Experiments.”

B. Yaakobi, F. J. Marshall, V. Yu. Glebov, R. D. Petrasso,
J. M. Soures, V. A. Smalyuk, D. D. Meyerhofer, W. Seka,
J. A. Delettrez, and R. P. J. Town, “Spherical Implosion
Experiments on OMEGA: M easurements of the Cold, Com-
pressed Shell.”

J. D. Zuegel, D. Jacobs-Perkins, J. Marozas, R. G. Roides,
R. S. Craxton, J. H. Kelly, S. Skupsky, W. Seka, and
S. Letzring, “Broadband Beam Smoothing on OMEGA with
Two-Dimensional Smoothing by Spectral Dispersion.”

S. R. Arrasmith, S. D. Jacobs, I. A. Kozhinova, A. B. Shorey,
D. Golini, W. I. Kordonski, S. Hogan, and P. Dumas, “Devel-
opment and Characterization of Magnetorheological Fluids
for Optical Finishing,” Fine Powder Processing ' 99, Univer-
sity Park, PA, 20-22 September 1999.

The following presentations were made at the Optical
Society of America's Annual Meeting, Santa Clara, CA,
26 September—1 October 1999:

D. Golini and S. D. Jacobs, “Magnetorheological Finishing
of Aspheres.”

S. D. Jacabs, S. A. Arrasmith, I. A. Kozhinova, L. L. Gregg,
H. J. Romanofsky, A. B. Shorey, D. Golini, W. |. Kordonski,
P. Dumas, and S. Hogan, “Magnetorheological Finishing
of KDP”
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