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Upper Left: During FY98, 137 OMEGA target shots were Upper Right: A view of the inside of the vacuum target chamber

dedicated to various hohlraum target physics experimentsluring shot No. 11513 of the OMEGA laser. An array of diag-

Shown in this photograph (next to a penny for size comnostic instruments around the target collects data that is used to

parison) is one of the hohlraum targets fielded by a groupnalyze the target performance. Seen are x-ray spectrographs,

from Lawrence Livermore National Laboratory. x-ray Kirkpatrick—Baez (KB) microscopes, a gated monochro-
matic x-ray imager (GMXI), x-ray pinhole cameras, a neutron
detector (“bang time”), and plasma calorimeters. In the back-
ground is seen a hatch for manned access, surrounded by lenses
for focusing six of the 60 OMEGA beams.

Lower Left: OMEGA starts here: a miniature single-fre- Lower Right: Terrance Kessler, senior research engineer of the
qguency, diode-pumped ring Nd:YLF laser—the heart ofOptics and Imaging Sciences group, observes the details of an
the new OMEGA master oscillator. This highly stable mas-interference pattern that is generated by a holographic diffrac-
ter oscillator is completely computer controlled and hadion grating. High-efficiency gratings and phase plates, which
been operating continuously in OMEGA for six monthsare used to homogenize the beams of the OMEGA laser system,
without operator intervention. are fabricated and characterized within this laboratory.
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Executive Summary

The fiscal year ending September 1998 (FY98) concluded the To increase the uniformity of drive on fusion targets, we
firstyear of the cooperative agreement (DE-FC03-92SF1946®)ave expanded the pulse-shape bandwidth of OMEGA's
five-year renewal with the U. S. Department of Energy (DOE)driver line from approximately 3 GHz to over 5 GHz by using
This report summarizes research at the Laboratory for Lasarnovel scheme that takes into account the transient carrier
Energetics (LLE), the operation of the National Laser Usersidynamics of the photoconductive switches used in the pulse-
Facility (NLUF), and programs involving the education of highshaping subsystem (pp. 225-231). In complementary work
school, undergraduate, and graduate students for FY98. to improve uniformity, we have performed calculations of
near-field intensity modulations in high-intensity laser beams
Progress in Laser Fusion due to self- and cross-phase modulation between the orthogo-
To evaluate the direct-drive approach to laser-driven inertiadally polarized laser beams emerging from KDP wedges
confinement fusion, we are planning to use the 30-kJ, 351-nrplaced into the OMEGA laser beamlines (pp. 232-241). Such
60-beam OMEGA laser to drive cryogenic solid DT-shellwedges produce a reduction in the far-field speckle nonunifor-
capsules that are hydrodynamically equivalent to the ignitiorrhity by polarization smoothing and are not expected to be a
gain capsules planned for use on the National Ignition Facilitysignificant source of intensity modulation under expected
This year, in preparation for the cryogenic experiments, weperating conditions.
conducted measurements of core and pusher conditions in
surrogate capsule implosions (pp. 100-112). Measurements of Based on previous extensive theoretical work, our theorists
the effects of imprint and unstable growth at the ablatiordescribe a simple procedure (pp. 20-31) to determine the
surface have been carried out using the burnthrough techniq&pude numbeiFr, the effective power index for thermal
and target behavior during the deceleration phase has besonductionv, and the ablation-front thicknessg of laser-
investigated using Ti-doped shells surrounding an Ar-dopedccelerated ablation fronts. These parameters are determined
D, fill gas. by fitting the density and pressure profiles obtained from
one-dimensional numerical simulations with analytic isobaric
Other experiments have characterized an x-ray radiographjzcofiles. These quantities are then used to calculate the growth
system for measuring mass modulations in planar laser-driveate of the ablative Rayleigh—Taylor instability using the
targets. Using the known sensitivity, resolution, and nois¢heory developed by V. N. Goncharewal, Phys. Plasme3
characteristics of this system, we have formulated a Wienet665 (1996).
filter that reduces noise, compensates for detector resolution,
and facilitates measurement of perturbations imprinted on The use of systematic perturbation methods to derive for-
targets by laser nonuniformity (pp. 242—250). mulas for the Landau damping rates of electron-plasma and
ion-acoustic waves produced formulas far more accurate than
A soft x-ray microscopeH < 3 keV) with high spatial the standard formulas found in textbooks (pp. 113-119).
resolution (~3um) has been characterized and used for initial
experiments on the OMEGA laser system (pp. 92-99). We The simultaneous forward and backward stimulated Bril-
report on details of the testing, calibration, and initial use ofouin scattering (SBS) of crossed laser beams is described in
this microscope for studying the hydrodynamic stability ofdetail beginning on p. 189. We have obtained new analytical
directly driven planar foils. solutions for the linearized equations governing the transient
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phase of the instability and the nonlinear equations governing Development of the sweep deflection circuitry for the
the steady state. These solutions show that backward SEBVIEGA multichannel streak camera, aided by a computer
dominates the initial evolution of the instability, whereassimulation model, is reported (pp. 6—14). Good agreement
forward SBS dominates the steady state. between the model predictions and measurements shows that
using the model is an efficient means for conducting initial
Calculations of the damping of localized plasma waveslesign, performance optimization, and correction of perfor-
have been made using a new physical approach that is lineamrance deficiencies for these cameras.
the wave field and avoids introducing complex particle veloci-
ties (pp. 200-211). The simplicity of this approach is obtained By placing a pinhole array in front of a flat-crystal x-ray
by invoking the time-reversal invariance of the Vlasov equaspectrometer, we have developed a diagnostic technique with
tion. This greatly simplifies the calculation of Landau dampinghe ability to obtain simultaneously a large number of two-
of plasma waves in an infinite medium and “transit-timedimensional images over a wide range of photon energies at a
damping” of plasma waves localized in general geometries.high degree of spectral resolution. The article (pp. 182-188)
presents images of K fluorescence pumped by core radi-
We have found a plausible explanation for observations ddtion, delineating the compressed, cold shell, and pumped by
stimulated Raman scattering (SRS) that have been at odds withprathermal electrons, showing that ~1% of the laser energy
theoretical predictions (pp. 251-263). By calculating thepreheats the target.
collisionless damping rate of plasma waves confined within a
small cylinder, we have found that plasma waves confinetaser and Optical Technology
within small-radius filaments damp much more slowly than We have developed a new electrical waveform generator
plane plasma waves in a homogeneous plasma. Predictiobased on aperture-coupled striplines (pp. 1-5). The waveform
using these corrected rates, rather than rates obtained uspgnerator is capable of producing shaped electrical waveforms
the usual Landau theory for plane waves in homogeneouwgith 50- to 100-ps structure over a 1- to 5-ns envelope at
plasmas, provide a viable explanation of the anomalougoltage levels suitable for OMEGA pulse-shaping applica-
SRS observations. tions. The design is a significant simplification over existing
technology and offers many performance enhancements.
The indirect-drive approach to inertial confinement fusion
involves laser beams that overlap as they enter the hohlraum. In an effort to identify an inexpensive shielding material to
Because a power transfer between the beams adversely affeptetect valuable laser optics from various forms of debris, we
the implosion symmetry, it is important to understand thénave screened perfluorinated polymer pellicles from various
mechanisms that make such a power transfer possible. Invandors. The optical-performance results of these tests
previous article [LLE Revievé6, 73 (1996)] we described a (pp. 38—44) yielded the highest 351-nm-laser—-damage thresh-
two-dimensional analysis of the power transfer between beanadds ever recorded at LLE for 0.6-ns pulses.
with top-hat intensity profiles ina homogeneous plasma. In the
article beginning on p. 32, the calculations of the power Subsurface damage induced by microgrinding of glass is
transfer between crossed laser beams made possible by an ian-important feature of the resulting surface that must be
acoustic wave are extended to include three dimensions aneimoved in any subsequent finishing operation. Analysis shows

arbitrary intensity profiles. (pp- 45-49) how the depth of subsurface damage can be
estimated from the measured surface roughness, how it can be
Diagnostics Development correlated to the near-surface mechanical properties of the

A nuclear diagnostic for measuring the areal density oflass, and how ground-surface quality depends on the type of

ICF targets is described in the article beginning on p. 15. Thigrinding process employed.

diagnostic is obtained by the addition3fe to the fuel and

is based on the energy loss of the 14.7-Me$H®-proton in Polishing abrasives that have been bound in a solid matrix

the target. This diagnostic will extend our ability to measurean offer several potential advantages over loose-abrasive

areal density to the high-density regime expected for cryoprocesses for finishing optics. Research has established the

genic DD targets on OMEGA. various criteria for a successful bound-abrasive polisher, and
we report results for six compositions used on a CNC generat-
ing machine to polish optical glass (pp. 50-58).

Vi FY98 Annual Report



EXECUTIVE SUMMARY

Ourin-house development, scale-up, and manufacture of 88e OMEGA pulse-shaping system. The switchover between
continuous distributed phase plates with high laser-damagbese two regimes requires no laser realignment. The new
resistance (pp. 71-91) has been a great success. Inertion beamaster oscillator is completely computer controlled and has
were used to etch a continuously varying pattern into theeen operating continuously in OMEGA for six months with-
surface of fused silica to form these devices. out operator intervention.

High efficiency and good beam quality are potential advan- A negative-feedback—controlled regenerative amplifier has
tages of the end-pumped solid-state lasers over the sideeen part of the OMEGA laser system for the past two years.
pumped ones. We describe the successful use of a transpdhte negative feedback makes the energy output of the regen-
fiber to end-pump a Nd:YLF laser, overcoming issues relatedrative amplifier stable and insensitive to the variations in pulse
to the astigmatic nature of the high-power, quasi-cw diodenergy. This amplifier'slong-term output energy stability is the
laser pumping source (pp. 120-124). highest ever demonstrated for a millijoule-level laser system,

either flashlamp pumped or diode pumped (pp. 219-224).

Using a single-beascan technique, we have determined
values for the self-phase modulation coefficients in a KDRAdvanced Technology
crystal at wavelengths of 1.0%8n, 0.527um, and 0.35Jum. Despite angle dependence and polarization selectivity, the
The cross-phase modulation coefficients between 1.053 amalor of cholesteric liquid crystal (CLC) polysiloxane films
0.527 um, measured by a two-col@scan, are also given can be quantified by standard colorimetry. A new fractured
(pp- 125-130). form of the film called “flakes” makes it possible to use the

Center of Gravity Color Mixing Principle to predict the chro-

A new model relates brittle material mechanical propertiesnaticity of CLC color mixtures. Our results show how a
and grinding abrasive properties to the value of surface rouglhemplete color gamut can be produced by layering CLC
ness that results from the cold working process (pp. 131-138)lms, mixing CLC’s physicochemically, and mixing CLC
Surface roughness as measured by white-light interferometfiakes (pp. 59-70).
can be used to establish an upper bound to the level of sub-
surface damage induced by grinding. The optical and physical properties of polymer liquid crys-

tal flakes, alone and embedded in carriers, have been explored

A series of experiments demonstrate a new scheme f@pp. 139-149). These materials have applications as color
converting the infrared light of OMEGA to the third harmonic coating, polarizing paints, and inks.
in the ultraviolet over a bandwidth that is significantly wider
than has been previously attainable (pp. 151-158). This inno- Results from two ion-beam analysis techniques—Ruther-
vative scheme, employing a second tripling crystal in additiofiord backscattering spectroscopy and nuclear resonance analy-
to the doubler-tripler pair currently in use, was proposed by sis—have been used to provide an accurate method for
scientist at Lawrence Livermore National Laboratory anddetermining the complete elemental composition of capsules
adapted to the OMEGA system. Wider bandwidths on OMEGAand target materials used at LLE (pp. 171-181). These new
will allow the use of broadband beam smoothing with fastesources of information are more expansive than other analyti-
smoothing times than have been employed until now. cal techniques in use, and the data are needed for interpreting

the results of our experiments.

We have made ultrahigh-dynamic-range measurements
of high-contrast pulses using a second-order autocorrelatbaser Facility Report
(pp. 159-170). This device is capable of measurements with We report on substantial improvements made to the
dynamic ranges of up to ~19at a time resolution of ~50 fs, OMEGA facility this year. The operations time has been
the highest dynamic range yet achieved for measurementgtended to meet increased demand for shots, both by LLE
with this degree of time resolution. scientists and by scientists from the Lawrence Livermore

National Laboratory and the Los Alamos National Laboratory.

During the year we developed a highly stable, diodetmprovementsin the laser system (including system modifica-
pumped Nd:YLF master oscillator for the OMEGA lasertions to increase the uniformity of drive on the target) and the
system (pp. 213-218). This new master oscillator producesxperimental area are described in the article beginning on
either single-frequeno®-switched pulses or cw radiation for p. 266. The extended shift operations produced an increase in

vii
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the average number of shots/shot day from 5.2 to 9.8, with aN. Grice Interference and Indistinguishability in

increase in the average number of shots/week from 17 to 26. Ultrafast Spontaneous Parametric

During the FY, 882 total target shots were taken. Downconversion

National Laser Users’ Facility (NLUF) E. Turano Spatiotemporal Evolution of Stimulated
Beginning on p. 268, we summarize progress and experi- Raman Scattering Driven by Short

ments conducted by others as part of the National Laser Users’ Laser Pulses

Facility. Since 1979, we have operated OMEGA for users

under this program. During FY98, in addition to NLUF- B. Ucer Ultrafast Carrier Dynamics in Thin

supported programs, scientists from the National laboratories Porous Silicon Films

have conducted stockpile stewardship and indirect-drive laser

experiments on OMEGA. Approximately 50 University of Rochester undergraduate

students participated in work or research projects at LLE

Fifteen proposals were submitted to NLUF for the next yeathis past year. Student projects include operational mainte-

(FY99). The table on p. 269 summarizes the principal investinance of the OMEGA laser system, work in the materials and
gators along with their affiliation and the proposed experimeneptical-thin-film coating laboratories, programming, image

tal programs that were approved by the Department of Energyrocessing, and diagnostic development. This is a unique

Technical Evaluation Panel. opportunity for these students, many of whom will go on to
pursue a higher degree in the area in which they have partici-
Education at LLE pated at the Laboratory.

As the only university major participant in the National ICF
Program, education continues to be a most important mission LLE continues to run a Summer High School Student
for the Laboratory. Graduate students play a significant role iResearch Program (pp. 264—265) where this year eleven high
LLE’s research activities and are participating in researckchool juniors spent eight weeks performing individual re-
using the world’s most powerful ultraviolet laser for fusionsearch projects. Each student is individually supervised by a
research on OMEGA. Fourteen faculty from five departmentstaff scientist or an engineer. At the conclusion of the program,
collaborate with LLE’s scientists and engineers. Presently 3the students make final oral and written presentations on their
graduate students are pursuing Ph.D. degrees at the Laboratavgrk. The written reports are published as an LLE report.
The research interests vary widely and include theoretical and
experimental plasma physics, laser—matter interaction physics, In 1998, LLE presented its second Inspirational Science
high-energy-density physics, x-ray and atomic physics, nucledieacher Award to Mr. David Crane of Greece Arcadia High
fusion, ultrafast optoelectronics, high-power-laser developSchool. Alumni of our Summer High School Research Pro-
ment and applications, nonlinear optics, optical materials angram were asked to nominate teachers who had a major role in
optical fabrication technology, and target fabrication. Technoexciting their interest in science, mathematics, and/or technol-
logical developments from ongoing Ph.D. research will conegy. The award, which includes a $1000 cash prize, was
tinue to play an important role on OMEGA. One of our recenpresented at the High School Student Summer Research Sym-
Ph.D. recipients, E. Korenic, was awarded the Glenn H. Browposium. Mr. Crane, a chemistry teacher, was nominated by
prize from the International Liquid Crystal Society for one ofRobert Dick, a participant in the 1991 program. (Mr. Dick is
the four best theses of liquid crystals in the world since 1994resently a Ph.D. candidate in Computer Science at Princeton

University.) Mr. Dick writes that Mr. Crane’s “academic com-

One hundred eighteen University of Rochester studenfsetence, curiosity, and enthusiasm toward teaching allow him
have earned Ph.D. degrees at LLE since its founding. Ato motivate students who would otherwise fall through the
additional 48 graduate students were funded by NLUF grantsracks. Mr. Crane attracted students who wouldn’t typically
The most recent University of Rochester Ph.D. graduates amake difficult science courses.”
their thesis titles are

Robert L. McCrory
V. Goncharov Self-Consistent Stability Analysis of Director
Ablation Fronts in Inertial Confinement
Fusion

viii FY98 Annual Report



A High-Bandwidth Electrical-Waveform Generator
Based on Aperture-Coupled Striplines
for OMEGA Pulse-Shaping Applications

Pulsed-laser systems emit optical pulses having a temporaéhe Present OMEGA Pulse-Shaping System

pulse shape characteristic of the particular type of laser The OMEGA pulse-shaping system uses an electrical-
design. Advances in technology have produced laser-pulseraveform generator based on an electrical reflection from a
shaping systems where the laser temporal profile can hariable-impedance microstrip line (VIMSE)Electrical-
specified in advance and controlled to a high degree of accwaveform generators based on stripline technology offer the
racyl=3 A pulse-shaping system has been in operation ohighest temporal resolution over other systems due to their
OMEGA for several years. Temporally shaped optical pulsekigh-bandwidth capabilities, stripline-fabrication procedures,
can be produced by applying shaped electrical waveforms toeand achievable tolerances. The present OMEGA pulse-shap-
dual-channel integrated-optics moduldtot.These shaped ing system (outlined in Fig. 73.1) consists of many compo-
electrical waveforms are sent to the optical modulator symrents. A cw mode-locked (CWML) laser is used to seed a
chronized with the passage through the modulator of an opticedgenerative amplifier (regen). The temporal width of the
pulse from a single-longitudinal-mode (SLM) ladeFhe  optical pulse injected into this regen is stretched in time with
optical pulse exiting the modulator is then shaped in accoen intracavity etaloAThe output of the regenerative amplifier
dance with the voltage-dependent transfer function of thes amplified, and its leading edge is steepened with a stimulated
modulator. Hence, the electrical-waveform generator is aBrillouin scattering (SBS) reflection from CGE This SBS
important component in any optical-pulse-shaping systerpulse is amplified and sent to a fiber distribution system to
incorporating optical modulators. This article discusses dluminate photoconductive (PC) switches. lllumination of
greatly simplified pulse-shaping system based on an aperturdie PC switches activates the electrical-waveform generator,
coupled-stripline (ACSL) electrical-waveform generatorwhich produces the temporally shaped electrical waveforms
under development for OMEGA, and compares its manyhat are sent to the optical modulatdrThe subsequently
advantages over the existing OMEGA pulse-shaping systershaped optical pulse from the modulator is sent to the OMEGA

CWML laser and

master timing Amplifier —— SBS mirror

reference

Figure 73.1
The OMEGA optical-pulse-shaping system. A
cw mode-locked (CWML) laser seeds a regen-
- - erative amplifier (regen) whose output pulse is
Fiber-coupled PC-switched | _ _ _ _ amplified and steepened by a stimulated Brillouin
electrical-waveform generator scattering (SBS) mirror. The SBS pulse activates
a photoconductively (PC) switched electrical-
waveform generator that drives the two channels
of an optical modulator. The output from a single-
longitudinal-mode (SLM) laser is temporally

waveform shaped by the optical modulator and injected into
the OMEGA laser.

SLM laser Optical >>
modulator

Shaped optical pulse

SBS-steepened pulse

|
|
|
Electrical gater 1 Shaped electrical

|
|
|

| |
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A HicH-BANDWIDTH ELECTRICAI-WAVEFORM GENERATOR

amplifiers with timing referenced with respect to the activatiordevice with four layers of material having dielectric constéant
of the PC switches by the SBS pulse. is shown in Fig. 73.3. The important region of the ACSL for
pulse shaping is the coupling region shown in cross section in
The VIMSL in OMEGA's electrical-waveform generator is Fig. 73.4. In operation, a square electrical waveformis launched
atwo-port electrical devicgé’ A square electrical pulse is sent into port 1 and propagates along electrode 1 to the terminated
into one port of the device and propagates to the secompbrt 2 of the ACSL. As the square electrical waveform propa-
terminated port. A shaped electrical waveform, generated hyates along electrode 1 in the coupling region, the electrical
reflections along the length of the VIMSL, exits from thesignal is coupled through an aperture to electrode 2 in the
VIMSL through the input port and is sent to the opticalbackward direction and exits at port 4. By properly varying the
modulator. This electrical-waveform generator has some anomvidth of the coupling apertursif Fig. 73.4) along the length
alies that must be mitigated to achieve a high contrast (i.e., tloé the ACSL, any desired temporally shaped electrical wave-
ratio of the maximum pulse amplitude to the prepulse noisejorm can be generated at port 4 and sent to optical modulators
The square electrical waveform sent to the VIMSL has #or pulse shaping.
voltage stair step that is attributable to the finite “off” imped-
ance and nonzero “on” impedance of the PC switches. The The ACSL system is characterized by an input and output
effects of this dc step are substantially minimized by applyingmpedance. The characteristic impedaBgef the system is
a temporal delay to the shaped electrical waveform. In addéhosen to be 5@ to match the input impedance of the
tion, there is a capacitively coupled voltage spike on thenodulator channels. Ports 2 and 3 of the ACSL are terminated
voltage waveform applied to the modulator that is attributablevith this characteristic impedance to prevent reflections at
to the capacitance of the PC switch in the off state. To eliminatbese ports. The transition section of the ACSL is designed to
this prepulse and improve the contrast of the shaped opticatcommodate the electrical connectors (stripline end launch-
pulses, a square electrical gate pulse is applied to the secoerd) required to transmit electrical signals from the standard

channel of the modulator. coaxial electrical cables used as input and output to the ACSL
to the coupling region of the ACSL (illustrated by the cross-
The ACSL Pulse-Shaping System sectional geometry in Fig 73.4). In the transition region (and in

A pulse-shaping system with an electrical-waveform genthe coupling region when the aperture width is zero), the
erator based on an ACSL has been developed. A layout of thegstem can be thought of as two separate uncoupled and
ACSL pulse-shaping system is shown in Fig. 73.2. A squareoninteracting ordinary striplines. To achieve ab6tripline
electrical waveform from a commercially available pulse genin this section, the width of the electroslés determined from
erator is sent to an ACSL. The ACSL generates a shapedkll-known relation involving the material parameters and
electrical waveform that is sent directly to the optical modulathe geometry of the ACSL.
tor for pulse shaping.

To design and produce shaped voltage waveforms at port 4

The design of the electrical-waveform generator is based af an ACSL, the electrical coupling coefficient from electrode
a four-layer, four-port ACSL and is modeled as a four-porfl to electrode 2 (i.e., the ratio of the output-pulse voltage at
electrical directional coupler. An exploded view of a practicaport 4 to the input-pulse voltage at port 1) as a function of

Electrical square- > ACSL
pulse generator
Figure 73.2
Shaped The aperture-coupled-stripline (ACSL) optical-pulse-shaping system.
Electrical square- Gate electrical The output from an electrical square-pulse generator is temporally shaped
pulse generator waveform by an ACSL and used to drive an optical modulator. A separate electrical

square-pulse generator is used to gate the second channel of the modulator.

Y

SLM laser Optical
modulator
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Electrode 2 ,
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&
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&
ha Electrode 1
Input
%y
Transition _ _
—>| region |[<— Coupling region——>
E8416
Figure 73.3

Exploded view of a practical four-layer, four-port ACSL. A square electrical waveform is launched into port 1 and propagettectdode 1 to the terminated
port 2. The electrical signal is coupled through an aperture to electrode 2 in the backward direction and a shaped aledtricakwits at port 4.

aperture widtts must be known. It is difficult to calculate this ~ Several ACSL devices have been fabricated and tested to

explicitly; however, simple experiments have been performedetermine the dependence of the electrical coupling coefficient

to measure this dependence. The data from these measuse-the aperture width. A typical structure consists of four

ments are used in our model for designing ACSL devices. layers of RT/duroi® 5880 microwave laminate material
(& = 2.2) sandwiched together as illustrated in Fig. 73.3. The
two outer layers are 0.125 in. thick with 1 oZ4f copper on

Electrode w their outer surfaces. The stripline electrode width i
> & Fig. 73.4) on the opposite side of these layers is 0.075 in.
S G{g#gg (experimentally verified to provide a Simpedance) and is
—‘\Aperture P machined with a precision programmable milling machine.
Electrode 1/ / (Note that electrode 2 in Fig. 73.3 is shown on an intermediate

layer. This is for illustration purposes only. This electrode in
our device is machined on the bottom of the layer above it,
Figure 73.4 making the two outer Iay_ers cqmpletely identical.) The two
Cross-sectional view of an ACSL in the coupling region of Fig. 73.3. Thecenter layers are 0.031 in. thick. One center layer has no
electrode widthw is chosen to provide a 3D-impedance structure. The copper on either surface and is used as a dielectric spacer. The
amount of electrical coupling from electrode 1 to electrode 2 depends on thgther center layer has 1 oZ/if copper on one side only, with
aperture widtfs. copper removed to form the appropriate coupling aperture. The

E8892
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structure is easily disassembled to replace the aperture layerapplied to port 1) along with the prediction of our model plotted
produce different shaped electrical waveforms. Several othavith a dashed line. For high coupling coefficients, depletion of
ACSL geometries with different layer thickness and electrodéhe input square-pulse voltage as it propagates along electrode
widths were tested, but as will be shown below, the abové cannot be neglected and is included in our model.
geometry produces a sufficiently high electrical coupling co-

efficient for our pulse-shaping application. 10F ' ' ' ' 0

—— Measured

i i i [}
Three apertures having a widithat varies along the length &, g _ __ Calculated

of the line with the functional form of a simple Gaussian ar ‘E
used in the above structure to determine the dependence of the  ( g
electrical coupling coefficient on the aperture widthThe §
maximum aperture widths of the three Gaussians are 5, 10, af@ 0.4
20 mm. \oltage measurements are made with a high-banéc->
width (20-GHz§° sampling oscilloscope equipped with an Z 0.2
electrical square-pulse generator for time domain reflectome-
ter (TDR) measurements. The pulse from the TDR channelis 0.0 , , , , :
sent into port 1 of the ACSL, and the output from port 4 is 0 1 ) 3 4 5
measured with a separate, high-bandwidth (20-GHz) chann%!m‘1
of the oscilloscope. The time axis of the measured voltage
waveforms is mapped to position along the ACSL using theigure 73.6
electrical propagation velocity in the RT/durBignaterial.  The measured output voltage waveform (solid line) from an ACSL having a
Erom our measurements on the three Gaussian apertures, @peissian aperture along the length of the coupling region with a 5-mm
electrical coupling coefficient versus aperture width is ob_maximum apgrture width. The calculated output voltage from this structure
dashed line) is also shown.

tained and shown in Fig. 73.5. The data in Fig. 73.5 are usedgn
our model to design ACSL devices that produce specific

Time (ns)

voltage waveforms for the optical-pulse-shaping system. Temporally shaped optical pulses have been produced using
the pulse-shaping system shown in Fig. 73.2 with the ACSL
£ 025 ' ' - 7 geometry described above. A commercially available square-
:8 pulse generatdt that provides a 35-V square pulse with
% 0.20F 7 100-ps rise time is used as input to the ACSL. The half-wave
8 voltage of the optical modulators used for pulse shaping is
cg” 0.15+ - approximately 8 V. Hence, the coupling coefficients of 0.25
§ (shown in Fig. 73.5) obtainable with the ACSL structure
8 o.10f . described above are adequate for this application. To verify our
‘_3 ACSL model, the output voltage at port 4 of an ACSL designed
% 0.051 . to produce a specific optical pulse shape is sent to an optical
ﬁ modulator. The measured shaped optical pulse from the modu-
0.00 . . . | lator is plotted with a solid line in Fig. 73.7; the optical pulse
0 5 10 15 20 shape that is desired from this system is plotted with a dashed
oo Aperture width (mm) Iine..This. .figure illustrates the exce!lent performance and
predictability of the ACSL pulse-shaping system.
Figure 73.5

The electrical coupling coefficient, defined as the ratio of the output voltag&ulse-Shaping-Systems Comparison
at port 4 to the input voltage at port 1 in Fig. 73.3, plotted as a function of By comparing the pulse-shaping systems shown in
aperture width for an ACSL with the geometry discussed in the text. Figs. 73.1 and 73.2, it can be seen that the ACSL system
eliminates the need for the CWML laser, the regen with SBS
The output voltage measured at port 4 of an ACSL wittpulse steepener and amplifier, the fiber distribution system,
5-mm-Gaussian aperture is plotted with a solid line inand the PC switches. The key operational advantage of the
Fig. 73.6 (normalized to the voltage of the input square puls@CSL pulse-shaping system that allows this simplification is
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Sweep Deflection Circuit Development Using Computer-Aided
Circuit Design for the OMEGA Multichannel Streak Camera

A streak camera is an electro-optic instrument capable difration of the instrument. The sweep module and streak camera
resolving high-speed, low-repetition-rate, pulsed laser phdrame are shown in Fig. 73.9.

nomena. The basis of the instrument is a streak tube. The image

ofthe light to be analyzed is focused onto a photocathode at the Functionally the streak camera sweep module circuitry
input end of the streak tube. The photocathode emits electronsust synchronously output a bipolar, high-voltage ramp with
in response to the intensity of the light. The electrons, focuseal duration of 6 ns. The magnitude of the total end-to-end
into a beam, are accelerated and deflected to a luminescatitferential sweep voltage, as seen between the two deflection
screen at the other end of the tube. This electron bearlates, is approximately 2000 V. This translates to a sweep of
impinging upon the screen, produces an intensified image olfie electron beam across 40 mm of the streak tube display.
the light being analyzed. This image is then optically couple@ecause errors in the linearity of the output ramp voltage
to a CCD (charge-coupled device) imager, which digitizes thganslate directly to measurement errors in time resolution of
information for storage. To study the temporal variation othe instrument, it is important to minimize deviations in the
pulsed light a streak mode of operation is utilized whereby thelope of the differential ramp voltage.

electron beam is swept across the phosphor at a predetermined

rate to provide the dimension of time along the axis of the swept Positive
image. To sweep the electron beam a pair of electrostatitnput window deflection
deflection plates are provided in the streak tube (see Fig. 73.8). Photocathode ramp

The position of the beam is linearly related to the voltage
potential on the deflection plates. A linear voltage ramp is
applied to the deflection plates to produce a linear sweep wit
respect to time. The sweep deflection circuit described pro-
duces the voltage ramp needed for the temporal study of the
beams within the OMEGA system.

7 ' plates
The multichannel streak camera is being developed at LL'-:AcceIerating i Screen
to measure multiple-beam power balance and timing following electrode \\\ X

the 3w frequency-conversion crystals on OMEGA. The cam-
NG

era design is built around a commercial streak fubae

Focusing
electrode

Deflection

primary design goal is to be able to perform a temporal display Anode ——
of ten OMEGA beams simultaneously along with two fiducial Negative /.
timing beams. With six of these cameras all 60 OMEGA beams deflection

can be analyzed simultaneously. Other goals include remote ramp

Output

automated operation, fiber-optic light interface to the photo- window

cathode, and a highly reliable modular design. The modulag4321
design is required to facilitate serviceability and minimize
down time in the event of circuit failure. Circuit malfunctions
can be quickly diagnosed to the module level and afunctionin@gure 73.8

. . — Streak tube schematic with deflection ramp soutces.
module can then be interchanged without significant recali=
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Sweep DerLEcTION CIRcuIT DEVELOPMENT

the component parasitic models. To aid in the design, a circuit
simulator computer program is used to model the circuitry
with parasitics.

The modular design approach used here, while it does pro-
vide serviceability, requires additional mechanical interface
complexity within the system interconnect structure. The inter-
face complexity results from added connectors and increased
wiring length to accommodate packaging. These extra wire
lengths and added connectors introduce additional parasitic
elements into the circuit interface that degrade high-bandwidth
performance and must be accounted for in any modeling.

The goal of the sweep module design is achieved through
the use of computer-aided analysis of the circuit design. The
computer model includes parasitics that contribute to nonideal
behavior. The initial design is conducted using this model.
From the initial design a first-pass circuit “breadboard” is built
and tested. An increasing complexity of parasitic elements is
included until the model output compares to the actual bread-
board circuit performance. With the model output matching the
actual circuit, a rapid investigation of ways to optimize perfor-
mance can then be accomplished. Also, anomalies in the circuit
operation and performance measurement system can be ana-
lyzed. Although the main emphasis for use of the computer
circuit model is to understand and correct the effects of the
parasitics, itis also a valuable tool for circuit design and circuit
optimization. The following is a comparison of the modeled
and measured results for the sweep circuit along with a discus-
sion on using the model to understand and correct undesired
circuit behavior.

G4322

Figure 73.9
OMEGA multichannel streak camera: (a) sweep module and (b) stre
camera frame.

a%treak Sweep Circuit Fundamental Design
The basic circuit concept for the deflection voltage genera-
tor in the sweep module is a voltage step applied to an RLC
(resistor, inductor, capacitor) series resonant circuit as illus-
The 6-ns sweep ramp is a high-bandwidth signal thatrated in Fig. 73.10. The deflection circuit is bipolar, and each
requires care in design to account for nonideal componeileflection plate is driven by an equivalent RLC circuit (see
behavior. The particular problems encountered center arourikg. 73.8). The step is positive for one deflection circuit and
the stray reactive components, also known as parasitics, thagative for the other. This creates a voltage ramp that is twice
are inherent in all electronic components. These parasitics afee amplitude of that applied to one plate only. The C in the
not usually a problem in low-frequency designs (<1 MHz) butesonant circuit is formed by the capacitance of the deflection
become a significant contribution to performance, or laclplate in the streak tube. The voltage across the capacitor
thereof, in higher-frequency designs. The development of thieflection plate) is given by the following exponentially
streak camera sweep circuit accounts for the parasitics of tidecaying sinusoidal form and is illustrated in Fig. 7311:
components to determine and correct for their effects. A circuit
design accounting for all parasitics can become nearly impos- 0
sible to solve in closed form resulting from the complexity of ~ V(t) = Vgepg— e‘“m%:os(A al)+

sin(Aa[ﬂ)% )
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~+
1
o

As an example of the achievable linearity, for a 4000-V step

R L . . )
AMA oy with a desired slope of 333 V/ns over a 2000-V range, the

2L

+ following values folRandL are used, given a 10-pF deflection
V step —- C, deflection  plate capacitanceR = 498 Q, L = 6.3 uH. The waveform

N T Pplate produced using these values has a slope of 306 V/ns at the start
can2s of the 2000-V sweep range (deflection plate volta840 V)

and a slope of 310 V/ns at the end (deflection plate voltage

Figure 73.10 3349 V). The cgnter of the range has a slope of 333.V/ns as
Basic RLC circuit with voltage step generator (R: resistor; L: inductor;deSIred (deflection plate voltag&340V). The slope deviates
C: capacitor). from an ideal linear slope by a maximum of 8.1% at the ends.

This deviation translates into a maximum deflection-plate
voltage error of 25V, or a theoretical position error of 0.5 mm
at the edges of the streak tube display used in the development.
6000 I I I I Choosing higher step voltages and higher cirQis will
reduce this error.

A O
o O
o O
o O
T T

To create the voltage step, a fast-switching, low-jitter, high-
voltage circuit that can also accommodate high peak currents
is necessary. Currently, the best device for this application is
an avalanche transistor. An avalanche transistor is a bipolar
— \Woltage at C junction transistor that can repetitively operate nonde-
0 | | | | structively in the current-mode second breakdown regjion.

0 20 40 60 80 100 When these transistors are off, they can hold off hundreds of
volts with minimal conduction between the collector and
emitter. When a small amount of carriers are injected into the
. base, the transistor goes from minimal conduction to current-
Figure 73.11 . . .
Exponentially decaying sinusoid produced by the step response of a serirenSOde second breakdown operation W_here the equwalent im-
RLC circuit. pedance between the collector and emitter drops to a few ohms.
This action takes place in subnanosecond time frames. The
transistor used for this project is the Zetex FMMT4This
transistor is specifically designed for current-mode second
where breakdown operation. The FMMT417 transistor has a collec-

o tor-to-emitter voltage self-breakdown of 320 V. Since each
A=.4Q2 -1, _1 L transistor can hold off >300 V, seven series-connected ava-
RVC lanche transistors are used for each of the two 2000-V step
generators needed in the streak camera sweep circuit design. In
Q represents the quality factor of the resonant circuit. The qua& series-configured circuit only one of the transistors in the
ity factor is the power stored by the resonant circuit divided bgtack needs to be triggered to cause all of the remaining
the power dissipated per cycle of the resonant frequency.  transistors to go into current-mode second breakdown. A
schematic diagram of one sweep circuit of the bipolar sweep

Ideally the sweep voltage should be alinear ramp. Althoughetwork is shown in Fig. 73.12.
the voltage waveform produced by Eqg. (1) is not linear, a
section of the waveform in Fig. 73.11 between0O and the Computer Modeling of the Sweep Circuit
voltage peak approximates a linear ramp. The linearity of this The computer model for the sweep circuit is developed
section is within a useable degree of accuracy for the strealsing Intusoft IsSpice4—a commercially available version
camera sweep. The benefit in using the RLC resonator is that the electronics-industry—accepted circuit analysis soft-
the sweep ramp can be adjusted by appropriate choié.pf ware called SPICE (Simulation Program Integrated Circuits
andVgepWithout changing the circuit configuration. Another Especially), which is based on Berkeley SPICE 8Fhis
benefit is the low circuit complexity. program accepts arbitrary circuit configurations and calculates

Amplitude (V)
N W
S 3
o O
T I

-

o

o

o
T

G4324 Time (ns)
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Bias supply
Supply | Bias decoupling
decouplll?g network
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Figure 73.12
Schematic of the upper half of the multichannel streak camera sweep circuit.

currents and voltages throughout the circuit. A variety ohave parasitic lead inductance as well as capacitance to ground.
analysis options are available in SPICE including dc, ac, anBetween the terminals of a component there exists parasitic
transient. For analyzing the streak sweep circuit, a transient, oapacitance. Component losses are encountered as series and
time domain, analysis is performed. To simplify the modeparallel loss resistance. The designer must determine which of
only half of the circuit is modeled, knowing that the other halfthe parasitics to consider when constructing component mod-
provides identical results with inverted polarity. The sweegels. Some parasitics may not affect the analysis significantly
circuit is a bipolar, or balanced, configuration and can beand may be omitted, but a safe rule to follow is to include any
divided into two equal parts along the line of symmetry. Eaclparasitics where the designer is uncertain of their effect. Once
part can be analyzed independently without sacrificing accuthe overall circuit model is completed the parasitics can be
racy. The model schematic is illustrated in Fig. 73.13. varied to determine their effect on circuit performance.

A comparison of the schematics in Figs. 73.12 and 73.13 Inthe modelin Fig. 73.13 the avalanche stack is replaced by
shows that there are significantly more components in tha pulsed voltage source, V1. This source simulates the wave-
corresponding model network of Fig. 73.13. The component®rm observed across the avalanche stack. The actual ava-
not shown in the actual circuit but shown in the model are thianche stack dc supply is simulated by a short circuit to ground
parasitic elements. These elements are determined throughR12 since an ideal voltage source h&sifipedance. L1 is
characterization of each component in the critical high-bandadded to simulate the combined inductance of the avalanche
width signal path. Characterization is generally performedransistors and the interconnect wiring. R3 simulates the com-
with calibrated test fixtures on a network analyzer. A networloined on-state resistance of the avalanche transistors in cur-
analyzer produces measurements of signal amplitude ameént-mode second breakdown. The network to the left of the
phase in the frequency domain. The analyzer contains a sweptalanche stack simulator, including R1, R2, and R12, simu-
calibrated signal source for excitation of the device under tetates the stack supply decoupling network with parasitics.
and a tracking swept receiver for the measurements. Onékewise, the network including R5, R6, and R11 forms the
function of a network analyzer is to measure impedance of @ecoupling network with parasitics for the bias supply, V2. The
component as a function of frequency. Care must be taken RandL for the slope-forming resonant circuit are represented
these measurements to extract the actual component impdnr R14 and L8, respectively. The right-hand connection to
ance from the characteristics of the test fixture. AllcomponentR10 is the output of the module. This pointis followed by a high
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Figure 73.13

Schematic of the SPICE model for the multichannel streak camera sweep circuit.

impedance transmission line representing the feed wire to tt833 V/ns for the differentially driven pair of plates to obtain a

deflection plate, C7. C16 and R13 represent a model of th&ns sweep rate.

oscilloscope probe used to monitor the performance of the

sweep generator. The scope probe is modeled to determine itsThe curves presented are referenced in the time axis to the

effective loading on the sweep waveform. The model alsaero crossing of the deflection plate voltage. The illustrated

includes the sweep monitor network as well as the sweegurves extend past the active sweep time of 6 ns (active sweep

detector network as seen in the original schematic of Fig. 73.18me = -3 ns to+3 ns). Within the 6-ns time window the

maximum voltage difference between the measured and mod-

Model Results Versus Measured Results eled results is 29 V. The average slope within the window for
Data from Figs. 73.14 and 73.15 illustrate a good correlahe measured data is 167 V/ns and 168 V/ns for the SPICE data.

tion between the measured and model-predicted results for thée standard deviation of the measured slope from 167 V/ns is

sweep waveforms. The measured data is taken using a high4 V/ns and 10 V/ns for the SPICE model.

bandwidth oscilloscope connected to the deflection plates of

the streak tube through 250-MHz-bandwidth, 100:1, highUtility of the SPICE Model

impedance oscilloscope probe%.The plots in Fig. 73.14 One of the fundamental uses of the SPICE model is to

are for one deflection plate voltage versus time. The othesvaluate the performance of the sweep network with respect to

plate voltage is equivalent with opposite polarity. Figure 73.15he values oR andL, the sweep-rate—determining compo-

is the differential (slope) of the curves in Fig. 73.14. Thenents. The initial values for these parts are determined by

desired theoretical slope is 167 V/ns for one deflection plate, dheoretical calculations base on Eq. (1) for the basic RLC

10 LLE Review, Volume 73
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Figure 73.14 Figure 73.15
Measured sweep voltage and SPICE calculation. Measured sweep slope and SPICE calculation.

resonator circuit. The predicted performance of the actuahte. Using the SPICE model, a trivial effort is required to
circuit with the initial theoretical values can then be evaluatedemove the simulated scope probes and calculate the change in
using the model. The values are then iteratively optimizethe sweep speed. Figure 73.16 shows the change in the sweep
within the model to account for the parasitics within the sweeppeed as calculated by the SPICE model. The model-calculated
module and streak camera. A set of values that meets taeep rate is 6.4 ns with the probes and 5.6 ns without. The
performance criteriais then determined prior to actually mountmeasured sweep-rate change, using the fiducial method, is
ing the components in the hardware. This approach is us&d6 ns with the probes and 5.6 ns with the probes removed.
to develop the streak module with the results as presented Good agreement is shown between the two methods. With this
Figs. 73.14 and 73.15. performance agreement the sweep-forniagdL values can
be easily optimized in the model and applied to the actual

Another use for the model is to analyze and correct anomaircuit to compensate for oscilloscope probe loading. This is
lies in the sweep waveform observed during the sweep modular less time consuming than optimization by iteratively chang-
development. Three anomalies were found that affected theg the components in the actual sweep module and repeating
camera performance: (1) the effect of the oscilloscope prolibe fiducial streak measurements. Also, knowing the magni-
loading on the sweep waveform; (2) a small, damped, hightude of the probe-loading change allows actual oscilloscope-
frequency sinusoid superimposed on the sweep waveform; antkasured sweep voltage waveforms to be scaled to predict
(3) an inflection in the start of the sweep waveform. performance without the oscilloscope probe loading necessary

to make the measurement.

The loading effects of the oscilloscope probes can only be
evaluated experimentally by comparing the spacing of accu- During the initial tests of the streak camera a small sinusoi-
rately timed fiducial light pulses on the streak camera outpudal modulation with a period of approximately 6 ns was
with and without the probes attached. During the streak cameodserved superimposed on the oscilloscope display of the
development, short fiducial laser pulses with a precise periosiveep ramp. This sinusoidal modulation was verified with
of 500 ps were applied to the photocathode of the streak tubstreak measurements of the 500-ps-period fiducial optical
The pulse train from the fiducial laser appears as an intensityiming pulse train in similar fashion to that used to determine
modulated streak on the output screen. The distance betweeffiects of scope probe loading. Figure 73.17 shows the oscil-
the peak intensity points on the output screen is directly relatddscope-measured sweep with the superimposed sinusoid. The
to the sweep rate ramp applied to the deflection plates. Comodel result verifies the oscilloscope measurements and is also
paring the distance between the peaks with and without thaotted in Fig. 73.17. Figure 73.18 illustrates the verification
probes connected determines the effect of the probes on sweaapts from the fiducial measurements. This data agreement
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proves that the problemis not just an artifact of the oscilloscopamp. Results from the model demonstrate that this approach
measurement. From the model it has been determined that tisecapable of removing the sinusoid. The plot in Fig. 73.19 is
deflection-plate feed line is acting as a constant impedandbe result produced by the model with the feed line terminated
transmission line terminated by the capacitive deflection plateo remove the resonance condition. It was later found that a
This reactively terminated transmission line forms a resonamimped resistance equal to the characteristic impedance of the
circuit that has a center frequency close to that of the superirine could be connected in series at the deflection plate to
posed sinusoid. Network analyzer measurements of the fepdoduce the same result. This fix is supported by oscilloscope
line indicate that it has a characteristic impedance of(267 sweep waveform measurements as illustrated in Fig. 73.14.
with a delay of 1.5 ns. To remove the resonance problem the

feed line is made lossy through the inclusion of distributed The last problem observed relates to an inflection in the

resistance. Theoretically, this decreases}lud the resonant

measured sweep waveforms near the start of the sweep ramp.

circuit formed by the feed line and reduces the sinusoidarhis is again supported with the results of the model as
current at resonance without significantly affecting the sweeplustrated in Fig. 73.20 near 3 ns. In this figure the time axis
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Calculated sweep-speed change with oscilloscope probe loading.

Measured sweep with superimposed sinusoid.
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Measured sweep using optical fiducial marks.

Calculated sweep with and without feed-line termination.
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reference is at the start of the sweep waveform. Investigation @onclusions
the inflection through its sensitivity to component value changes In this work we show that time-domain circuit modeling and
in the model led to the understanding of its cause. The inflesimulation of the multichannel streak camera sweep circuit
tion is caused by the resonance of the sweep-speed inductansing SPICE is an accurate method of analysis. The accuracy
(L8 in Fig. 73.13) with its parallel parasitic capacitance (C19)is a direct result of the attention to the parasitics for the
Using the model an investigation into the effect of the parasiticomponents and interconnections in the circuitry. The parasitics,
capacitance can be easily generated. It is found that while not a severe limitation in low-frequency analysis, are a
nonrealizable inductor is needed (an inductor with minimagreat influence to the model results in wide-bandwidth and
parasitic C) to remove the inflection and that this problenmhigh-frequency analysis as encountered in the sweep circuit.
cannot be eliminated. This analysis cannot be accomplish&omponent parasitic elements are generally extracted from
without the model since the model provides the freedom taetwork analyzer terminal impedance measurements on indi-
change component characteristics outside the constraints imidual components and circuit interconnects. The necessary
posed by realizable devices. Figure 73.21 shows the resultsa@implexity of the parasitic model utilized is determined by the
the model as the parasitic capacitance of the sweep inductordalculated effect of the parasitic elements within the circuit
varied. The point of this figure is that less inflection is produced@pplication. A SPICE circuit model, when properly constructed
by smaller parasitic capacitance. using the parasitic component models, is a useful tool to
analyze and optimize a design. The main benefit of the model
Since the last problem is not resolvable using realizables to present a theoretical evaluation of a circuit with parasitic
components, the choice is made to alter the active sweep ramigments where the complexity of obtaining a closed-form
range on the sweep waveform to avoid having the inflectioanalysis is intractable. Optimization using the model analysis
within the active area of the sweep waveform. The operatiocan help greatly in reducing the effects of parasitics. The
range is altered by increasing the bias supply voltage, keepitigeoretical computer analysis allows rapid circuit optimization
all other circuit parameters fixed. In the waveform ofiterations as compared to equivalent hardware implementation
Fig. 73.11, thisis equivalent to setting the 2000-V active sweepnd measurement of the change. The model is extremely
ramp range to a section of the waveform closer to the pealaluable in diagnosing anomalies in circuit performance. An
voltage than directly in the middle between the waveform stadccurate model can also provide useful performance-limit
and the peak. Care is taken to not move the range too closeaoalysis through ideal, parasitic-free, component substitution.
the peak since linearity would be degraded at the end of the
sweep ramp near the peak.
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Figure 73.20 Calculated sweep with varying values of parasitic capacitance, C19, for the
Sweep inflection. sweep-forming inductor, L8.
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D-3He Protons as a Diagnostic for TargepR

Areal density fpR) is an important parameter for measuringmethod. We then examine the model dependence of this diag-
compression in ICF experiments. Several diagnostics employtostic by comparing results from a detailed time-dependent
ing nuclear particles have been considered to deduce thégmulation and a simple model characterized by the conditions
guantity in implosions. One diagnostic is the knock-on deuterin the target around peak thermonuclear burn. This diagnostic
onsli.e., deuterons produced by the elastic scattering of fué$ then discussed in the context of DT targets. Future areas of
deuterons and primary neutrons from the DT reaction. Thimterest relating to this diagnostic will be discussed briefly.
number of knock-ons contained in the high-energy peak (typi-

cally 16% of the total produced) of the emergent spectrum iShe Diagnostic

proportional to the fuel areal densityR);] and the position The primary D2He protons are produced at an energy of
of the peak provides a measure of the plastic areal densityt.7 MeV from the reaction

[(PR)cH]- This diagnostic, however, is limited tpR)cy ~

100 mg/cm as higher compressions can considerably distort D +3He=a + p(14_7 MeV). (1)
the emergent spectra, preventing a reliable interpretation of
the signal. Protons lose energy as they traverse the target, and the energy

loss of the emerging protons is proportion@dRThus, unlike
For higher-density implosions, high-energy neutrons prothe knock-on diagnostic, which can provide a measure of the
duced from the tertiary fusion reactions of the knock-orfuel and the tampeRindividually, this diagnostic can be used
deuterons and tritons with the corresponding thermal fueliongo measure only thital pR of the target. The interpretation
have been considered as a diagnostic fordReFor instance, of the signal can be complicated by the fact that this energy loss
for “small” pR (like those on OMEGA), the number of tertiary can be both temperature and density dependent.
neutrons produced is proportional @R}, yielding a mea-
sure for the fuel areal density. However, since these neutrons Prior to its use on a cryogenic target, theéHe proton
are produced in tertiary reactions, their numbers are signifdiagnostic can first be tested on current OMEGA gas targets.
cantly lower relative to primary yields (typically by 5 to 6 We demonstrate the diagnostic through a simple model for a
orders of magnitude). This necessitates the development tyfpical gas target represented as a hot core (at 4 keV) sur-
new, sensitive neutron detectors. rounded by cold plastic (at 0.8 keV). The model serves to
illustrate the limits of the diagnostic in terms of bpfRand
An alternate technique for measuring hjgRis to use the temperatures in the target. We choose agRedf 30 mg/crd
primary protons from the BHe reaction, obtained by adding corresponding to the typical fuel areal density during the time
3He to the fuel. This diagnostic has the advantage that thhat the protons traverse the target in detailed 1-D simulations.
charged-particle spectrometer for OMEGAurrently being  The temperatures in the model are characteristic of the condi-
designed at MIT, can be used to detect the protons. In additioimpns during the peak thermonuclear burn. The emergent
these protons can serve as a diagnostic for cryogenic DD-3He proton spectrum, i.e., the normalized number of protons
targets, which are being considered as initial cryogenic targeper unit energy interval, is shown in Fig. 73.22(a) for various
on OMEGA. DD targets do not have the drawbacks associate@lues of plastipoR. The figure shows the greater slowing
with the radioactivity of tritium and can be useful for standard-down of the protons with increasimir of the plastic.
izing laboratory techniques for cryogenics.
To examine the reliability of this diagnostic in the context of
In what follows, we introduce the BHe proton diagnostic  its sensitivity to temperatures in the target, we vary the electron
and set limits on the areal densities measurable through thismperatures in the plastic [Fig. 73.22(b)]. For a lower plastic
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temperature the spectra are influenced only for lower protoexcitation of collective plasma oscillations in the plastic.) For
energies (which occur for larger valuesail). This can be OMEGA targets the cold plastic can have temperatures of
easily explained through the energy-loss formulae that contrild- keV or less and thus will have only a small effect on the
ute to the spectruthWe first note that the energy loss of the spectrum of the very energetic protons.

protons is dominated by losses to electrons. In addition, the

D-3He protons have much higher velocities than the electrons Detailed simulations through the 1-D cddéAC>® of the

in the target for a wide range of energies and temperatures.$ame target indicate that the maximpR achieved in the
this regime, the thermal motion of the electrons can be ignoredrget is about 70 mg/chfor the fuel and 170 mg/chrfor
altogether. (The energy-loss mechanism is then through thie plastic [Fig. 73.23(a)]. The protons, however, provide a
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Figure 73.22 (a) Results from 1-ILAC simulations for theoR history of the target in

(a) Emergent B*He proton spectra (the normalized number of protons peiFig. 73.22(b); fuepR shown in triangles, plastjgR shown in open circles,

unit energy interval) for the model (see text) with the choigeReds shown  total targepR shown in solid circles. (b) History of proton production in the

in the figure and with the plastic at a temperature of 0.8 keV. (b) Spectra @aérget (open circles) and proton emission from the target (solid circles). The
emergent protons with plastic at a temperature of 0.4 keV. emergent protons measure an average pial 200 mg/crA.
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measure of an average valugBf which is determined by the simulation peak at approximately the same energy. This fea-
time that they traverse the target and can, in general, be lasse will simplify the interpretation of an experimental signal;
than the maximum value. Thus, by comparingaRéistoryin  the position of the peak depends only on the knowledge of the
Fig. 73.23(a), the history of proton production in the targefuel and plastiR. The width of the emergent spectrum, on
[open circles in Fig. 73.23(b)], and the time history of protonghe other hand, can depend on the details of the spatial profile
exiting the target [solid circles in Fig. 73.23(b)], one canof proton production, density, and fuel temperature history of
calculate the range @R measured through this diagnostic. the target. Even so, the energies at the FWHM of the spectrum
The plastiR remains nearly constant at 170 mgfauring  provide a reasonable measure of the rang#Rah the target
the time the protons traverse the target yielding this value as tidhen compared to the model in Fig. 73.22. Some energy loss
average fR)cy. Furthermore, while a majority of the protons also takes place in the hot-fuel region. The low-energy tail is
are produced near the peak valueai)f (70 mg/cn?), they  due to protons produced in the innermost regions of the hot
exit the target when the fupR is lower (10 mg/c), so that  fuel slowing down in the fuel, followed by energy loss in the
the protons sample a range of fpR. Since theoR of the  plastic. For a target with lower fueR, the slowing down in the
plastic is so much larger than the averpBeof the fuel, the fuel will be less significant and the rangepdfcan be inferred
energy loss of the BHe proton should be characterized by more reliably. For largeroR);, this model dependence must
(PR)cH in this example. The emergent proton spectrum fronbe constrained through comparisons of detailed simulations
this simulation is shown in Fig. 73.24. One-dimensional timewith simple models approximating conditions during thermo-
dependent profiles obtained frarti AC were used as an input nuclear burn.
to the Monte Carlo particle-tracking cod®S,6 which calcu-
lated the spectrum emerging from the target. Since the detaildthe Diagnostic for DT Targets
simulation indicates that the averag®)-y measured by the The discussion thus far applies specifically to targets con-
protons is about 170 mg/@mFig. 73.24 must be compared taining only deuterium antHe. The proton signal from these
with a model calculation (in Fig. 73.22) corresponding aptargets can be unambiguously identified as that due to the
proximately to this value of the plastic fuel areal density. Thé-3He proton. This signal is significantly larger than any other
comparison shows that the time-dependent evolution of theroton spectrum such as primary protons elastically scattered
target has little influence on the position of the peak of theff fuel ions in the relevant energy region. We now discuss the
emergent proton spectrum. Both the model and the detailatiagnostic in the case whefele is added to the fuel that
includes tritium in addition to deuterium.

1.0 T T
i Background related to the presence of tritium in the target
is caused by the 14.1-MeV primary neutron from the DT
. 08 m reaction
>
3] - o
= D+T=a+n(141 MeV). )
e 06 -
% L - One source of background arises from the elastic scattering
:’%’_ o4l | of the 14.1-MeV primary DT neutrons off the protons in the
c plastic. The scattered protons have energies up to the maximum
g ot {  of14.1 MeV.
D- — —
0.2 Another important source of background arises when the
i 7 14.1-MeV neutron breaks up the deuteron in the reaction
0.0 :
0 5 10 15 D+n=2n+p, 3
TC4612 Energy (MeV)
where protons are produced with energies up to 11.8 MeV.
Figure 73.24
C.umlula.ltive spectrum of BHe protons escaping the target from a 1-D As seen in Fig. 73.22, the e proton spectrum can be
simulation.

significantly shifted downward due to energy losses in the
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target for the range @R expected in high-density implosions of the plastic will have been ablated from the target before
on OMEGA. The interpretation of the diagnostic proton specthermonuclear burn.

trum can then be complicated by protons from the background

mentioned above in the relevant energy range. Figure 73.25 In Fig. 73.26(a) we show the emergent proton spectrum
shows the emergent proton spectrum from the earlier simpfeom a 1-D simulation of an OMEGA cryogenic DT target.
model representation [corresponding to Fig. 73.22(a) witl{The target comprises solid deuterium and tritium in a 1:1 ratio
(oR)cy = 150 mg/cr] now being used for a gas target and encloses BHe gas. We ignore any confining plastic
containing tritium in addition to deuterium afide. The end remnants that may exist during thermonuclear burn.) The
point of the spectrum is at the maximum energy of the elastD-3He signal [shown as a dashed line in the region of its overlap
cally scattered protons at 14.1 MeV. The proton backgroundith protons from ther(2n) reaction] extends from about
due to the deuteron breakup reaction is contained in Fig. 73.2® MeV to 14 MeV and is significantly broadened principally
(and extends up to 4.5 MeV downshifted from the maximum oflue to the time evolution of densities in the target. This
11.8 MeV due to energy losses in the plastic). ThéHB- dependence on the hydrodynamic evolution of the target can be
proton spectrum (whose range is shown as a dotted linepnstrained by comparing the emergent proton spectrum with
appears as an easily identifiable peak over the spectrum fratimat from a range of models similar to those used for the gas
the two sources of background mentioned above. A detailgdrget in Fig. 73.22. However, the large2f) proton signal
simulation (not shown here) also shows the promise of thi@bout three orders of magnitude more protons are produced in
diagnostic for gas DT targets; the signal is somewhat broadhe deuteron breakup reaction than in théHa- fusion)
ened (with a width similar to Fig. 73.24) and is dominant oveextends to about 11.8 MeV and makes the interpretation of the
the background. signal very dubious.

Several comments in the context of cryogenic targets are in One possible method to lower this background is to include
order here. The background protons due to scattering in thifferent proportions of deuterium and tritium in the solid
plastic will be significantly reduced in this case because mogtel in order to reduce the yield of neutrons from the DT

reaction and to reduce the numbers of protons frormtBe)(
0.40 : : : : : : reaction. The proton spectrum from a target where the deute-

rium and tritium are in a ratio of 1.9 respectively is shown in
0.35f N Fig. 73.26(b). The number of background protons is signifi-
= cantly reduced, and the proton signal dominates in the region
?v 0.30 N of overlap with the background. Thus, with some target optimi-
3 0.25 i zation an unambiguous #He proton signal can be obtained
% from cryogenic DT targets on OMEGA. In this context, tertiary
‘§ 0.20 - neutrons mentioned earlier are a more attractive diagnostic
2 for cryogenic DT targets because they have no background,
g 015 7 place no constraints on the targets, and are applicable to
g 0.10 i higher densities.
0.05 - Summary
In summary, the *He proton spectrum is being considered
0.00 e ' as a means for inferring the topR of cryogenic DD targets.
4 6 8 10 12 14 Using a gas target capable of achieving high areal densities, we
resens Energy (MeV) have demonstrated that this diagnostic can be useful for up to
Figure 73.25 PR ~ 300 mg/crf for targets containing only D aftiie. The

Spectrum of protons escaping a gas target containing DTdadand reliability of this diagnostic is strengthened by its weak sensi-
modeled as described in the text. The peak is due to fielroton signal,  tivity to temperatures in the cold regions of the target for a wide
and the background comprises protons from the deuteron breakup reactibange ofpR. For targets containing tritium, the interpretation of
and the elastic scattering of protons in the plastic. The dotted extension of thiga signal is more difficult due to background arising from the
peak shows the range of the3He proton signal. 14.1-MeV primary DT neutron.
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used in conjunction with the charged-particle spectrometer to
measure the various emergent proton spectra. Fuel areal den-
sities could be inferred by comparing these spectra to calcula-
tions that include analytic angular variations in the target
profiles. These measurements would track only gross varia-
tions in density (and temperature) constraining the calcula-
tions; inclusion of only “long”-wavelength perturbations to
spherical symmetry should adequately model the emergent
proton spectra. The Monte Carlo particle-tracking d&d8is
currently being modified with a view toward including such
asymmetries in target profiles. Diagnostics for asymmetries in
the target could then be developed.
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Growth Rates of the Ablative Rayleigh—Taylor Instability
in Inertial Confinement Fusion

In recent years, several authbrs' have studied the linear If the density is smoothly varying between the two fluids
growth of the Rayleigh—Taylor (RT) instability in ablation and the minimum density-gradient scale length
fronts accelerated by laser irradiations. The determination ok, = min|p/(dp/dx)| is finite, then a distinction must be
the instability growth rate is crucial to the success of inertialnade between those modes with wavelength larger and smaller
confinement fusion (ICEP-16because an excessive distortionthan L, The long-wavelength mode&L(, << 1) are not

of the front could lead to a severe degradation of the capsusdfected by the finité,, and grow according to Eq. (1), while
performance with respect to the final core conditions bythe short-wavelength modelslL(, >> 1) are localized inside
seeding the deceleration-phase RT instability and preventirthe smooth interface and grow at the ¥ate

the onset of the ignition process.

For a successful implosion, ICF targets must be designed to y= g . 2)
keep the RT growth at an acceptable level. Because of the
complexity of 2-D or 3-D codes and the mesh refinement
needed to simulate hydro-instabilities, 2-D or 3-D simulation#An asymptotic formula reproducing the results at short and
cannot be routinely used to study the capsule stability andng wavelengths can be easily generated by inspection of
mixing. The best approach to target design is to carry out Bgs. (1) and (2) leading to
preliminary analysis by using 1-D simulations to study the

main characteristics of the implosion and then processing the | A‘f' kg
data with a mixing model to study the evolution of the instabil- y= \“‘—1+ A%' K (3)
‘ m

ity and the induced rms deviations. Once the preliminary

design is completed, the optimization can be carried out by

using 2-D or 3-D codes. Since the mixing model predictions In laser-accelerated targets, the ablation process and the

are based on the initial perturbation amplitude and lineathermal transport add a great deal of complication to the

growth rates, it is very important to generate an accurate amolution of the instability. The overdense target material (with

reliable growth-rate formula to be used in conjunction with thelensity p,) is ablated at a raten= p,V,, whereV, is the

1-D code output. ablation velocity. The latter represents the penetration speed

of the ablation front in the overdense target. The ablated

According to the linear classical thedfythe interface material blowing off the target rapidly expands inside the

between a heavy fluid of constant dengifyand a light fluid  ablation front and accelerates to large velocities relative to the

of constant density, in a gravitational field pointing toward  overdense targets.

the light fluid is unstable. A small perturbation would grow

exponentially in time,~ e¥a! | at a rate Several authofs14 have shown that the ablation process
leads to a reduction of the instability growth rate. The so-called
Vo = \/A%l kg, (1) ablative stabilization was first discussed in Ref. 1 and thereaf-

ter extensively studied in Refs. 2—-13. Because of the math-

ematical complexity of the problem, simplified analytic models
where A%' = (ph -0 )/(ph + p|) is the Atwood humber arkd  such as the sharp boundary model have been used to describe
is the perturbation wave number. the linear phase of the instability. However, such models are

20 LLE Review, Volume 73



GROWTHRATESOF THE ABLATIVE RAYLEIGH-TAYLORINSTABILITY

heuristic in hatu_re as they lack a proper closu_re, which is left Poo. " B (Z/V)]/v 012
to the physical intuition. For such reasons, different authors — = llo(kl-o) , Ho=—r——~+t—>
o : : Pa r+yv) v

using different closure equations have produced different

growth-rate formulas (see Refs. 1, 5, and 12). Numerical

simulations have confirmed the stabilizing effect of ablation (x) is the gamma function and, ,, is the velocity of the

and indicated that, in some cases (as described later), thlowoff material at the distancel<rom the ablation front.

growth rate can be approximated by the following formula: Observe that the cutoff wave number obtained by sefting
in Eq. (5) occurs at long wavelengths,

(6b)

y =09,/kg -3.1kV,. (4)

[1+O (kLO)J/V } <1, (7)

kelo =

(o (v) /=
Fr E

Equation (4) was derived in Ref. 3 by fitting the numerical
solution of the linearized conservation equations including
ablation and electronic heat conduction. As stated in thand short-wavelength modes are stable. As shown in Refs. 9
Growth Rates section, Eq. (4) does not correctly reproduceand 10, Eq. (5) can be accurately fitted by Eq. (4yfer2.5
the growth rates in the presence of a significant radiatioand 0.1 <=r < 5, thus suggesting that the latter can be applied
energy transport leading to smooth density profiles. It igo ablation fronts with large Froude numbers.
important to observe that Eq. (4) does not include the stabiliz-
ing effect of finite density-gradient scale length and it can only When the Froude number is less than urfity<< 1), the
be applied to very sharp ablation fronts or modes witlanalytic stability theory becomes more complicated and can be
KL, << 1. carried out only in the limits of] = kLg << 1 and >> 1.
The analysis of Ref. 11 has shown that long-wavelength
Only very recently, the analytic stability theory of acceler-modes with wave numberd << 1 have a growth rate
ated ablation fronts has been carried out in the limit of suby:\;‘m—ﬁkva, where 1 <3 < 2 is a function ofv,
sonic ablation flow&12(i.e., fronts with ablation velocity less =T (1+2/v)/I 2(1+1/v). Short-wavelength modele.(,> 1)
than the sound speed at the ablation front) by using complare unstable, and the corresponding perturbations are miti-
cated asymptotic matching techniques. Subsonic ablatiogated by ablative convection, finite density gradient, and
fronts are characterized by two dimensionless param&ters:thermal smoothing. Their growth rate can be written as
the Froude numbefFr =V2/gL, and the power index for
thermal conduction/(K ~ TV). Here L is the characteristic
thickness of the ablation front, which is proportional to the
minimum value of the density-gradient scale lefgth
Lm[LO =LvV/(v +1)V+1L. The analytic theory developed in for 1 <<kl << Fr=1/3 and
Refs. 8-11 shows that the instability growth rate is strongly
dependent on the magnitude of the Froude number. For large y = olg/(VakzL%) - CokV,
Froude number310the main stabilizing effects are ablation
and blowoff convection, and the growth rate can be written ifior the wave numbers near the cutéfi(k.). The parameters
the following form®:12 a andcg_, have lengthy expressions described in Ref. 11, and
a complete summary of the growth-rate formulas is given in
B Ko — A2 K2 _ K ) Table 1 of Ref. 11. The cutoff wave numbgrof ablation
V= \/AT 9~ Afk“Va Vo, (1+ AT) Va fronts with small Froude numbers occurs at short wavelengths
and scales dglLg~Fr1/83>> 1.

y =Jag/Lo + GBKALEVZ ~ cokPLoV,

where
The growth-rate formulas obtained in Ref. 11 for small
1- (Pbo /Pa) P4 Froude numbers and short/long wavelengths can be combined
Ar Em’ Vbo. = Va oo’ (6a)  with the formula (5) for large Froude numbers into a single

expression that reproduces the analytic results in the appropri-
ate limits ¢r << 1,Fr >> 1,00 << 1,0 >> 1). According to
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Ref. 11, the asymptotic formula can be written in the following

form:
= ATkg+52k4L%VaZ+D 2 - |<2v2
H aH
- 5K2LoV, - BKV,,
where
AT_fh‘eﬁ Ehzg-"'KleDDl
Eh+6|1 D )
il 0v
f|:#o[E+sz ,
it _Bo=h l31
1+T2D BoBo
BB
BBy
+(1+ Ar) /o sinh (Fr)
w =Py . :
1+sinh(Fr)
2 0O
By = r%-'_ v+0.v4 0
o_—l
2 1O
r %+V+O.J/V4D
el pops B _1tK
1T P 208, 208,
10 1
5= = KA+ —
2YBK1 VK,
0
01 f 1+ Ky
x +KiAQ - 4K B Y - ——L° U
J%K—Z v g o

22

(8a)

(8b)

(8c)

(8d)

(8e)

(8f)

25 &V
K, =[(1+K
ETr R (A
(89)
1
K :__11
1 50
14K, [ 10 (2/v)]/" 0.12
K oY -——1[ = '
T B TuGE Mot T
(8h)
2v+2
%o 2v+3
A:ﬁ Eg_l
4 (2v+3)

D\‘% O .
x ;350(12v2+25v+18) V+2(8v2+20v+17)m (81)
5 3 O

B:ﬁ E
4 (2v+3)
o2 . 3 2 e
x g2 (8v2+25v+12)—8V HOVER VAL (8i)
%5 2v+3 O

A detailed comparison of the growth rates obtained by using
Eqg. (8) and the numerical solutions of the conservation equa-
tions has demonstrated a remarkable agreement over a wide
range of values fdfr, v, and(] (see Ref. 11).

Despite its lengthy expression, the asymptotic formula can
be easily computed once the Froude nunfbgthe length_,
the acceleratiory, the ablation velocity/,, and the power
index for thermal conductiomare known. The main difficulty
in using Eq. (8) lies in the determination of the equilibrium
parameters whose values are strongly dependent on the domi-
nant energy transport mechanism. In this article, we describe
a simple procedure to be used in conjunction with existing one-
dimensional hydrodynamic codes to deterntingl g, g, V,,
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andv. In addition, we apply this procedure to accelerated flamnodel. In other words, one should fit the multigroup hydro-
foils commonly used in ICF experiments and determine therofiles with the one-group profiles by properly selecting the
unstable spectrum using Eq. (8). We also compare the analytialue of v andLg. This is an essential requirement for the
growth rates with the results of two-dimensional simulationstability analysis, assuring that the linearization is performed
obtained using the cod@RCHID.1® Numerical fits of Eq. (8) about the right equilibrium. Of course, there is no guarantee
are also studied for different ablators, and simplified formulashat the two-dimensional effects are correctly included in the
are generated for a fast growth-rate estimate. It is the aim ohe-group model, even though the one-dimensional profiles
this article to simplify the theoretical result of Bedti al are correctly reproduced. However, the RT is mainly a hydro-

(Refs. 8-11) to make it useful to ICF target design. dynamic instability, and one could hope that if the 1-D hydro-
dynamic profiles are correctly included, then the 2-D/3-D
Equilibrium Parameters stability analysis would be independent of the heat transport

One-dimensional simulations are commonly used in ICEnodel. This speculation could be verifiedposteriori by
target design, and several 1-D codes describing laser-accelesmparing the analytic results with 2-D simulations including
ated targets are available at universities and national laboratawultigroup radiation transport.
ries. Among them, the most frequently used are the codes
LILAC,20 HYADES?! LASNEX22 etc. In this article, the au-  In summary, the analytic analysis is based on the one-
thors have extensively used the cbtleAC, a 1-D Lagrangian group subsonic diffusive transport model (or isobaric model).
code including laser absorption, classical flux-limited thermallhe parameters, Fr, andLg of such a model are determined
transport, and multigroup radiation diffusive transport. Theby fitting the analytic hydro-profiles with those obtained from
equation-of-state package availableLiit AC includes the 1-D simulations including multigroup radiation transport.
ideal gas, Thomas—Fermi, and SESAME tables. The results of the analytic stability theory are then compared

with the full 2-D simulations including multigroup radia-

The analytic stability analyses are usually based on a singl&en transport.
temperature (or one-group) diffusive model for the heat trans-
port, i.e., the heat flux is proportional to the temperature As shown in Ref. 6, the density profile of subsonic ablation
gradient, and the thermal conductivity follows a power law offronts, described by the one-temperature diffusive transport
the temperatures :Ka(T/Ta)V, wherekj,, T, are the thermal model, obeys the following first-order differential equation:
conductivity and temperature calculated at the peak density,
and v is the power index. These simplifications make the
problem solvable with analytic techniqu&s2:14If the radi-
ated energy is negligible (lo&-materials, such as DT), the
energy is transported mainly by electronic heat conduction. lwhere¢ is the density normalized to its peak valéies p/p, .
this case, the power index= 2.5 (as given by Spitz&) and  andv is the power index for thermal conduction. The equilib-
Lo =(vh —1)/vnAKa/(0aVa), Wherey, is the ratio of the rium pressure is determined by the momentum-conservation
specific heatsA=m /(1+ Z) is the average particle mapg, equation d(p+ pUz)/dy = pg and the mass conservation
is the maximum density, and, is the ablation velocity, equation[d pU)/dy:O], which can be rewritten in the fol-
respectively (see Ref. 8). However, if a significant amount ofowing dimensionless form:
energy is present in the radiation field, then an accurate
estimate of the energy transport requires the use of multigroup 1 dn_ 52£+i
radiation transport models. In such models, the radiation Mn, dy dy Frig’
energy spectrum is divided into several groups. Each group is
described by a radiation temperature obeying an energy diffuvherel = p/p,, M5 = a/q/ Pa/Pa is the normalized abla-
sion equation. Because of the complexity of such models, &ion velocity, and, is the pressure at the location of the peak
analytic stability analysis would be intractable. For such readensityp,. Observe that Egs. (9) and (10) for the unknogns
son, the analytic theories are based on a single-group modeidi1 depend on the four parametBig Fr, Lo, andv. Keeping
(one temperature). However, if the one-group diffusive transn mind that our goal is to reproduce the hydro-profiles of the
port model is used in the stability analysis, then one should 4tD simulations, we determine these parameters by fitting the
least make sure that such a model reproduces the one-dimamalytic hydro-profiles with the numerical ones. Let’s define
sional hydrodynamic profiles obtained using the multigroupwith &5 = p/p, and Ng = p/p, the normalized simulated

dé/dy = -£V*1(1-¢)/Ly, 9)

&U(y)=Va, (10)
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density and pressure profiles. If the predictions of the one-

. : _ Héma) | O dEs 1 Ddfs
group model were exact, then the simulated profiles would G —_[ (Emin) dy 1-2.H dy
represent an exact solution of Eqgs. (9) and (10); however, this " y s D
is not the case, and replaciégvith & in Eq. (9) leads to an
error. For convenience, we take the logarithm of Eq. (9) and V()
define the error as Co =J’y(€"fax) In{sln

—~-dy,  (15b)

Odes 1 Ddg

15
dy 1-&0ay O 59

0Dde, 1 O
dy 1-&.H

er=(v+1)In&—InLy—In e (11)  andH(&)]=H(Emaw—H(Emin)- In the same fashion, the Froude
number and dimensionless ablation velo€lfycan be deter-
mined by minimizing the integrated quadratic emon the
Observe that er 0 if £ = ¢. In order to reproduce the simu- momentum conservation equation
lated profiles over the entire ablation front, it is useful to
minimize the integrated quadratic errdy (lefined as
g q 9 d n(Fr.n,)
M) 01 oy 1 d&, & O

_ dns 16
fyém.n Fz oy Z o FrigH Y (16)

5(v,Lo) =

dég 1 of

J.fmax @v +1)In&-InLy - |nE_ d&,, (12) wherells = ps/p, is the simulated normalized pressure pro-
Smin dy 1- Es% file. After some straightforward algebra, the minimization with

respect td1, andFr yields

whereépin, émax are the minimum and the maximum values asb, + b2 1
: o . - : _ _aghy +bs

of the density of the fitting region defining the extension of the Fr=——m——
ablation front i, = 0.01 and&,,, = 0.99 are two possible

values). The minimization @fis obtained by setting to zero the

nz= 2% *bs b5 (17a)
bsC +a5Cs Lo’ C3hy —C4lg

partial derivatives with respect toandL: where
6 _ 00
J2=22 =0, (13) o lena) NS &
0 8 Iy(fmin) dy H %
(17b)
Substituting Eq. (12) into Eqg. (13) leads to the following Wemm) . d
estimates of andv: by = ‘_[y( E@) s dys :
_ 0131 coby N i
-1, Lo=expg—5 g (14) y(& ) y(& 1 dMNg dé
a -a - max 2 max S Y5s
A ~ by a0 by = ~[jemy &y oo = [ 2y o
where (17¢c)
Cq = Iném—ax.
a =[&(Iné-1)], Emin
(15a)
a = [[E(In{—l)z + 5]], b =[£], The integration limit§(&min), Y(émax representthe location of

the points with densit§i, andé, respectively. Using the
peak densityp, and the pressure at the location of the peak
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densityp,, the acceleration and ablation velocity can be easilyhicknessd = 120um irradiated by the pulse described above.

determined from Eqs. (14) and (17): Substituting the simulated profiles into Egs. (9) and (10) yields
v =2,Lg=0.03um, andFr = 5. This result indicates that
. 2 radiation transport has a small effect in cryogenic DT targets.
_ | Pa _Vg 1
Vo=MNg4 ==, g= —. (18)
| Py Lo Fr

Tables 73.1 and 73.11 show the time-averaged valu€s,of
v, Lo, andV, for several plastic (CH) and DT targets of dif-
This technique has been tested on the hydrodynamic profilésrent thicknesses (Th) and laser intensitigdt(is important
obtained using the coddLAC. We consider a planar CH foil to observe that plastic targets have smooth density profiles
of thicknessd = 18 um irradiated by a 0.3hm-wavelength  (large density-gradient scale length), low ablation velocity,
laser of 50-TW/crf intensity with a 1-ns linear ramp. The v < 1, and small Froude numbers while solid-DT targets
pulse duration is 3 ns. The profiles obtained from the simuldhave sharp profiles, large ablation velocitys 2, and large
tion are slowly varying in time. For the test, we consider thé-roude numbers.
profiles at timé =2 ns and substitute the simulated density and
pressure into Egs. (14), (17), and (18) and obt&®.7,Ly=
0.24um,Fr=0.032g=36um/ng, andV,=0.54um/ns. Then,
using these values, we solve Egs. (9) and (10) to determine the 0.036
analytic density and pressure profiles. Figure 73.27 shows the
simulated and the analytic profiles for the CH target. The Fr
excellent agreement between the profiles shows the accuracy ~ 0.032 -
of the fitting procedure described above. In Fig. 73.28, the
fitting parameters, Lg, andrFr are plotted as functions of time, 0.028
and the dashed lines represent the corresponding average
values. Itisimportant to notice that the power index for thermal
conduction to be used in the one-group modet 0.7) is
well below the SpitzéB (v = 2.5) or the ZeldovickH value
(v = 6.5), thus showing the importance of the multigroup 0.76
treatment of the radiation transport in plastic targets.

Lower-Z materials such as solid DT are a good test of the 0.72

fitting procedure because they are expected to produce a very
low level of radiation and to approximately follow the Spitzer 0.68
model withv = 2.5. We have considered a planar DT foil of '

0.32
T T T T
1.0 ¢ *-—=o . ~
Pressure
% 08| 0.23
ot Lo
T 06 (um)
é 0.24
o 04
a
0.2 0.20
1 1 1 1 1 1
16 18 20 22 24 26 2830
0 1 2 3 4 5 . Time (ns)
TC4538 Distance im)
Figure 73.28
Figure 73.27 Temporal evolution (solid lines) and average values (dashed lines) of the
Normalized density and pressure profiles obtained by using isobaric mod&roude numbeffr, power index for thermal conductionand the character-
(solid lines) and 1-D numerical simulation (dots). istic thickness of ablation fromi for a CH target.
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Growth Rates conductivity and a finite Mach number. This test is useful
1. Comparison with Numerical Results because it validates the assumption of subsonic flow and the
Once the equilibrium parameters are calculated, Eq. (8) caimplification leading to the isobaric modeTakabe’s for-
be used to determine the growth rates. As discussed in theula can be written in the following dimensionless férm:
previous section, there is no guarantee that the analytic stabil-
ity analysis using the one-temperature model would reproduce
the results of the 2-D simulations using the multigroup radia-
tion diffusion treatment even though the 1-D simulated and
analytic hydrodynamic profiles are identical. Itis necessary twvhere yy = Vng is the classical growth rates = V kVa2 /g,
validate the formula by comparing the analytic and the numeriat = 0.9, ang3t = 3.1. Similarly, Eq. (8) can also be rewritten

y=Y =ar - X, (19)
Ya

cal growth rates. in dimensionless form:

As afirst test of the analytic theory, we compare the analytic A %6 O 10 N
growth rates with Takabe’s formuaThe latter has been 9:\/AT +02 = + w2 __EXZ -5=—-pX. (20)
derived by fitting the numerical solution of the exact, linear- Fr 4 Fr

ized, single-fluid conservation equations including Spitzer

Table 73.1: CH targets.

Th | (Fr) (v) (Lo) (Lm) (Va) (g) Growth Rate
(um) | (Twicm?) (um) (um) (um/ns) | (umins2) [fit of Eq. (8)]
10 50 003 | 08 0.2 0.7 0.8 95 1.01 / g A
V1+kLly
18 50 003 | 08 0.3 1.0 0.6 50 101 -9 18 KV,
V1+kly,
20 100 004 | 09 | 03 11 0.9 76 099 |—9 17k,
1+kLpy,
20 240¢ 005 | 09 | o2 07 13 130 097 —9 16Ky,
V1+KkLlpy
25 240* 005 | 09 0.2 0.7 1.2 123 M 16 A
V1+kLp

*Linear-rise laser pulse

Table 73.11: DT targets.

Th | (Fr) (v) (Lo) (Lm) (Va) (g) Growth Rate
(um) | (Twicm?) (um) (um) (um/ns) | (umins2) [fit of Eq. (8)]
100 50 41 20 | 002 0.13 2.8 97 0.94./kg — 2.6 KV,
190 50 38 20 | 003 0.20 2.7 60 0.94./kg - 2.6 KV,
190 100 40 21 | o007 0.49 46 77 0.94./kg - 2.6 KV,
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The growth rates calculated using Eq. (19) and Eq. (20) for modified Takabe’'s (dashed line) formulas. The latter is the

= 2.5 and different Froude numbers are shown in Fig. 73.29akabe’s formula including the stabilizing effects of finite

Observe that the two formulas approximately agree for Froud#ensity-gradient scale length in a heuristic fashion,

numbers between 0.1 and 5. This result is not surprising as

Takabe’s formula has been derived using Spitzer conductivity kg

leading to sharp profiles (sma}j and therefore relatively large YmT. =07 Trkl. BrkVa, (21)

Froude numbers). We conclude that the RT growth rate in low- m

Z materials withFr > 0.1, such as solid DT, is well described

by Takabe’s formula over a wide rangd-0{0.1 <Fr <5). For  whereL,, is the minimum density-gradient scale lendgih~=

small Froude numbers or different values gf Takabe’s 0.93um. Observe that Takabe’s and modified Takabe’s formu-

formula doesn’t provide an accurate estimate of the growth ratas fail to reproduce the simulation results in the short-wave-

so Eq. (8) or its fitting formulas must be used. length regime. Instead, the growth rates obtained with Eqg. (8)
are in excellent agreement with the simulated ones over the

When the ablation velocity is small or the density profile isentire unstable spectrum.

smooth—as inthe case of large radiation energy transport—we

expect the Froude number to decrease. As shown in Fig. 73.29, Furthermore, we study different pulse shapes and different

Takabe’s formula and Eq. (8) yield very different results fortarget materials. We consider a @thick CH target irradi-

this case. In addition, radiative transport causes the deviati@ied by a square pulse with an intensity of 200 TV¢/and

of the power indey from the Spitzer value requiring a more 100-ps linearrise time. According to tB® CHIDsimulations,

general formula than Takabe’s. For such targets, Eq. (8) can bee hydrodynamic profiles reach a steady state after 1.3 ns. The

compared only with the results of full 2-D simulations includ-growth rates of 3Q#m and 15um wavelength perturbations

ing a multigroup radiation-transport model. We consider thare determined from the 2-D simulations yieldj§tf (15um)

same 184m plastic target described in the previous section= 4.9 ns andySi™ (30 um) = 4.1 nsl. Using theORCHID

and we simulate it with the co@RCHID. We then calculate hydrodynamic profiles and Egs. (14), (17), and (18), we

the parameters, Fr, Ly, andV, to be used in Eq. (8) by estimate the relevant hydrodynamic parameterd.2,Ly =

substituting ORCHID density and pressure profiles into 0.22 um, V, = 2.0 um/ns,Fr = 0.12, andg = 144 um/ng.

Egs. (14), (17), and (18) and fifkd = 0.043,L5 = 0.24um,  Substituting such parameters into the asymptotic formula

V,=0.66um/ns,v=0.96, and)=43um/n<. In Fig. 73.30, the  [Eq. (8)] yields the theoretical growth ratg& (15 um) =

growth rates obtained usif@RCHID (dots) are compared 4.9 ns!andyt" (30um)=4.06 ns?, reproducing the simula-

with Eqg. (8) (solid line), Takabe’s (dot—dashed line), andion results.

1oy atl o e ORCHID -
L — il N E
0.8/ ? ol
g o Tt
o 067 o
2 o E
= 04 2
i o
0.2f
ool b1 :
0.0 0.1 0.2 0.3 0.4 0 10 20 30 40 50
TC4540 kVa/ Vkg TC4541 Wavelengthim)
Figure 73.30
Figure 73.29 Unstable spectrum calculated using the analytic formula (8) (solid line)

Normalized growth rate| y/VTg versus normalized wave number compared with the numerical results (dots) of 2-D hydrodd&&EHID,
H\fkvf/ggcalculated using the Takabe’s formula (dashed line) and Eq. (8T akabe’s formula (dot-dashed line) and modified Takabe’s formula
(solid line) for different values of the Froude number amd2.5. (dashed line).
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Next, we simulate the evolution of(@n-wavelength sur- the value oty, Bfor differentFr andv. The solid section of the
face perturbation on a 2@m-thick beryllium foil irradiated by curves represents the region of optimum fit, i.e., the region
a square pulse with an intensity of 50 TWfcand 100-ps where each formula fits the data at its best. According to the
linear rise time. The steady state is reached after 1.5 ns and tladue ofFr andv, one should use the formula corresponding to
ORCHID simulation yields the mode growth raj™ =  a solid curve.
2.27 nsL. The simulated and analytic hydrodynamic profiles
match forv=0.63,Ly=0.36pum, V, = 0.73um/ns,Fr = 0.06, As an example, we consider the plastic target used in the
andg=25um/n, thus yielding the theoretical growth rgi8 ~ ORCHID simulations described in the previous section. The
=2.28 nslin good agreement with the numerical simulationsvaluesFr = 0.043 and’ = 0.96 are obtained by processing the
ORCHID hydro-profiles with the procedure described in the
These tests are a clear indication that Eq. (8) can be usedEquilibrium Parameters section. Using Fig. 73.32, we deter-
determine the RT growth rates for ablation fronts with largemine the optimum fit by using with a, = 0.98 ang3, = 1.64.
small Froude numbers and short-/long-wavelength perturbationSigure 73.33 shows a plot of the unstable spectrum obtained
using Eqg. (8) (solid line) and the fitting formua (dashed
2. Fitting Formula for the Growth Rate line). The excellent agreement between the two curves indi-
Although Eq. (8) provides an accurate estimate of theates that the fitting formula represents a good approximation
ablative RT growth rates, its expression is too complicated favf Eq. (8).
practical applications. Without a doubt, a simplification of
Eq. (8) would greatly help the target designers in the choice of

the ablator material and the implementation of the RT mixing ST rrrn e
models. For this purpose, we simplify Eq. (8) using two well- T~~~ :\\\ 2.0
known fitting formulas: \\\\\ T=~ ~
09 r- S~——__ -
y1 = aq(Fr,v) kg = By (Fr,v) kv, (22) oy /
15
0.8 -
JTg v=1.0
Vo ZGZ(Fr'V)\J“‘1+kLm = B> (Fr,v)kVy,, (23)
where L, = Lo (v +1)V+1/v" is the minimum density-gradi- 6 — T —— T —
ent scale length, and tleés andf's are functions ofr andv. C i
It turns out that Eq. (22) is particularly accurate in fitting the 5F 15 4
large Froude number results, while Eq. (23) is suitable for low C ]
Froude numbers. This is not surprising as ablation fronts wit 4 =
small Froude numbers are unstable to modes with wavelengthst - 20 ]
smaller than the density-gradient scale length whose growth is 3 ' -
strongly affected by the finitel, - ]
R <—1.0 -
The calculation of the coefficients;, B; and a,, 3, is == ——/——— ]
carried out using the standard fitting procedures of the 0.01 0.1 1 10
Mathematica software packag@We define a range of inter-
est for the mode wavelength from the cuthffto about 200  T¢442 Fr
times the cutoff wavelength,,,= 200, (the parameters
andg have shown little sensitivity to the valueXf,,). The  Figure 73.31

a’s and Bs are determined by fitting the growth rateb-

Plot of coefficientsry, B1 of the fitting formula (22) versus Froude number

tained using Eq (8) with the formulas (22) and (23) over t},]éordif'ferent values of the power indexSolid line represents the regions of

the best fit of the analytical formula (8) with Eq. (22).

wavelength rangé; <A <A, 5y Figures 73.31 and 73.32 show

28
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We have determined the optimum fit for several plastic andesults indicate that the growth rate of solid-DT targets is well
solid-DT targets commonly used in direct-drive ICF experi-approximated by a Takabe-like formula
ments. Table 73.1 shows the results of the fitting procedure
dgscribed above for different laser pglses and pIas.tic target Vor = 0.94\’,‘79 —2.7 KV, (25)
thicknesses. It appears that over a wide range of thicknesses
and laser powers, the growth rate of the RT instability for
directly driven CH targets can be approximated by The RT growth rate for different ablator materials can be
determined in the same fashion by using 1-D hydro-simulations
kg to reproduce the density and pressure profiles; Egs. (14), (17),
Ycn =0.98 1Tkl —17kV,, (24)  and (18) to calculate the equilibrium parameters; and Figs.
m 73.31 and 73.32 to generate the growth-rate formulas.

where 0.6 4,,<1um. The same formula has been derived for It is very important that the 1-D hydrodynamic analytic
the aluminum-coated CH and beryllium targets. The correprofiles be carefully matched with the simulation results when
sponding time-averaged values &, v, Ly, g, andV, are  determining the relevant equilibrium parameters. Even though
shown in Tables 73.111 and 73.1V, respectively. The growth ratéhe analytic theory yields satisfactory results for DT, CH, and
for cryogenic DT targets is better represented by thyg ind ~ Be targets, it might fail to reproduce the profiles of other
Table 73.11 shows the optimum fit for different flat targets materials. For instance, the hydrodynamic profiles of plastic
driven by a 1-ns linear ramp followed by a flat-top pulse. Thestargets with highZ dopants are not well reproduced by the
single temperature model, and Eq. (8) cannot be applied to
determine the RT growth rate. The study of the RT instability
in such targets is currently under investigation.

1.1 T IIIIIII| T IIIIIII| T T T TTTTT

v =0.7

1.0F1.0 m An interesting result of the analytic theory concerns those
1. /// equilibria withv = 1 andFr > 2. Figure 73.31 shows that
— Rod . o . .
a, 09l 2.0 —~—— =T decreases dramatically with increasing Froude numbers. This
' < =T result is not surprising as the same conclusion can be reached
\
\
B \

using the results of the self-consistent stability analysis of

0.8 . n Ref. 9 reported in Eq. (5). The growth-rate formula (5) yields
\ zero growth rate for equilibria with=1 andFr > 2 when the
0.7 1 1 1 1 111 II 1 1 1 1 11 II\ 1 1 11 1111
4 I I I I I I
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Figure 73.32 Figure 73.33

Plot of coefficientsag, B2 of the fitting formula (23) versus Froude number Unstable spectrum of the target described inggeilibrium Parameters
for different values of the power indexSolid line represents the regions of section calculated using the analytic formula (8) (solid line) and the fitting
the best fit of the analytical formula (8) with Eq. (23). formula (23) (dashed line).
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Table 73.111: Betargets.

Th I (Fr) | (v) (Lo) (Lm) (Va) (g) Growth Rate

(um) | (TWicm?) (um) (um) (um/ns) | (um/ins2) [fit of Eq. (8)]

16 50 005 | 0.7 | 02 0.6 0.6 40 100 —9 17Ky,
V1+kLy,

16 100 006 | 0.7 0.2 0.6 0.8 60 0.99 | kg -1.7 KV,
V1+kLpy

32 100 006 | 06 0.4 1.2 0.8 28 1.00 J“& -17 kv,
V1+kLpy

o | kg

16 240 0.10 | 08 0.1 0.4 11 28 0.95 | -1.7 kV,

V1+kLp

*Linear-rise laser pulse

Table 73.1V: CH targets with aluminum coating.

Th | (Fry | vy | (Lo) (Lm) (Va) (9) Growth Rate
(um) (TW/cm?) (um) (um) (um/ns) | (um/ins2) [fit of Eq. (8)]
20+0.5 100 0.07 0.9 0.7 2.6 1.9 72 0.97 kg 1.7 KV,
1+kLp,
20+1.0 100 0.08 0.7 16 5.0 2.8 63 0.98 kg -1.7 KV,
V1+kLlpy

second term in the square roem%kzvavb_o_ (caused by rate formula of Goncharost al (Ref. 11). The accuracy of
overpressure of the blowoff region with respect to the overdenseich a procedure has been tested by comparing the analytic
region) is larger than the instability-drive teswkg for any  growth rates for a plastic target with the ones obtained using
wave number. This result has also been confirmed by solvingvo-dimensional simulations. This theory suggests that Takabe’s
the system (2)—(4) of Ref. 9 using an initial value code and i®rmula represents a good approximation of the growth rates
also in agreement with the numerical results of Kull (sedor only relatively large Froude numbers (0.FK< 5) and

Ref. 6). In addition, the numerical results seem to indicate tha&lectronic heat conductiom & 2.5) but fails for small Froude
such a stabilization occurs for any< 1. In conclusion, numbers and radiative materials. The complicated asymptotic
hydrodynamic profiles witlv< 1 andFr > 2 are RT stable for formula of Ref. 11, which is valid for arbitrary Froude num-

all wavelengths. bers, has been simplified by using simple fits over a wide range
of Froude numbers and power indices for thermal conduction.
Conclusions In addition, simple growth-rate formulas for solid DT, plastic

The growth rate of the ablative Rayleigh—Taylor instability(CH), and beryllium targets have been derived. Even though
is calculated using the analytic theory of Gonchazbal the analytic theory yields satisfactory results for DT, CH, and
(Ref. 11) and the output of one-dimensional simulations oBe targets, it might not be adequate for other materials such as
laser-accelerated targets. The simulated density and pressuatdorinated plastic. The hydrodynamic profiles of plastic tar-
profiles are used to determine the equilibrium paraméters gets with highZ dopants are not well reproduced by the single
Va4, 0, v, andLg via a newly developed fitting procedure. Thosetemperature model and Eq. (8) cannot be applied to determine
parameters are then substituted into the self-consistent growtifte RT growth rate.
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Three-Dimensional Analysis of the Power Transfer
Between Crossed Laser Beams

The indirect-drive approach to inertial confinement fusion
involves laser beams that overlap as they enter the hohlraum.
Because a power transfer between the beams affects the implo- 1
sion symmetry adversely, it is important to understand the
mechanisms that make such a power transfer possible.

The power transfer between crossed laser beams made
possible by an ion-acoustic (sound) wave (grating) has been 2
studied theoreticalkr® and experimentall§.” Previously*
we made a two-dimensional analysis of the power transfer
between beams with top-hat intensity profiles in a homoge-F82
neous plasma. In this article we extend our previous analysis to

include three dimensions and arbitrary intensity profiles. ~ Figure 73.34 _ o
Geometry of the interaction of crossed laser beams. The characteristic

. . L N . coordinatex andy measure distance in the propagation directions of beams
The interaction geometry is illustrated in Fig. 73.34. Notice; 4 » respectively.

that the beam axes intersect at the origin. It was shown in
Ref. 4 that the steady-state interaction of the beams is governed

by whereg is the frequency of beajny; is the group speed of
beanj, w=w;—w, is the difference between the beam frequen-
Oy A = (ial - /31)|A2|2Ala cies, z.indws = cs|k1 - k2.| andvs.are the sound freguency and
_ ) (1) damping rate, respectively. Slnbs| << w4y, the differences
dyho =(iaz+ B)|A|" A, betweernw; andw,, andv, andv,, can be neglected in Egs. (2).

Henceforth, the subscripts on the nonlinear coefficients will be
where the characteristic variabbeandy measure distance in  omitted. These coefficients characterize the way in which the
the propagation directions of beams 1 and 2, respectively. Tlyggating responds to the low-frequency ponderomotive force.
beam amplitude?; = (uj /cs)(me/r‘ni)]/2 is the quiver veloc- Apart from a factor of|AL|2, at resonancg is the spatial
ity of electrons in the high-frequency electric field of bgam growth rate of stimulated Brillouin scattering (SBS) in the
divided by a speed that is of the order of the electron thermatrong-damping limit.
speed. The nonlinear coefficients )

It follows from Egs. (1) that the beam intensitigs= |AJ- |
satisfy the equations

202( 2 — 092
wews(ws a))

aj = , Oy ly ==2B5l1,  dylo =2B415. 3)
i ijvj%wsz—wz)2+4vszw2§ xl1==2B151; vlo =2P141,
) The boundary conditions are
WEWV W
Bj = 2 0 li(=.%.2) = 9i(y.2),  la(x—0,2)=3p(x.2), ()
wjVi gwg—wz) +4v§c02E

whereJ;(y,2 andJ,(x,2 are the upstream intensity profiles of
the beams.
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It follows from Egs. (3) that the beam evolution in anyEquation (10) and the relations = P, and 1, =

characteristic plane, labeled by the associated valagisf J; exp(-20P,) are consistent with solutions (9).

independent of the beam evolution in the neighboring planes.

Consequently, the method used in Ref. 4 to analyze the two- It follows from Egs. (7) and (10) that

dimensional interaction of the beam applies, with minor modi-

fications, to the three-dimensional interaction considered herein. ~ P>(X, Y, 2) = Po(X,—,2) = B(-,y,2) - B(x,y,2), (11)

This method was used by several autfidi&to study the

interaction of two pulses in one spatial dimension and time.which reflects the fact that the power gained by beam 2 must

equal the power lost by beam 1. The power transfer for each

It is convenient to define slice, T(2) = Py(c0,00,2) — Py(c0,~,2), is given by

Fi(x,y,z):ffm l1(x,y',2)dy’, 2,8T:Iog{exp(—wz)+exp(W1)[l—eXD(—W2)]}, (12)

5
Po(x.y.2) = 7, 1o(X,y,2)dx". ©
where wy(2) =n(e,2) and wy(2) = &(w,2) are the normal-
PhysicallyP4(x,%,2) is the power per unit height in the slice of ized beam widths.
beam 1 that is a distaneefrom the center the interaction
region, andP,(e,y,z) is the power per unit heightin the slice of ~ Whena # 0, the interaction of beams 1 and 2 causes their
beam 2 that is a distangdrom the center of the interaction phases to be shifted lgy andg,, respectively. By modifying
region. By combining Egs. (3) and (5), one can show that the analysis of Ref. 4, one can show that the downstream phase
shifts

0B = J[1- exp(2R)]. © A =aR(wy2). px)=aR(x=2). (13

It follows from Eq. (6) that According to the laws of geometric optics, the beams are
deflected in the direction of increasing phase shift.

2P == Iog{l— exp(—f)[l— exp(—n)]} ' O Equations (9), (12), and (13) are valid for arbitrary upstream
intensity profiles. In the following examples we consider three
where the distance variables different profiles: The first profilel (u,v) = exp(—u2 - v2), is
Gaussian, as illustrated in Fig. 73.35(a). The second profile,
I(u,v) = exp(—u2 - v2)cosz(nu) cos?(mv), has hot spots with
a central maximum, as illustrated in Fig. 73.35(b). The third
profile, I(u,v)= exp(—u2 —vz)sinz(nu)sinz(nv), has hot
It follows from Eq. (7), and the relatiorly = 4P, and  spots with a central minimum, as illustrated in Fig. 73.35(c). In

E=2B[7, J(x.2)dx', n=2Bf" Y(y.2)dy. (8)

[, =3, exp(2BP,), that Figs. 73.36—73.41 all intensities are normalizel tbe peak
upstream intensity of a Gaussian beam; all distances are
. Jyexp(-n) normalized to 1/81, the SBS gain length; and all phase shifts
1 exp(&) -1+ exp(-n)’ are normalized tor/2.
9 . . . .
3 (f) ©) In the first example the upstream intensity profiles
ex
I, = 2 &P _ Il(y,z):exp(—yz—zz) and I5(x,2)=05 exp(—xz—zz)
exp(¢) -1+ exp(-n) are Gaussian. Contour plots of the downstream intensity pro-

files of beams 1 and 2 are displayed in Figs. 73.36(a) and
By combining Egs. (3) and (5), one can also show that 73.36(b), respectively. The downstream intensity of beam 2,
which has a maximum of 1.2, is higher than the upstream
2P, = Iog{1+exp(n)[exp(£) _1]}. (10) intensity of beam 1. Both beams are distorted by the interac-
tion. Beam 2 grows as it propagates in the posytiieection.
Consequently, more power is siphoned fromytke0 side of
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@) (b)
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P1813 u u u
Figure 73.35

Logarithmic contour plots of the upstream intensity profiles used to generate Figs. 73.36—73.41. White represents hyghlatkmnsjiresents low intensity.
(a) Gaussian profile; (b) profile with hot spots and a central maximum; (c) profile with hot spots and a central minimum.

(@) (b)

Figure 73.36

Logarithmic contour plots of the downstream

intensity profiles of (a) beam 1 and (b) beam 2
corresponding to upstream intensity profiles that
are Gaussian. White represents high intensity;
black represents low intensity. Both beams are
distorted by the interaction, and their centroids
are shifted.

Figure 73.37

Linear contour plots of the downstream phase
shifts of (a) beam 1 and (b) beam 2 correspond-
ing to upstream intensity profiles that are
Gaussian. White represents alarge positive phase
shift; gray represents a small positive phase
shift; and black represents a phase shift of zero.
Since the beams are deflected in the direction of
increasing phase shift, beam 1 is deflected in the
positivey direction and beam 2 is deflected in the
negativex direction. The upper and lower parts
of both beams are deflected toward frexis.
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beam 1 than from thg< 0 side, and the centroid of beam 1is In the second example the upstream intensity profiles
shifted in the negativiedirection. The downstream intensity of 11(y,2) = 4 exp €y2 - 22 cog (1y) cog (1) andly(x,2) =
beam 1 has off-axis maxima because the on-axis slice &f exp £x2 — %) cog (1x) co¥ (rz) produce intersecting
beam 1 drives the interaction with the corresponding slice dflaments. The factors of 4 were included to make the beam
beam 2 most strongly and is depleted most severely. Beam lgewers in this example approximately equal to the beam
depleted as it propagates in the positvelirection. The powers in the first example. Contour plots of the downstream
centroid of beam 2 is shifted in the negakidirection because intensity profiles of beams 1 and 2 are displayed in
more power can be siphoned from the undepleted parts of bedfigs. 73.38(a) and 73.38(b), respectively. The maximal inten-
1 than from the depleted parts. Contour plots of the dowrsity of beam 2 is 4.6. According to Egs. (9), the downstream
stream phase shifts of beams 1 and 2 are displayed intensities are the products of the upstream intensities and
Figs. 73.37(a) and 73.37(b), respectively. The maximal phas®nlinear transfer functions that depend on the (spatially
shift of beam 1 is 2.2. Since the beams are deflected in thetegrated) power per unit height of each slice. Thus, the
direction of increasing phase shift, beam 1 is deflected in thatensity profiles in this example evolve in a manner similar to
positivey direction and beam 2 is deflected in the negative those in the first example: The centroid of beam 1 is shifted in
direction @ > 0). The upper and lower parts of both beams aréhe negativey direction, and the centroid of beam 2 is shifted
deflected toward the axis @ > 0). in the negativex direction. In this example, however, the

(@) (b)

Figure 73.38

Logarithmic contour plots of the downstream
intensity profiles of (a) beam 1 and (b) beam 2
corresponding to upstream intensity profiles that
produce intersecting filaments. White represents
high intensity; black represents low intensity.
The beam distortions are more pronounced in
this figure than in Fig. 73.36 because the hot-
spot intensities are higher than the correspond-
ing intensities of Gaussian beams.

Figure 73.39

Linear contour plots of the downstream phase
shifts of (a) beam 1 and (b) beam 2 correspond-
ing to upstream intensity profiles that produce
intersecting filaments. White represents a large
positive phase shift; gray represents a small
positive phase shift; and black represents a phase
shift of zero. Beam 1 is deflected in the positive
y direction, and beam 2 is defected in the nega-
tive x direction. The upper and lower parts of
each row of hot spots are deflected toward the
center of the row.
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distortions are more pronounced because some slices containin the third example the upstream intensity profiles
twice the power per unit height of the corresponding slices ify(y,2) = 4 exp €y? - 72) co€ (1y) co (12) andl,(y,X) =

the first example. Contour plots of the downstream phase shifisexp €x2 — 72) sir? (7x) sir? (1) produce nonintersecting

of beams 1 and 2 are displayed in Figs. 73.39(a) and 73.39(lfiijaments. Contour plots of the downstream intensity profiles
respectively. The maximal phase shift of beam 1 is 5.1. Beaof beams 1 and 2 are displayed in Figs. 73.40(a) and 73.40(b),
lis deflected in the positiyadirection, and beam 2 is deflected respectively. The maximal intensity of beam 2 is 2.6. The
in the negativex direction @ > 0). The upper and lower parts distortions of the intensity profiles in this example are similar
of each row of hot spots are deflected toward the center of thie those in the first and second examples. They are less
row (a > 0). pronounced, however, because the upstream intensity profiles

(b)

Figure 73.40

Logarithmic contour plots of the downstream
intensity profiles of (a) beam 1 and (b) beam 2
corresponding to upstream intensity profiles that
produce nonintersecting filaments. White repre-
sents high intensity; black represents low inten-
sity. The beam distortions are less pronounced in
this figure than in Fig. 73.36 because the beam
filaments do not interact strongly.

Figure 73.41
Linear contour plots of the downstream phase shifts of (a) beam 1 and (b) beam 2 corresponding to upstream intensktgtpraddlesé nonintersecting
filaments. White represents a large positive phase shift; gray represents a small positive phase shift; and black rphessestsfaof zero. The beam

deflections associated with this figure are less important than those associated with Fig. 73.39 because the regidresefsaiffape aligned with the regions
of low intensity.
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produce filaments that do not interact strongly. Contour plotREFERENCES

of the downstream phase shifts of beams 1 and 2 are displayeq
in Figs. 73.41(a) and 73.41(b), respectively. The maximal
phase shift of beam 1is 2.1. According to Egs. (13), each bean®.
acquires a phase shift that reflects the intensity profile of the
other beam. The regions of large phase shift, however, are”
aligned with the regions of low intensity, and beam deflec- 4.
tions are less important in this example than in the first and
second examples.

In summary, we made a three-dimensional analysis of the
power transfer between crossed laser beams with arbitraryS'
upstream intensity profiles. We derived simple formulas for the
downstream intensity profiles [Eqgs. (9)], the power transfer 6.
[Eq. (12)], and the downstream phase shifts that depend on the
power transfer [Egs. (13)]. The power transfer shifts the beam
centroids, and the phase shifts alter the beam directions and
focal lengths. For beams with hot spots in their upstream 8
intensity profiles, the power transfer depends sensitively on o
whether the associated filaments intersect.

10.
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Characterization of Freestanding Polymer Films for Application
iIn 351-nm, High-Peak-Power Laser Systems

A major roadblock to rapid progress in laser fusion is the With these demands in mind, we recently set out to test the
enormous price of the necessary experimental facilities. Curtility of thin polymer membranes (pellicles) in high-peak-
rently under planning or nearing construction are 40-cm-cleapower, UV lasers. Scale-up of such membranes, and their
aperture (per beam line), 200-or-more-channel, glass-laspreparation under ultraclean conditions, has been spurred by
systems that will each cost in excess of U.S2%1@ursuitof  advances in UV lithograpRyof both semiconductor wafers
laser-fusion researchA sizable portion of this price bears and liquid crystal displays. The specific aim in these applica-
witness to the costs of optical materials and of the precisiotions is to prevent particulate from falling onto, or settling on,
manufacturing methods for treating these materials at apertutiee lithographic photomasks. As these primary applications
scales that, up to now, were the domain of astronomers. Thetell for excellent material homogeneity and low UV-absorp-
is strong incentive for developing lower-cost, high-throughpution loss in pellicles, key prerequisites for successful pellicle
manufacturing technology and materials engineering, yieldingse on high-peak-power UV lasers seemed already met. In this
devices that meet all the performance challenges typicallgrticle, we will present an account of initial tests of such
demanded by such lasers. pellicles under 351-nm irradiation conditions significantly
higher in fluence than in normal, photolithographic use.
One key constraint to limiting laser-system cost by aperture
downscaling is the so-callddser-damage threshafd The In the following sections, the foil materials will be defined,
higher the damage threshold for given system-operating cothe test procedures explained, and test results presented.
ditions (wavelength, pulse length, etc.), the more photons per
cm?and seconds may be passed through a given device withdsample Characterization
incurring permanent performance penalties. In the asymptotic During this screening samples from three verfdasre
limit of an infinite laser-damage threshold, one could buildsorted according to whether or not they were offerettfoe
infinitely powerful lasers having very affordable, small aper-lithography, i.e., transmittance tuned for a maximum at 365 nm
tures. Short of this elusive condition, however, the quest faand prepared from a polymer with 280-nm cutoff (cellulose
higher thresholds is both a material-design and device-pralerivative), or for 248-nm, deep-UV lithography. In the follow-
cessing imperative. It must be kept in mind, though, that anyng, we will sidestep reporting on cellulose derivatives since
enhanced laser-damage threshold is useful only if no othénese foils are, in the current context, not noteworthy. They do
optical performance parameters are sacrificed in the procedid use, however, in optical-fuse (i.e., “must fail”), power-
limiting applications where defined or downward-adjustable
Among such parameters avavefront qualityabsence of, laser-damage thresholds are a key performance requirement.
or at least control ofpirefringence and long-term environ-
mental and photolytic stability of the material. The latter Vendors offer two pellicle options: bare, single-layer foils
assuages the need for reworking, replacing, or swapping der multilayer combinations with antireflective properties. In
vices frequently and thus affects theratingcosts of large-  either implementation, pellicles are thin enough to act as both
clear-aperture lasers. The former two parameters are essenbatically self-referencing etalons and freestanding samples in
to transporting beams both with minimum static phase-fronfourier-transform IR spectroscopy. As will be shown here, the
error and without polarization error. Both are pivotal to effi-latter method is a simple and effective analysis tool for speci-
cient higher-harmonic frequency conversion and to goodying the chemical similarities and differences in the samples
focusability of beams onto the fusion targets. from various vendors.
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For these tests, vendors were not required to supply samplegerlapping peaks between 1200 and 1400'coharacteris-
of a prescribed thicknessbut only of a thicknesgypically tic for condensed system carbon—fluorieibrations?® This
supplied for lithography applicationBata, including those in  permits identification of the materials as highly fluorinated
Fig. 73.42, are therefore results from slightly different-thick-(perfluorinated homo- or copolymers. A widely known ex-
ness films (between 0/@m and 2.9um). ample of such a compound is tetrafluoroethylene.

Figure 73.42 shows an overlay of three samples’ IR absorp- After expanding the “fingerprint region” (see Fig. 73.43),
tion over the 4000 ci to 400 cm? spectral range. From the subtle differences between samples become noticeable. Trans-
general features it becomes immediately apparent that therensttance dips at 1030 cthand 980 cmt in sample 2 (through-
prominent overlap among the samples, i.e., largely similaoutthis article, samples will be simply identified with numerals
addition polymers are used by the various suppliers. Allsamplds 2, and 3 corresponding to sources in Ref. 4) and absent in
show a weak “waviness” in their spectra—a manifestation ofample 1 can be assigned to,©EO vibrations found in
the samples’ etalon effect in this wavelength range. Note thgerfluorinated 1,3-dioxolanésThis sample thus belongs to
absence of any signal in the 2800-érarea, the characteristic the group of copolymers of perfluorinated dioxolane and
band for alkyl signatures, as well as the absence of signtdtrafluoroethylene. For certain weight ratios between the two
around 3200 ci? for alkenes. There are, instead, strongmembers, this copolymer remains amorphous over a wide
temperature range and becomes solvent-processable—an im-
portant advantage for manufacturing low-scatter-loss, low-

11 il ' birefringence optical films.
0.9 E It must be mentioned here that fluoropolymers are not the
. only deep-UV lithography materials. As early as 1985, a U.S.
S patent granted to Dulgt al® disclosed a polymethylmeth-
8 o7k | acrylate pellicle for deep-UV lithography. We did not prepare
g
5
g 0.5 7 Figure 73.42
= Infrared transmittance spectra (400érto 4000 cml) of the three sample types
used in these measurements show the absence of alkyl and alkene characteristics
0.3} - (2900 cntl to 3200 cml), while displaying strong carbon—fluorine vibrations.
0.1 l l l l l
4000 3400 2800 2200 1600 1000 400
G4143 Wavelength (crmf)
1.1
s 0.9
1) Figure 73.43
g 07 The “fingerprint” region (400 crm to 1900 cm?) of
g the spectrum in Fig. 73.42. The fluorodioxolane sig-
% 0.5 natures at 1030 crh and 980 cm! are absent in
% sample 1 and highlighted in sample 2.
= 03F Samplel | [ T Sample 2 |
Ol L | L | L I | I | I
1600 1200 800 4001600 1200 800 400
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or obtain a pellicle from this material for comparison purposesDMEGA laser), is monitored by a calorimeter pair that samples
however, the issue of acrylates in high-peak-power laser ugke ratio of incident to transmitted pulse energy. To save time,
will be revisited during the discussion of current results.  a 5-s pulse repetition period is chosen. As a consequence, the
unequal decay times of the two calorimeters introduce a
Test Procedures constant bias that is measured under “sample absent” condi-
1. Damage-Threshold Measurements tions over several hundred shots. Its slope is subsequently
A 7-s-repetition-rate, frequency-tripled Nd:glass laser in &ompared with that obtained under “sample in” conditions.
standard laboratory environment is used for laser-damageny observablslopedifferences are manifestations of sample
testing. Its pulse length is 0.5 ns at the third harmonic, prghotolysis effects.
duced by Fourier-transform spectral narrowing through
intracavity etalons, and the UV interaction spot size at the This qualitative procedure is preferred over spectrophoto-
pellicle surface is 60@m, produced by a 2-m-focal-length, metric measurements that offer quantitative results because of
fused-silicalens. The pulse length is sporadically monitored bthe small irradiation spot size (see previous section) and the
a combination of a vacuum photodi8dmnd a 6-Ghz oscillo- associated registration accuracies involved in moving samples
scopel® Each sample site is imaged under A Hark-field  from one instrument to another. Even after registration issues
microscopy both before and after laser irradiation. Any permaare resolved, the task becomes one of microspectrophotom-
nent, observable sample change is identified as damage. etry, i.e, special effort has to be made to probe only the prior
irradiated sample area if measurement sensitivity is to be
At each irradiation instance, a digital record of the fluencéept acceptable.
distribution in a sample-equivalent plane is used to calculate
the maximum shot fluence on target. Two irradiation modes ar® Birefringence
practiced: 1-on-1 and-on-1. Samples are first tested in 1-on-  Sample birefringence was evaluated by two methods: (1) a
1 mode and subsequentlyNron-1 mode. Mounted on araster facile, low-contrast, visual check across the entire aperture
stage, random sample sites are moved into the irradiatidretween crossed sheet polarizers (100:1 contrast), and (2) a
position and irradiated by either one exposure (1-on-1 mod&pot-by-spot measurement using a laser ellipsometer at
or a sequence of increasingly intense pul$ésr(-1). The 1053 nm. In this instrument, the sensitivity limit is 1/40 of a
purpose of 1-on-1irradiation lies in findingarerage damage wave retardance averaged across a 0.8-mm spot size.
thresholdaveraged over a statistical number of sample sites.
Backing off from this single-exposure average value by about. Interferometry in Transmission
a factor of 2, one may in subsequéhbn-1 testing start a A commercial interferometéf atA = 633 nm was used to
fluence sequence at ealdbon-1 site that ramps up until the measuréransmissiowavefront errors in a double-pass mode.
damage fluence for each specific site has been found. Agairhe interferometer is housed in a vibration-isolated, tempera-
this is carried out over a statistical number of siésn-1  ture- and air-draft—controlled enclosure.
testing offers the momealisticthreshold values as it simulates
multishot, in-system-use conditions and accounts for variouResults
material-hardening effects known from the literattre. Even a decade ago, serious attempts at strengthening the
laser-damage threshold of polym&rpointed out the critical
In the case of 1-on-1 measurements, the average threshahportance of removing trace impurities from the (polyacrylic)
value is the mean between thighest nondamaging fluence polymer matrix. With the absorbance criterion having been
and thdowest damaging fluencwith the error derived from made more rigorous since then by lithography demands, mate-
summing over all data points within the interval bracketed byials and processes for pellicles in 248-nm KrF excimer-laser

these two fluences. lithography undergo strict optical-loss contédipth in terms
of particulate as well as dissolved absorbers. Itis thus not fully
2. Photolysis Characterization unexpected that we are able to report here the highest, 351-nm-

Long-term photolytic stability, i.e., change in sample absorfaser-damage thresholds in our records covering tests on inor-
bance in response to a large number of irradiations (1000) lganic and organic optical materials for more than 15 years. The
below-average-damage-threshold fluen@esninally 3 J/crf, results are summarized in Fig. 73.44.

i.e., the maximum 351-nm system-design fluence on the
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In Fig. 73.44, 1-on-1 anl-on-1 thresholds for the three task to distinguish the electrostatically adhering particulates
vendors’ foils are displayed. Although there is considerablérom “genuine damage” scatter sites. The threshold for vendor
variation among the thresholds for pellicles from different3 at 69 J/criis an average over two sites on two films, both
vendors, even the lowest reported threshold among them sites exhibiting a single detectable scatterer that remains un-
20 J/cn? is well above any operational 351-nm fluence on anyertain as to whether or not it attracted dust.
large-scale glass laser in use or under design to date. Regarding
these values, animportant distinction must be made. Trelie Figure 73.44 also reveals a consistent hardening in all
Proceduressection, the methodology for arriving at damage-samples upon multiple irradiation, i.e., then-1 thresholds
threshold values was described. The thresholds marked with arceed the 1-on-1 thresholds by up to 30%. While this effect is
asterisk in Fig. 73.44, i.e., those above 42 3/dmnot strictly  neither new nor unique to these samples, it must be noted that
complywith this methodology for the following reason: The the just-mentioned charging by air ionization may provide the
laser in use isinable to generate the fluences at the giverbasis for photorefractive effects in these polymers. In this
interaction spot sizenecessary to ascertain théghest instance, charge-separation time constants are critical, and the
nondamaging fluenceThresholds marked with an asterisk damage thresholds measured at the very-low repetition gov-
represent the lowest damaging fluence obtainable from owrning the curreni-on-1 measurements, i.e., the sample is
laser at this spot sifer this given materialln this regard, the investigated afteeachexposure, are expected to be different
perfluorinated pellicles are unique among the 1780 sampldsom those that one would obtain undhégh-repetition-rate
damage tested at this facility to date. They may also be unigeenditions. Such tests are still to be carried out.
at still shorter wavelengti$.

For comparison, 351-nm bulk damage fluences for KDP

An additional challenge in determining these extraordinarf{potassium dihydrogen phosphate) frequency-conversion
ily high thresholds derives from the interaction of the lasecrystals, as acquired for the OMEGA laser during the last
beam with air: at the stated fluences, particulates in air may gftte years, are lower by factors of 3 to 5 (with current
ionized near the sample surface and, pellicles being excelleatystal-growth technology, the canonical number is 103/cm
dielectrics, locally charge the polymer. It becomes a dauntin@ 351 nm, 1 ns). Three factors seem responsible for this
remarkable superiority in damage-threshold values: (1) There
is the already-mentioned attention to purity in starting materi-
y als and cleanliness in membrane processing. (2) More impor-
Vendor I( ) tantly, these pellicles intrinsically do not have to suffer the

(3) violent intrusions by grinding and polishing, typical for con-
ventional optical elements, in order to achieve the transmis-
sion-wavefront uniformity reported below. (3) Being
. freestanding, frame-supported films, they expose very little
( )I bulk to the transiting laser pulse. Since thermodynamics re-
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pure materials, this last property may be the pellicles’ greatest
asset in laser applications.

Fluence (J/ci @ 0.5 ns

N
o
T
—

. These advantages are further illustrated by data in
Table 73.V, where 351-nm damage-threshold values are listed
for a 240-nm-thick, inorganic, SjOfilm simultaneously
vacuum-deposited on three different substrates and damage
tested concurrently with the pellicles, i.e., under similar irra-
diation conditions. (The film stoichiometry is identified with
Figure 73.44 only x here since no effort was made to accurately ascertain its
1-on-1 (light gray) andll-on-1 (dark gray) average damage thresholds for thevalue. We believe that = 2.) This comparison shows how
three sample types identified as (1), (2), and (3) and tested at 351 nm (0.5%evere a price is paid for grinding and polishing: the damage
pulse Iength).‘Dif'ferent sample types were received from different vendors reshold for the same film drops by an order of magnitude,
For the meaning of the asterisks, consult the text. . - - .
depending on whether it is deposited on a conventionally

N
o
T

G4147
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Table73.V: Comparison of 351-nm, 0.5-ns laser-damage data exist, but are not shown here, for all vendors’ pellicles. In
thresholds in J/em? for a 240-nm-thick SO, film quantitative terms (ellipsometry), no pellicle, including those
concurrently vacuum deposited on three select it clear apertures as large as 30 cm, offered a single site in
surfaces: conventionally polished and cleaned fused . s . .

which the local birefringence exceeded the instrument sensi-

silica,1° freshly cleaved fused silica,1® and freshly . . o
cleaved float giass. tivity (A/40 @ 1053 nm). Moreover, by applying uniaxial stress

to square-frame—mounted pellicles of 0.9-mm thickness, even
Substrate Material Damage threshold (Jcm?) at stresses that visibly (unaided eye) distorted the frame,
and Surface Condition 1-on-1 N-on-1 induced film birefringence remained below instrument sensi-
Polished fused silica 6.9+0.3 97+1.1 tivity. In accordance with vendor specificatiolishe stress-
- optic coefficient for perfluorinated-pellicle materials lies within
Cleaved fused slica 228+25 34.6+20 10% of that of the widely used stress-modeling material
Cleaved float glass 27.7+13 24.5+2.0 polymethacrylate. Owing to their short pathlength, however,

pellicle films, even if nonuniformly stressed by, for instance,
mounting or temperature biases, respond with retardance ex-
prepared and cleaned fused sitaurface or on a freshly cursions tolerable in most high-peak-power laser systems.
cleaved, otherwise untreated surface of either fused silica or
inexpensive float glass. A lift-off technology, as is applied to Long-term photolytic stability, as measured by energy
the preparation of pellicles, can avoid this downside of converratiometry, shows no measurable increase in absorptance in
tional manufacturing. perfluorinated foils after 1000 exposures at nominally 3-3/cm
fluences per given site. The data shown in Fig. 73.46 represent
As the sample films are homogenous, single-material layerten-shot average values per data point for two cases: solid
the E-field distributions of the transiting laser pulse inside thecircles are data for beams passed through samples; open circles
polymer are expected tmt exceedhe corresponding magni- for “no-sample” conditions. The horizontal axis marks a cumu-
tudesin vacuo No E-field enhancementeeds to be considered lative number of shots. The offset between the two similarly
in determining laser-damage thresholds for these films. sloped curves corresponds to the Fresnel insertion loss for this
particular sample (16%, includes etalon reflectance and ab-
Next, we address samfiligefringenceaesults. Figure 73.45 sorption). The slope itself is a result of unequal amounts of
shows a side-by-side comparison of parallel polarizers anenergy being deposited in each calorimeter at a repetition rate
crossed polarizers. Also included in the images is an extrudeshorter than the thermal decay time of the calorimeter(s).
5-um-thick Mylar® foil16 whose intrinsic birefringence pat- Since any long-term increase (or decrease) in sample absor-
tern in the two cases offers an instructive reference. Simildrance would have to manifest itself icl@ngein this slope,

Parallel Polarizers Nearly Crossed Polarizers

W

Figure 73.45

Comparison of birefringence between a 5-cm-
clear-aperture, perfluorinated pellicle and an ex-
truded, 5pm-thick Mylar® foil placed between
(a) parallel and (b) nearly crossed polarizers. Note
the extensive stress birefringence imparted onto
the Mylaf® foil by the manufacturing process.

5-um MylarC] foil

for comparison
G4145
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than can be measured with current state-of-the-art interferom-
eters. This was independently verified by spectrophotometric
scans at select sites across the pellicle aperture (afi at 0
incidence). The objective in this test was to discern site-
dependent wavelength peak shifts in the etalon spectral peaks
in response to path-length differences. Again, within instru-
ment resolution, only null results were obtained. As one would
expect, such pellicles “ring” under all realistic mounting con-
ditions—interferometry irreflectionis a fruitless exercise,
even if the sample film is mounted on a lapped frame that, by
itself, is interferometrically flat.

System-Integration Considerations
From a systems-integration viewpoint, these perfluorinated

Calorimetric ratios of incident over transmitted energy (each data point is films offer advantages but also a few drawbacks. Although
ten-shot average) as a function of accumulated exposure. Nominal fluenchéghly elastic, the membranes are only a few microns thick
on each shot were 3 J/8nFull circles: sample in the beam; open circles: and, accordingly, vulnerable to mechanical attack. Rapidly

sample out.

changing air-pressure differentials across the membranes, or
directed air bursts typical of procedures for dust removal from

the good agreement among slopes in Fig. 73.46 is taken aptical surfaces, may cause membrane rupture. Another chal-
evidence for sufficient absence of such a cumulative absolenge is the still-limited clear-aperture size available commer-
bance increase. For a much smaller number of exposures mmeally. The laser systems mentioned at the outset are designed
site, this is further corroborated by the distinction betweeifor near-40-cm clear aperture: to date no perfluorinated pel-
1-on-1 and\-on-1 thresholds depicted in Fig. 73.44. If therelicle measuringlO cm in every directiohas been made. The
was substantial photolytic activity presentin these samples, t@gest pellicles available to this laboratory are 3xeth cm
evidenced “hardening” trend among all three sample typeand 30 cm in diameter (circular).

would be reversed.

Owing to the “drumhead” vibrations, pellicles are not

We note here in passing that this absence of photolytisuitable for image-qualityeflective applications. If the re-
processes distinguishes the perfluorinated foils from celluguirement, however, is simply one of getting photon energy
lose-derivative ones, which, owing to such “photorefractive’into a certain direction, such as toward spatially integrating
response, give rise to interesting nonlinear scattering phenordetectors or sensors, this drawback will be irrelevant.
enal®We note further that future large-scale laser systems are

designed for >3-J/cfrmaximum 351-nm fluence. Long-term
photolytic stability in the 10- to 20-J/@fluence range still

remains to be tested.

Another challenge is posed by thery low surface energy
of perfluorinated polymers (well-known “Tefl8neffect”).
There is not great latitude in choosing materials for multilayer
designs, as poor wettability of perfluorinated surfaces makes

We also note that within the limited laser-output-power/uniform spin deposition of other materials nearly impossible.
spot-size phase space of our setup, i.e., a limited-range inten-
sity gainlength test, a special effort to detect transverse stimSummary
lated Brillouin scattering yielded onlpull resultsin
perfluorinated samples.

Interferometric tests ofhickness uniformity(wavefront

The advantages of freestanding polymer film pellicles,
apparent from the foregoing discussion, are rapid fabrication
(spin on, lift off, mount on frame), robustness against 351-nm
laser damage, photolytic stability, chemical inertness, amor-

uniformity) pose a genuine challenge: the phase error meghous structure, excellent transmitted-wavefront uniformity,
sured between two consecutivempty-cavityscans taken and absence of birefringence. The best pellicles tested to date

10 min aparts larger thanthe phase error detectablieer the

show UV damage thresholds up to five times higher than the

pellicle is insertedThis result is true for pellicles up to 40 cm frequency-conversion crystals (KDP) required for converting
long (longest dimension). Thus, pellicle uniformity is betterglass-laser output to the UV.
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Subsurface Damage in Microgrinding Optical Glasses

In cold processing of optical glasses by microgrindifghe More recently, Edwards and Hedtudied the relation of

resulting brittle-material-removal rate induces a cracke®SD to SR under bound-diamond-abrasive conditions (53 to

layer near the glass surface, referred to as subsurface dam#&&g/m and 180 to 25Qm in size) and found that for the three

(SSD). [Editor's note: The acronym for subsurface damagglasses studied (borosilicate crown BK7, zerodur, and fused

(SSD) used in this article should not be confused with its morsilica) the average SSD was 6143 times the peak-to-valley

common use as an acronym for smoothing by spectral dispesurface roughness (measured by a profilometer). The factor of

sion.] In addition, there is a corresponding surface micro6.4 was arrived at by dividing SSD by SR for each glass. This

roughness (SR), often found to increase in proportion to SSproportionality factor becomes identical to that of Aleinikov

as originally observed by PrestdBSD is a statistical measure when all three materials tested by Edwards and®Hed

and not necessarily equal to the flaw depth that may contrtdeated together (see Fig. 73.48). Similar observations have

mechanical strength of the brittle surface. been reported for deterministic microgrinding of optical glasses
with bound-abrasive-diamond tools of smaller size (2ttm#

Direct measurement of SSD is tedious: The dimple methogsee Lambropoulost al?).

is often use®® as well as wafering methods. Aleinikov

showed that SSD induced by lapping of glasses and other In addition to correlating SSD with SR, it is possible also

brittle ceramics (with hardness changing 30-fold, fracturdo correlate SSD for brittle materials with the materials’ me-

toughness 6-fold, and Young’s modulus 20-fold) wag®® chanical properties. ZhaH§used metal bond wheels with

times SR for SiC abrasives (100 to &), thus indicating bound diamond abrasives (40 to 2@ in size) to grind

that SSD may be estimated from SR. Aleinikov also foundstructural ceramics under fixed infeed conditions and reported

that SSD increased with increasing size of microindentatioa subsurface damage depth (consisting of voids induced by

cracks (see Fig. 73.47). Thus, microindentation may be usedtioe grinding) that correlated with the ductility indég/H,/)2

evaluate propensity to damage in lapping. of these materials (see Fig. 73.49). The ductility iSdex
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Figure 73.47

SSD in lapping versus indentation crack size (0.49 N) for brittle materialskigure 73.48
based on Aleiniko®. Russian glass K8 is equivalent to Schott BK7 (Hoya Relation of SSD to SR, as measured in bound-diamond-abrasive grinding by
BSC7, Ohara S-BSL7). Edwards and He#8.
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SUBSURFACEDAMAGE IN MICROGRINDINGOPTICAL GLASSES

©

§ 50 . , . , . stant) P/(average diagondl) with the (constant) dependent

S - 230pm on the square pyramid geometry. For the same measured

S 40 - N diagonal, Knoop indentations penetrate about half as much

@ L 100pm . : . o

% into the surface as Vickers indentations; tiismore closely

gg 30 N measures near-surface hardness. Generally, Knoop hardness

32 20 '_ 40 pm_— Hy increases with Vickers hardnddg. This correlation has

e i Si.N been described in detail by Lambropoutbsl®
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= L ] Microgrinding Experiments

8 0 ! ' ! ' ! 1. Lapping: Surface Roughness (SR) versus Subsurface

0 50 100 150 Damage (SSD)
Ductility index (K/H, )2 In all the following experiments, surface roughness was

64337 (nm) measured by a white-light interferometer (NewView 100, 0.35

: x 0.26 mn%, 20x Mirau, five measurements per surface) and
plaure 7349 bsurface d by the dimple method (typically three t
Subsurface damage versus mechanical properties of structural ceram%g Sl{l’ ace damage by the dimple method (typically three to
(SSD data from Zhai§.) five dimples per surfaée).
inversely related to the brittleneld#K . originally introduced The goal of the lapping experiment was to investigate
by Lawnet al11.12 whether surface roughness can provide information about

subsurface damage. Loose-abrasive lapping experiments were

In our notationH denotes hardness, or resistance to plastiGGonducted on two glasses: the soft phosphate laser glass LHG8
irreversible deformation, measured by estimating the area ¢63% ROs, 14% BaO, 12% KO, 7% AbOs3;, 4% Nd,Oa/
an indentation impressed under IdadHardness is defined in  Nb,Og) and the harder borosilicate crown optical glass BK7
terms of either projected area or actual area of contact. Specif68.9% SiQ, 10.1% BO3, 8.8% N3O, 8.4% KO, 2.8% BaO,
cally, Hx denotes Knoop hardness, extracted from measurint? As,03, % by weight) (see Table 73.VI).
the long diagonal of a rhomboidal pyramid impression under
load P by P/(projected contact area (constant)P/(long Five separate LHG8 blocks were lapped on both sides
diagonalf, with the (constant) dependent on the rhomboidawith Al ,O5 abrasives (median size 30, 9, 5, Bn). Measured
pyramid geometryH,, denotes Vickers indentation, extracted SSD and SR, after grinding with each abrasive, are shown in
from measuring the average diagonal of a square pyramkg. 73.50.
impression under loa® by P/(actual contact area) (con-

Table 73.VI: Thermomechanical properties of optical glasses. Data for density p, glass transition temperature Tg,
coefficient thermal expansion a, Young’'s modulus E, and Poisson ratio v are from manufacturers’ glass
catalogs. Hardness H and fracture toughnessK . are from Schulman et al.16 Knoop hardness is at 1.96
N. The fracture toughness of LaK9 was estimated from that of LaK 10.

Glass P Tg a E v Hk Ke
(g/em3) (°C) (1076°Cc1 (GPa) (GPa) (MPamY/?2)
LHGS 2.83 485 12.7 50 0.26 2.3 0.43
FS-C7940 2.20 1,090 0.52 73 0.17 5.6 0.75
SF58 5.51 422 9.0 52 0.26 2.7 0.46
SF7 3.80 448 7.9 56 0.23 34 0.67
BK7 2.51 559 71 81 0.21 5.1 0.82
K7 2.53 513 8.4 69 0.21 46 0.95
KzF6 2.54 444 55 52 0.21 37 1.03
LaK9 351 650 6.3 110 0.29 5.7 (0.90)
TaFD5 4.92 670 7.9 126 0.30 7.3 1.54
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%_ 30 T T T T measured for microgrinding with all three tools, and SSD
'1%, o5l LHGS 1 (three dimples for each cut) for the 2- tqudr and 10- to

© Slope 0.9%0.06 20-m tools.

g 20 Bk7

% o 151 Slobe 0.330.02 Figure 73.51 shows the correlation between the measured
g = pe 2.5a0. p—v and rms SR for the three tools used, with each point
§ 10+ - representing one of the glasses ground and measured. Fig-
% 5| 1 ure 73.52 shows the correlation of SSD (dimple method) and
% " the p—v SR. It is seen that, as in lapping, the p—v SR may be

0 ' ' ' . used as an upper bound for the SSD for the 10- fgn2@nd
0 10 20 30 40 20 2- to 44um tools, within the uncertainty in the measurement of

Surface microroughness (p—v, NV) SSD and SR.

G4338 (um)
Figure 73.50 e~ T
Correlation of SR (p—v) with SSD for loose-abrasive lapping of optical C',_ (162]}?/()&]1'?)
glasses (AlO3 abrasives). Tn/ 10 - |

&

A similar experiment used BK7 with a wider abrasive size ég (533%2/?#%
range (median size 40, 30, 20, 9, 5, @). A single BK7 part 3 =
was first lapped by 4@ abrasives, then with 3@m abra- é . )_%
sives, and finally with 20-, 9-, 5-, 3-, andun abrasives. SSD @ I
and SR were measured at each step. Each lapping step removeg et — 2—4pum _
between 0.3 to 1 mm of material and thus removed all the 1 ’ Sl |(5 pm/min)
residual SSD from the previous abrasives used in the sequence. 0.01 0.10 1.00
Larger abrasives typically led to higher SSD and higher SR. Surface roughness (rms)

(Hm)

The correlations of the subsurface damage to the peak-to-G4339

valley surface roughness for lapped LHG8 and BK7 are show';]gure 73.51

in Fig. 73.50. For LHG8 the p—v SR is equal to the measureghrejation of p-v and rms SR under fixed infeed deterministic micro-
SSD, whereas for BK7 the p—v SR is about 3 to 5 times thginding of various optical glasses.

measured SSD. We conclude from these experiments that the

p—Vv SR measured with the white-light interferometer provides

an upper bound for the SSD measured by the dimple method.é_ 6 . . . . I
°

2. Deterministic Microgrinding: Surface Roughness (SR) o

versus Subsurface Damage (SSD) < 4+ —

A series of multicomponent optical glasses, as well as fused % € —
silical® were also ground under fixed infeed deterministic S = . -
microgrinding conditions on the Opticam SM CNC machining E 2,4 J N
platform 415 which can manufacture planar and spherical 3 | %LJ' o\ Slope = 0.340.06
surfaces, as well as asphe?édé:15Table 73.VI summarizes S T R2=0.73
some of the glass properties. " 0 : ' : ' :

0 2 4 6 8 10 12

Three metal-bonded diamond-abrasive ring tools were se- Surface microroughness (p-v)

guentially used on each surface (aqueous coolant Loh K-40, c4340 (km)

relative speed of work and tool of about 30 m/s): 70 tar80
10 to 20um, and 2 to 4um at infeed rates of 1 mm/min, Figure 73.52

50um/min, and Sum/min, respectively. Three cuts were doneSSD (dimple method) versus p—v SR (via NewView 100 white-light inter-
with each tool. After each cut, SR of the optical surface wal§rometen for fixed infeed deterministic microgrinding.
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The effect of glass mechanical properties on SSD is showspanning 1 to 4@m) and from deterministic microgrinding
in Fig. 73.53, where we have used the ductility index as th@hree sizes spanning 3 to @) with bound diamond abra-
correlating parametér.It is seen that, under fixed infeed sives, over a wide range of abrasive sizes. The infeed rates for
grinding conditions, increasing ductility produces higher SSDdeterministic microgrinding werefsm/min (2- to 4um tool),
as observed in structural ceramics (Fig. 73.49). Correlations 60 um/min (10- to 20pm tool), and 1 mm/min (70- to 80m
measured SSD with the critical depth of cut discussed bipol). For both lapping and deterministic microgrinding, larger
Bifano et all/ or the critical load for fracture initiation dis- abrasives lead to deeper SSD and higher SR. The lapping
cussed by Chianet al1819gave similar trends. results apparently become insensitive to abrasive size for
abrasives in the 1- to @m range.
The dependence of SSD on the ductility index is interpreted
by a simple model of residual tensile stressego, (parallel For a given abrasive size, deterministic microgrinding re-
to the surface), wheg@g= 0.08° andoy is glass uniaxial yield  sults in surfaces with lower subsurface damage and lower
stress ¢, = Hy/2, see Ref. 9). Thus, crack degthin the  surface microroughness (p—vorrms). Such surface features are
presence of such tensile stresses is estimated as in addition to any “figure” features extending over the whole
aperture of the ground optical surface.

Ke=0(B oy)Jmal _1o K D :
c=Q(Boy)yma a_EWUyH Conclusions

The quality of a manufactured optical surface can be char-
acterized in a variety of ways, including surface micro-
Q = 1.1 is a geometric factor accounting for the proximity ofroughnessubsurface damage, surface figure error, residual
the free surface. Typical data for, say, BK7 give a crack deptstresses induced by the grinding proc®s& the rate of
of 2.1 to 4.3um, i.e., quite comparable to the measured SSDnaterial remova#? and the rate of tool wear. In our work we
(see Fig. 73.52). have concentrated on subsurface damage and surface
microroughness and addressed the following questions:
3. Comparison of Surface Quality Induced by Lapping and
Deterministic Microgrinding How can subsurface damage in a given brittle material be
Figure 73.54 compares the surface quality of the opticatstimated from the measured surface microroughness? How
glass BK7 (commonly used in many optical designs) resultingan subsurface damage among brittle materials be correlated to
from loose-abrasive lapping with 05 abrasives (seven sizes their near-surface mechanical properties? How is the resulting

O) 3

Q_ T T T T T T T7TT | T U T T1TT1TT]

€ BK7 __.0-0 ]

@ B = o O - ’O

) ®] ’U'T 10 3

g 2r . o E E

£~ 2 o3 ]

© £ i £ >

T 3 STl 1 -

L~ ;e E

g 1r . B o ;

Y nwm i

8 i b 0.1 _

U) 0 1 | 1 | 1 | 1 | 1 1 JI T A

0 20 40 60 80 100 1 10 100
Ductility index (K/Hy)?2 G4342 Mean abrasive sizeu()
G4341 (nm
Figure 73.54

Figure 73.53 BK7 surfaces: lapping at fixed pressure (open symbols) versus deterministic
Dependence of subsurface damage SSD on glass mechanical propertiesmiarogrinding at fixed infeed with metal bonded-diamond-abrasive ring
the ductility index Ko/Hi)2. tools (solid symbols).
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surface quality affected by material removal under loose- 3.
abrasive microgrinding at fixed nominal pressure (lapping) or
by deterministic microgrinding under fixed infeed rate? 4
We have performed a series of loose-abrasive microgrinding
(lapping at fixed nominal pressure) and deterministic 5
microgrinding (at fixed infeed) experiments on various optical g
glasses. We summarize our results as follows:
7.
» Peak-to-valley surface microroughness for the optical glasses
tested (measured by the white-light interferometer, a rela-
tively easy measurement to perform) provides an upper
bound to the subsurface damage measured by the more®"
time-consuming dimple method; 9.

e Subsurface damage in optical glasses under deterministigO

microgrinding conditions with 2- to gm bound-diamond-
abrasive tools scales with the glass ductility indéxH)?

in a manner similar to that reported for fixed infeed grinding 1

of structural ceramic&® and

12.

e For a given abrasive size, deterministic microgrinding

13,
produces lower subsurface damage and lower surfacé

microroughness as compared to lapping.

14,
The issue of residual stresses induced by grinding is alscz5

important and often referred to as the Twyman effé&tl-
though we have not measured residual stresses in this work,
our previous work on optical glasdésind glass ceramit$
shows that, for comparable abrasive sizes, deterministic
microgrinding induces lower residual stresses than loose-
abrasive lapping, while maintaining a higher material-removal
rate and producing a lower surface roughness.
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Bound-Abrasive Polishers for Optical Glass

Optical finishing of glass consists of generating (grinding)e frequently checked and corrected. The polishing step is the
and polishing stages. In grinding, brittle fracture is performeadnain bottleneck to reducing finishing time in rapid prototyping.
on a workpiece using a series of two or three bound-abrasigub-aperture processing technologies using small pitch-sur-
grinding tools. These tools are composed of diamonds in faced tool$! or ion beam&13have found utility in selected
metal or resin matrix. The generating process starts with a@pplications. A newly developed process, magnetorheological
coarse (~6@um) diamond tool, and concludes with a mediumfinishing, has demonstrated the ability to rapidly and automati-
(~15um) and (optional) a fine (~@m) tool. Reliable, repeat- cally polish out flats, concave/convex spheres, or aspheres on
able, deterministic microgrinding with ring tools using Opticama magnetic fluid lap with no specialized tooliHy.
CNC machining platforms developed at the Center for Optics
Manufacturing (COM) produces spherical surfaces with rms An optics manufacturing company invests in excess of
surface microroughness of ~10 Araybsurface damage with $200K to purchase, install, and operate a CNC diamond ring
a depth of less than@m,2 and peak-to-valley (p—v) surface tool generating machine that can produaeearly finished
shape errors less than Q3 (A/2).3 On blanks to 100 mm in  glass part. There is strong economic incentive to devise ways
diameter, the process takes minutes per surface. Bound-dihat would permit the use of such a machine to complete the
mond-abrasive ring tool generating has been adopted by mafigishing process by polishing out the part, thereby eliminating
optics manufacturing companies in the U.S. as part of a mothe need for any further processing steps and machines. One
ern finishing strategy when small quantities of prototypepossible approach is to develop a bound-abrasive ring tool
lenses are required with rapid turnaround. No specializegolisher, residentin the on-board automatic tool changer, to act
tooling is required, and diamond ring tools may be obtaineds a final surface-finishing tool. The use of a bound-abrasive
from many supplier§. polisher has several potential advantages: Confinement of the
abrasive in a binder enables finishing to be performed on a
Determinism in the polishing stage of optics manufacturingCNC machine platform. Large quantities of loose abrasives
continues to be elusive. As it is traditionally employed, polishwould destroy the guideways of the machine. A bound-abra-
ing is a full-contact operation between a polishing lap, osive polisher is less likely to deform under load and changes in
polisher, and the workpiece. An aqueous abrasive slurry isemperature. Significantly less abrasive is required in the
introduced to the contact zone to hydrate the glass surface, dimdshing process, thereby reducing the cost of consumables.
removal of the softened near-surface layer is achieved Hgemoval rates can be high. Issues of concern are the physical
chemomechanical effects and plastic scratchingose-abra-  integrity of the polishing tool in use at ~1000 rpm (e.g., resis-
sive slurries are typically composed of cerium oxide (§@0 tance to dissolution from the aqueous coolant, or fracture/
water8 The polisher is composed of pitch or polyurethane orrumbling under load), the ability to efficiently smooth the
acastiron backing plafeRitch is the preferred lapping surface glass surface without ruining the surface figure, and the
for achieving subnanometer surface finishes on glass with higtolisher’s performance for different glass types.
precision. Although much progress has been made in under-
standing slurry fluid chemist®slurry-workpiece electrostat- Information in the Russian literature, primarily from V. V.
ics8and the interaction among polishing abrasive, the polisheRogov and colleagues, addresses the use of bound polishing
and the par®the conventional pitch polishing process contin-abrasives in the form of pellets affixed to a cast iron plate. They
ues to be heavily iterative in nature. Pitch is chemicallyinvestigated pellet composition, tool rotation rate, and load for
unstable and loses organic volatiles with tihis.compliance ~ a variety of glasse®17 The resulting pellet media, called
is also very sensitive to temperatdPés a reference template Aquapof,1® are described as dimensionally stable from
against which the part is continuously worked, a pitch lap musit0°—8C°C. By introducing a superfine diamond grinding stage
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to their process, a Moscow manufacturing enterprise was abile terms of polisher composition, manufacturing method, pol-
to use Aquapol pellet polishing in distilled water to finish partasher geometry, workpiece glass type/shape, and polishing
with some success. They noted, however, that the Aquapoiachine platform. The variables involved and the choices
materials “are rather brittle and possess low mechanical strengthade for this work are summarized below.
which inevitably results in debris and crumbling at the edges of
elements during operation and makes the tool unusible” 1. Composition
avoid this problem, a form of nearly full contact Aquapol lap Based upon the Russian wdfka successful bound-abra-
with a central hole was conceived and tegf&tihis concept  sive polisher consists of (in wt%) ~60 to 90/polishing agent,
proved successful for commercial-quality (e.g., figure accub to 25/binder, and 5 to 15/erosion promoter. Relative concen-
racy tolerances to ~fim, rms surface roughness levels lesstrations of abrasive/binder/erosion promoter are investigated
than 10 nm) flat and spherical parts up to 50 mm in diametelnere. Because of its high polishing efficiency for many soft and
It was implemented at a number of factories throughout thmoderately hard glass€eG, is the polishing abrasive of
former Soviet Union. choice. An impure Cegrare earth oxide blend, known as
Polirit,2122is used in the Aquapol media. It has a particle size
No information is available in the open literature regardingdf approximately 2:m and is nominally 50% CeQOPolirit is
the use of bound-abrasive polishers in a ring tool geometry aavailable from several sources, and the variations in its compo-
CNC machine platforms. In this article we describe the devekition from batch to batch have been nctéte use three
opment and testing of bound-abrasive compositions in thre@eO, products with similar particle-size distributions and a
geometries: pellet, ring tool, and full-contact lap. We showange of purity levels from 50%—-9G%(see Table 73.VII).
that for several glass types, our compositions reduce rniEhe binder can be a polyimide, a phenolic (used in the Aquapol
surface roughness of initially fine ground surfaces to less thamedia), or an epoxy. From our earlier wotke have identi-
2 nm in ~30 min. We demonstrate that bound-abrasive rinfied and use a low-viscosity, two-part epdkyhat can be
tools are compatible with CNC machine platforms, althoughieadily impregnated with a high percentage of solids. The final
maintaining or reducing surface figure errors is a problem thangredient in the polisher is an additive to promote erosion.
requires more study. We find, however, that it is feasible to uséwo types are studied here, separately and in combination, and
bound abrasives prepolishingoperations to remove grinding their behavior is illustrated in Fig. 73.55. Ammonium chloride
tool marks and dramatically shorten the time required fotNH,Cl)1®dissolvesin the agqueous coolant during polishing to

pitch polishing. expose fresh abrasive particles to the work zone. Hollow
alumina spheré$ crush under mechanical loading and act as
Key Performance Criteria, Variables, and Choices a form of controlled porosity to break up the binder material.

There are five principle performance criteria for the suc-
cessful development of a bound-abrasive polisher: First, th2. Manufacturing Method/Geometry
polisher must maintain its physical integrity during use at Because commercial mixing machines are costly and re-
moderate to high velocities, in an aqueous environment, arglire large batch sizes, hand mixing was used to prepare all
under light to moderate load. Second, the polisher must releasempositions according to a fixed methodology and cure
particles of polishing abrasive at a rate that promotes efficiersichedule. Hand mixing has been found reliable and repeatable.
removal of glass from the workpiece surface, but not so rapidlyhe documentation given in this article is sufficient to transfer
as to cause excessive tool wear, or so slowly that the totile manufacturing method to others. Mold geometry is limited
surface “glazes” over with a solid film of binder. Third, theto three forms in this work: pellet arrays (individual pellets
polisher must be manufactured in such a way that it exhibiteaxed into arrays, or monolithic molded pellet arrays), rings,
reproducible performance under constant operating condand full-contact laps.
tions. Fourth, the polisher must be capable of removing arti-
facts from grinding (e.g., tool marks, shallow scratches) t@. Workpiece Glass Type/Shape
achieve an rms surface microroughness of less than ~2 nm in We concentrate on polishing commonly used optical glasses
a reasonable period of time. Fifth, required surface figur@K7,28 SF729 SK729 SK1429 LaFN212° TaFD530 and
tolerances must be met with the polisher. fused silica3l whose Knoop hardness values fall in the range
of ~3.4 to 6.7 GPa (350 to 680 kgf/n@ 200 gf32 Part
Experiments on bound-abrasive polishers are complex behape is fixed at 35- to 50-mm diameter by 10 mm thick.
cause of the large number of variables and choices availablgorked surfaces are either flat or spherical (convex 70-mm
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Table 73.VIl: Compositions and physical properties of Aquapol and selected experimental polishers.

ID#: Composition, Wit Shore D Young's Shear Density Form
Hardness Modulus | Modulus | (g/emd) | Used™™*
ar  water™” GPa GPa
Palirit CeO,
50% pure??/ 2.0-um size*2
#AS.  Aquapol standard 90 66 18.0 7.8 3.99 spa rt
unknown composition

CeRite 415K CeO»,
75% pure?3 / 2.0-um sizé#
#1: 88 11 121 4.8 3.99 rt
94 CeOs
6 epoxy
Oep.
#2: 78 23 11.3 4.5 3.96 mpa rt
93 CeOy
7 epoxy
Oep.
#3: 88 81 141 5.7 3.20 rt
75% CeO,
10% epoxy
15% e.p. (dl h.a.s.)

CeRite 4251 CeO,
50% pure?3/1.5-um size*4
#4: 73 63 na na 253 mpa rt
75% CeO,
10% epoxy
15% e.p. (al hal.s)

CeRox 1663 CeO,
90% pure?3/1.0-um size*
#5: 75 na 124 4.7 2.64 mpa rt

63% CeO,

25% epoxy

12%ep. (10ha.s +2acl)
#6: 70 60 na na 3.40 mpa rt

85% CeO,

10% epoxy

5% e.p. (dl acl.)

* e.p.—erosion promoter (h.al.s.—hollow alumina spheres; a.cl.-NH,4Cl)

** 60-min soak @ 25°C in buffered pH 10 DI water with gentle agitation
*** gpa-single-pellet array; mpa—molded-pellet array; rt—ring tool
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Cerium
oxide
/\ Figure 73.55
Ammonium chloride and hollow alumina spheres
Epoxy_» help promzte ergsmn of the binder to expose fresh
matrix cerium oxide grains.
Ammonium chloride 6-um hollow alumina spheres

COM53

radius of curvature). Initial surface finish varies, dependingilicone mold master with a sample product part acting as a
on the method of preparation (loose abrasive grinding or ringeference template.
tool generating).
For compositions containing >90-wt% solids, a small

4. Polishing Platforms amount (10 ml per 100 g) of methaffbis added to resin A

We evaluate polishing efficiency on three testbeds. Aand hardener B to further reduce initial viscosities prior to
single-spindle polishing machiféis used for pellet polisher loading in and mixing the solids. The use of methanol causes
work with flat parts. This geometry is the easiest to implemerdome cracking and fracture in molded rings during curing. This
and can be done with student assistants. Ring tool polishimgesents no problem since broken segments are glued together
trials are conducted on an Opticam SX CNC generating mavhen being mounted onto a supporting ring tool chuck.
chine34A collaborating company®8 results from trials with
full-contact polishers on semi-automated equipment are Mechanical properties testing for hardness and density

also reported. verify the ability of different people to produce polishers with
the same propertiex%%) when using our manufacturing
Polisher Preparation and Bound-Abrasive Properties method?! Table 73.VII gives property information for some

To prepare a polisher, the abrasive and erosion promotekperimental compositions. All six formulations function as
are dry mixed by hand and divided in half by weight. Onébound-abrasive polishers, as will be demonstrated in the fol-
portion is dispersed into two parts by weight of epoxy resin Alowing sections. It is instructive to compare their physical
and the other is dispersed into one part by weight of epoxgroperties with those of the standard hardness Aquapol media.
hardener B. Once loaded with solids, A and B are separately
hand mixed for 5 min, combined into a single batch, and hand The Aquapol composition #AS is the hardest (Shore D) and
mixed for an additional 10 min. A typical batch varies in weighteast compliant (Young’s modulus) material in Table 73.VII. It
from 50 g to 250 g. To prepare individual pellets similar inis brittle and easily fractured during routine handling and
shape to the Aquapol media, the batch is poured into sevetlahding against a glass surface. By using an epoxy instead of a
15-ml-capacity, plastic centrifuge tub&These tubes are phenolic binder, we reduce hardness and increase compliance
tapped and mechanically vibrated to remove any entrapped airimprove handling. All experimental compositions show this
and cured at room temperature for 24 h. After curing, tubes afeature. The Cefxoncentration is so high in #1 and #2 that an
sliced open, and the cylindrical plugs are cut on a diamonerosion promoter is not necessary. A potential disadvantage to
saw?’ into 17.5-mm-thick pellets (12-mm diameter) with par-such a high abrasive concentration is the reduction of material
allel surfaces. The individual pellets are mounted onto aresistance to disintegration in water. Measurements of hard-
aluminum plate with pitch or wax. Figure 73.56 illustrates theness after soak tests in pH 10 water (a typical coolant require-
individual pellet polisher configuration. An alternative methodment for CNC glass grinding machirfés show that
uses an RTV silicone mol@icontaining an array of holes. The compositions #1 and #2 are less robust.
mold is treated with a mold-release ag&hand the batch is
spread intoitand cured. The 12-mm-diam pellets emerge in the A 1% increase in epoxy concentration (#1 to #2) improves
form of a monolithic array (see Fig. 73.57), which is waxed tsoak test durability for a modest sacrifice in hardness. A further
an aluminum plate. Other mold geometries are used to mald8b increase to 10 wt% (#3, #4, #6) and higher (#5) greatly
solid rings. Full-contact laps are made by first creating &nhances soak test durability to that seen for Aquapol. (Soak
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12 mm 12 mm
: 050 9 OCIizem £ (A O emm LL L L Liz mm
10 @) O [Aluminum block| A 10 O flAIumlnum bIock]T
OO0 O-O~0O
| Q00O ! 000
Individual pellets Individual pellets Single mold Single mold
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COM51 COM52
Figure 73.56 Figure 73.57
Setup for pellet array polisher manufactured from single pellets. Setup for molded pellet array polisher.
tests, however, are not necessarily the best measure of abouiéble 73.VIII:  Polishing results for bound-abrasive pellet array

abrasive polisher’s durability in use as discussed later.) In |3ps aiter 30 min.

addition to acting as erosion promoters, hollow alumina sphergsComposition Glass (Hardness") | Final rms?’

in #3, #4, and #5 help to maintain high hardness and stiffnegs (nm)
at high epoxy concentrations. Table 73.VII shows that, from & #5 SF7 (3.4) 1
fabrication perspective, viable polishers may be manufactured SK7 4.8) 1
from any of the three commercial Cg@brasives. BK7 (5.1) 1
Experimental Results for Pellet Laps #6 fusedsilica|  (6.5) 1.5 (60 min)
The objective was to evaluate the ability of flat, pellet array TaFD5 (6.7) 1.5 (60 min)

laps to reduce rms surface roughngss of Ioo.se—ab.ras.,ivev—Knoop hardness, GPa @ 200 gf32
ground, flat glass parts to <2 nm in a fixed 30-min polishing
cycle. Work reported is for compositions #5 and #6. Freshly
made pellet array laps were dressed to expose the abrasiveMyglded Ring Tool Polishers
working against a cast iron plate with 8 alumina?® This Several molded ring tool polishers were evaluated on the
also trued the surface. Glass parts of differing composition an@pticam SX CNC generating machiffeFigure 73.58 shows
physical properties were conditioned in the same manner the schematic of a ring tool polisher against a glass part. Major
establish an initial ground surface whose rms surface roughlifferences exist between the single-spindle machine used for
ness values were between 300 and 506 fivork was carried  flat pellet array polishing studies and the Opticam SX. The
out on a single-spindle machif&jap on bottom, with the single-spindle machine utilizes a constant force approach for
following setups: spindle speed, 35 rpm; eccentric speedhe lapping process. The Optic&X uses a constant infeed
58 rpm; front center adjustment, 0 mm; back center adjustate for the cutting process with metal-bonded, diamond ring
ment, 25 mm; load, 17.2 kPa (2.5 psi). The coolant watols. The single-spindle machine operates at relatively low
DI water, directed onto the lap and recirculated without filtraspeeds and pressures, and experiments can be conducted with
tion at a rate of ~200 ml/min. Results, summarized irany desired coolant. Minimum tool and part speeds on the
Table 73.VIIl, show that composition #5 works well for polish- OpticamSX are 1000 rpm and 150 rpm, respectively. The
ing out glasses with moderate hardness values. Compositienolant used for the SX polishing experiments is a filtered,
#6 (higher Ce@concentration, less erosion promoter) workshigh-viscosity grinding coolant, complete with corrosion in-
well for harder glasses, but twice as much time is required toibitors, defoamers, and fungicid®s.
polish down to below 2 nm rms. Other work (not reported here)
shows that these polishers do not perform as well for crystalline All compositions except #5 were manufactured in the form
materials (Si, Ge, CgFZnSe) whose hardness values fallof solid and segmented ring tools for testing on the Opticam
outside the test range. SX. Both flat and convex surfaces on either BK7 or SK14 glass
(similar in hardness to SK7) were polished. All parts were
prepared for polishing with the ring tool grinding strategy
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summarized at the beginning of this article. Initial values ofio adverse effects noted on the guideways of the machine. In
rms surface roughness were from 25 to 35%Arand the contradiction to the soak test results, compositions #1 and #2
presence of residual grinding tool marks was noted (see belowgld up well in the coolant spray, possibly because the time of
on all parts. The programmed depth of cut (DOC) for each triadxposure is reduced by éompared to that of the soak test. The
varied, but most trials had a é®r DOC and required ~15 min Aquapol AS composition tool exhibited serious erosion prob-
to complete. (It was not possible to measure the actual amouetns in the commercial coolant, so it was therefore used for
of glass material removed in a trial, due to the slightly complishorter, 5-min runs with a DOC of 3. For these short runs,
ant nature of the tools.) A wear path ~1 mm wide was typicallyhe standard Aquapol material performed well.
observed on a tool surface after a trial. Tool wear was observed
to be higher for compositions with higher Ge€@ncentra- It is useful if, as part of the polishing process, the polisher
tions. Table 73.IX shows that these polishers can reduce rnean remove diamond ring tool grinding marks. Referred to as
surface roughness#d nm. All in-house polishers maintained “cutter” marks, they are produced on the part surface as a result
their mechanical integrity at speeds of 1000 rpm. There weref relative vibrations between the machine and the part and
exhibit a circumferential periodicity that varies from 2 mm
near part center to 10 mm near part edge. Figure 73.59 shows
a radial profile scéft? of a BK7 surface ground with a 10- to

% 20-um diamond ring tool. The cutter marks have an amplitude
- of ~1000 A and an edge periodicity of ~10 mm. Pitch laps and
Holder . . . ; .
// the high-cerium-oxide-concentration compositions #1 and #2
-7 / are very effective at removing cutter marks, as shown in
//// Fig. 73.60. Other polisher compositions are similarly effective.
v

< Ring tool polisher Attempts to reduce surface figure errors with bound-abra-
sive ring tools were not successful. Initial p—v surface figure
values of 0.2im (A/2) were seriously degraded by the tendency
of the ring to polish a 0.5- to 2/m-deep hole into the part
<— Lens mount center, regardless of shape (flat or convex sphere). A bound-

abrasive ring tool polisher causes degradation to the surface

figure when it does not wear rapidly enough to expose fresh

Ce0,. The result is constant-force polishing similar to conven-
COMSS tional polishing, on a machine designed to remove material at
a constant infeed using diamond ring tools. The constant-force
polishing causes excessive dwell in the part center. This can be
avoided by going to a different bound-abrasive polishing tool
shape and contact configuration.

<—— Glass part

Figure 73.58
Schematic of bound-abrasive ring tool polisher.

Table 73.1X: Results for bound-abrasive ring tool polishing on the Opticam SX.

Composition Part Shape Glass Programmed DOC | Fina rms?’ Tool Wear Tool Marks
(pum) (nm) Removed

#AS flat BK7 30 0.8 higher yes
#1 flat BK7 60 18 higher no
#2 flat BK7 120 1.10 higher yes

convex SK14 60 0.6 yes
#3 flat BK7 20 1.0 lower yes
#4 flat BK7 60 11 lower yes
#6 convex SK14 60 0.9 lower no
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An alternative polishing configuration, called contour modegrooves in their centers to reduce center contact and help
polishing, is illustrated in Fig. 73.61. In this geometry, themaintain the optical figure of the part during the polishing
peripheral face of the tool is used to remove material bgycle. Due to constraints on the semiautomated machines at the
following a tool path that traverses over the surface of theompany, the polishers were used with a cerium oxide polish-
rotating workpiece (see infeed path motion in Fig. 73.61). Ang slurry instead of deionized water. Results indicate that the
new aspheric generating machine, the Opticam AG, was reompany can reduce overall finishing time by 50% by using
cently delivered to the CORP It possesses the correct con- full-contact molded polishers in a prepolishing stage. Due to
figuration for use as a testbed for future trials of bound-abrasiwvée stiffer nature of these polishers compared to pitch, they can
polishers in a new form, that of a contour tool. Our expectatiobe used at higher pressures and spindle speeds to increase
is that it should be possible to significantly reduce figurematerial-removal rates without degrading surface figure.
degradation when polishing in this manner.

A microlens manufacturet used molded bound-abrasive
Molded Full-Contact Polishers polishers made from the compositions and manufacturing

Several full-contact polishers were molded from composimethods described in this paper to aid in the production of
tion #6for a local optics compa#y to test on LaFN21 glass A/4 surfaces. Opticians preferred these polishers because their
(Knoop hardness, 6.18 GPa @ 200 gf). The polishers westiffness helped in maintaining figure.
made to a specified 11.48-mm radius of curvature and 22-mm
diameter by using a sample lens as the mold master. Aft€onclusions
release from the mold, the polishers were modified by carving We describe the development of bound-abrasive polishers
using any of three commercial Cg@brasives in six composi-
tions. An epoxy is used as the binder. Useful polishing is

2000 o oo achieved without an erosion promoter by using very high

—~ 1000 concentrations of abrasive. An erosion promoter is required to
<L . . .
= help break up the epoxy binder and expose abrasive grains at
S 0 lower abrasive concentrations. Performance results are given
L for three polisher configurations: pellet array, ring tool, and

—1000+ : " .

full contact. All compositions work well, but the ones with
—2000L—0 1 1 L higher CeQ concentration appear best for harder glasses.
50 100

COMSs6 Distance (mm)
: —— Bound-abrasive polisher
Figure 73.59

Radial profile scan showing tool marks remaining on a part surface from
ring-tool-generating process.

Holder

NOIONNNW

2000 | T T T | T T T |
. . <—> Infeed path
Pitch polished P

~ 1000
< v
S OF -------==-- B e <1 Glass part
[}
T _1000- Bound abrasive polished <1+— Lens mount

_2000 1 1 1 1 | 1 1 1 1

0 50 100
coms? Distance (mm)
CcoMms8

Figure 73.60
Removal of tool marks by either pitch polishing or bound-abrasive ringrigure 73.61
tool polishing. Concept for bound-abrasive contour polishing.
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These polishers meet most of the performance criteria 7-
established for them. They maintain their physical integrity in
agueous coolants, under moderate loads, and at moderate tg
high velocities. They polish efficiently and are capable of
reducing rms surface roughness of optical glasses from®
~400 nm to ~1 nm in 30 min. The polishers are readily
manufactured using simple process steps and have reproduc-

ible properties. They are compatible with Opticam-type CNC 10.

generating machines and can act as a fourth tool in an auto-

matic tool changer to remove tool marks left from the last11.

diamond ring tool grinding operation.

12.

The issue of surface figure correction during polishing has; 3

not been successfully resolved with the bound-abrasige
tool configuration, but a bound-abrasa@ntourtool mode of
polishing is proposed as a solution. Finally, industry trials have
demonstrated that the technology is transferable and helps to
reduce overall production times when incorporated into the
manufacturing process.
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Color Gamut of Cholesteric Liquid Crystal Films and Flakes
by Standard Colorimetry

Ever since cholesteric liquid crystals (CLC’s) were discoveredive interference colors of CLC’s. The distance it takes the
in 18881 CLC colors have been noted for their qualitativedirector to rotate through 36 called the pitcP of the CLC
vividness and luminosity; however, there have been few helix. The pitch multiplied byn,,, the average refractive index
guantitative colorimetric studies examining CLC’s as color-of the molecular layers, gives the wavelength of selective
ants. We will describe how CLC's produce color, what colorireflection,Ag, which may range from the ultraviolet through
metric studies have been done on them, and how we hattee visible to the infrarei The width of the reflected wave-
extended and improved on these previous studies. length band for visible-reflecting CLC’d{ ranging from 380
to 780 nm) can typically range from 10 to 100 hm.

CLC molecules generally have a large aspect ratio and are
often modeled as long thin rods. These rods orient along an In addition to the selectivity of reflected wavelength, the
average preferred direction in a given plane. This preferre@LC helix is also selective with respect to polarization. Inci-
direction, indicated by a unit vector called the direcigr, dentlightthatis superimposable onthe helix, i.e., of the proper
rotates slightly from one plane to the next, forming a helixwavelengthand the proper circular polarization, will be re-
structure that may be right-handed or left-handed dependirfiected? Figure 73.63 shows schematically how randomly
on the constituents of the molecdlm a typical model (shown polarized white light incident parallel to the CLC helix is
in Fig. 73.62) the periodicity of the helix leads to the construcselectively reflected by wavelength and polarization.

In the ideal CLC structure, there is no discontinuity in any

A = ':: n given plane. In real CLC structures, there may be defects in
b molecular orientation similar to dislocations in solid crystals.
— .
- '»_—__'1 The regions of perfect structure between the defects or other
e . discontinuities are referred to demains® Samples that are
'.‘ Yt S defect-free are calladonodomainSamples with discontinu-
“
: :. ‘_‘*,_“ ous domains are referred toasydomain
IR
e ]
- i
_‘_‘,\_, p Figure 73.62 Randor_nly _polarlzed
- .
p - == n Schematic model of CLC white light
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Schematic diagram of the wavelength and polarization selectivity of CLC's.
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The CLC's that have been used for actively controlled color The oligomer/polymer type of CLC is more temperature
display purposes are usually polydomainlymer dispersed stable than LMCLC’$2Oligomers/polymers can be physically
in which the CLC molecules are found in microdropletsmanipulated at temperatures above a certain threshold called the
(~0.1um to ~10um in diameter) distributed in an isotropic glass transition temperaturend retain molecular orientation
polymer matri® andgelsin which the CLC’s form a more below this temperature. One class of oligomers—cyclic
continuous phase with a small amount of either isotropic gpolysiloxanes—has been particularly widely investig&fetf
anisotropic polymer to form a network that contributes to CLC
molecular orientatiof. Voltage and frequency are used to  Cyclic polysiloxanes have been the subject of several colo-
control the orientation of the CLC helices within therimetric studies. Mako% demonstrated the artistic beauty of
microdroplets or in the support polymer network; thus theCLC polysiloxane films and showed that any spectral color
ability to selectively reflect specific wavelength bands can beould be produced by simply physico-chemically mixing a
controlled electro-optically. Kitzerowt all0 calculated the short-pitch with a long-pitch CLC. He also suggested that CLC
chromaticities from the reflectivity spectra of a polymer-polysiloxane films exhibit chromaticities outside the gamut of
dispersed CLC system as a function of temperature. Althoughvailable colorants determined by Poirf@#/although Makow
the chromaticity plot appears to indicate a color gamut coverctually compared CLC films measured in ash@Zometry of
ing almost the entire chromaticity diagram, many of the meaan integrating sphere to Pointer’s real surface colors measured
surement details are unspecified, including the illuminant, thby a 45/0 colorimeter. Nevertheless, he did initiate the possibil-
measurement angles, the actual chromaticity and luminosiity of comparing CLC'’s to other colorants. Makow also intro-
values, and the voltage required for selective reflection. Theguced the qualitative use of isoluminous contour lines as
indicate, however, that 2 to 3 h are required to see some theoretical limits of saturation. As early as 1916, Ost##ald
reflection, with intensity of the selective reflection increasinghad concluded that there was some maximum attainable satu-
with increasing field strength to reach a plateau at 126nvV/ ration for any given color. The reflection profile that would
yield such a maximally pure or optimal color requires that the
A third form of polydomain CLC that has been used forspectral reflectance have values of only zero or 100%, with no
color display is calleéncapsulatedit is similar to polymer- more than two discontinuous transitions between these values.
dispersed CLC except for preparation method and has be@&ie reflection profiles of most normal absorptive pigments do
used for decorative d# and for thermally controlled dis- not meet these criteria. MacAd&fiater used the CIE 1931
plays1?In the latter, temperature changes twist or untwist theliagram to define limits of maximum attainable purity for a
CLC helix, shortening or lengthening the pitch and therebgiven luminosityY and plotted these isoluminosity loci as
controlling the reflected color. Makow and Sandénssed  contour lines within the CIE 1931 diagram. A sample with a
encapsulated CLC’s to elucidate the qualitative color additivgivenY can be no purer than its associated isoluminous line.
ity of encapsulated CLC's of different colors in separate layers.
One other chromaticity study on CLC polysiloxanes was
A fourth form of CLC’s,continuous film has been used done by Eberleet al30 They examined CLC polysiloxanes
for color filters13 optical notch filtersi*15 polarization  dissolved with dyes and CLC polysiloxanes on colored (paper)
isolators® and decorative aft. Even CLC continuous films substrates, at many combinations of incident and reflection
may be polydomain unless some care is taken in the sammeagles. The color additivity of a CLC and a traditional colorant
preparation:8 The continuous films may be low-molecular- (dye or paper) was quantified, but layers of CLC'’s of different
weight CLC’s (LMCLC's) or higher-weight oligomer/poly- colors were not examined. In that study, chromaticity and
mer materials. luminosity were shown to be simple averages of the compo-
nents involved in any pair combination. Although not explic-
LMCLC'’s require two support substrates to promote thatly stated, Eberlest al. used the Center-of-Gravity Color-
formation and maintenance of the helix structure across Mixing Principle31
continuous film. Mako#® showed that, as with the encapsu-
lated CLC's, layering different colors produces color additiv- In its standard form, the Principle describes how two
ity. Layering of LMCLC films, however, requires separating colors,C; andC,, designated by chromaticity and luminosity
the layers by thin transparent sheets to prevent physiceeordinatesy;Y; andx,y,Ys in the CIE 1931 chromaticity
chemical mixing that causes pitch averaging/blend#w- system are additively mixed. Using MacAdam’s notati#fis,
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m, units of coloIC, are mixed withm, units of coloiIC, (where  known. No colorimetric experiment has quantified the color

m =Y;/y; andm, =Y, /Yy, ), the chromaticity of the mixture additivity of layering CLC's. No deterministic method has

color C; lies on a line connectinG; andC, on a CIE 1931 been developed for the color additivity of discrete CLC do-

chromaticity diagram and has the following chromaticitymains. No comparison has been made of CLC's as colorants

values: and traditional absorptive colorants under similar conditions
of measurement.

X3 = MX + MhXo ' (1)
My + My In this article, we address each of these issues. The CLC’s
used are cyclic polysiloxanes in two forms: continuous film
Y3 = M, (2) and a new form calletlakes These two forms allow us to
my + My compare the color of CLC films to other colorants and to
compare the large domains of a continuous film to the small
Y3=Y+Y,. 3 domains of flakes. Further, flakes dispersed in a host will serve

as a model for polymer-dispersed, gel, and encapsulated CLC
The distance ratio of the line segme@{€; and C,C5; shows  forms. Principally, this article will show how the color gamut

the center-of-gravity relationship: of CLC's can be affected by the form of the CLC, the size of the
domains, and the method of mixing CLC's. Other aspects of
|0103| Yy CLC colorimetry including CLC flake production, polariza-

(4)  tionissues, the shape of the selective reflection profile, mixing
CLC's with traditional absorptive dyes, and CLC’s modeled as
optimal colors are addressed elsewHere.

If each of the two colors occupies a discrete fractional area

designated\; or A, respectively, Egs. (1)—(3) may be written Sample Preparation and Measurement Methods

as The liquid crystal phase of the CLC cyclic polysiloxanes

used in this study exists betweeriG@&nd 200C. At tempera-

CoCal  Viiva

X3 = Aizlxl : Zmzxz ) (5)  turesbelow this range, the molecular orientation is “frozen.” At
M M2 temperatures higher than this range, these materials are isotro-
pic, noncolored liquids that decompose in the presence of
Y3 = Ay + Aoy, , (6)  oxygen. Three polysiloxanes were used: CLC670 (red reflect-
Ay + Aoty ing), CLC535 (green reflecting), and CLC450 (violet reflect-
ing). The number refers ty,, the wavelength in nanometers
Y3 =AY+ AY,. (7)  thatis the center of the reflected wavelength band.

Since the CLC’s with dyes or the CLC’s on colored sub- Continuous films are prepared by a process referred to as
strates occupied the same area, the form of the Center-dknife-coating.” A sample of CLC on a microscope slide or
Gravity Color-Mixing Principle used by Eber¢ al.invoked  silicon wafer is heated to ~130. Another microscope slide is
Egs. (1)—(3) and showed good agreement with experiment faised on edge as a “knife” to spread the CLC into a thin film
their systems. They concluded that the CLC contributed to th€30 um thick. This process produces the proper molecular
measured color significantly near specular geometries (illumierientation that results in brilliant reflective color.
nation angle= reflection angle), but otherwise the substrate
color dominated. This contribution of a colored substrate to the A second form of CLC is produced by knife-coating con-
measured color of a CLC confirmed quantitatively what earlietinuous films on silicon wafe?é and submerging them into
artistict’ work with CLC’s had found: a black backing, con- liquid nitrogen. The films fracture into smaller pieces called
tributing no color to the CLC appearance, produces truer CL8akes3° Flakes are collected by rinsing into a methanol slurry.
color effects. The slurry is washed with methanol through a stack of siéves

into four size-groups: 90 to 18Mn, 45 to 9Qum, 20 to 45um,

To date, nostandardcolorimetry has been conducted on and <2Qum. The average refractive indices of the unfractured
continuous CLC films or on discrete CLC domains, that is, afilms are measured on an Abbe refractométéfhe flakes
45/0 and such that all conditions of measurement are explicitipade from the films are mixed into a slurry (1£23%6 by
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weight) with an enamel, filteré8from a commercially avail- 1. The Color Gamut of the Three Original CLC Films
able paint?providing a very closely index-matched, transpar-  Table 73.X lists the,y, Yvalues and Fig. 73.65 illustrates the
ent colorless host. This enamel-and-flake slurry is painted intchromaticity positions of the original three CLC films. Geo-
a 1-cmx 2-cm color patch on black toner paper from a lasemetric color additivity on the CIE 1931 chromaticity diagram
printer40 A schematic diagram of the typical orientation of ensures that an additive mixture of any two points yields a third
CLC flakes brushed onto paper is shown in Fig. 73.64. chromaticity pointon the line connecting the two compo-
nents3® Using only the original three CLC’s as continuous
films, the chromaticities we can access are limited to thnse
TS the triangle of Fig. 73.65.

ey
& s Table 73.X: The measured chromaticities and luminosities,
fenn e » x,y,Y, of the three original CLC polysiloxane

films.
s -3 CLCID X y Y
:EESSE::: CLC670 | 05153 0.3459 8.83
__ CLC535 0.2306 0.4803 26.26
CLC450 0.1777 0.0777 433

G4150

Figure 73.64 0.8
Schematic diagram of CLC flakes painted onto paper.

The chromaticity and luminosityfy,Y) of CLC samples
were measured with two colorimeters, each using the CIE 1931
basis with Qs illuminant. CLC flake samples in enamel 05
painted directly onto black toner paper were measured usin9
the Gretag SPM 100-I1 colorimet&¥Due to the motor action
of the Gretag detection head, the measurement of slides was
unstable so CLC films on microscope slides with black toner
paper backing were measured using the ColorTron Il colorim- g o
eter?2 Each sample was measured in five evenly spaced spots
along the length of the color patch. These values were aver- 0.1
aged, and a standard deviation due to variation across the

CLC535
X

~

0.4
0.3

X CLC450

i . . i 00 | | | | | | |
sqmplewas determmed. Inter-instrument agreement was within 00 01 02 03 04 05 06 07
this standard deviation.
X
The color of CLC's is angle dependent, following a Bragg-| —— Spectrum locus O lllum D65 - -x- - Orig. CLC

like law;*3 however, since most commonly available colorim- 415t
eters use the 45/0 geometry, this article will address colafigure 73.65

effects for this fixed geometry only. Chromaticities of the three original CLC polysiloxanes as knife-coated
films on microscope slides with black toner paper backing.

Experiments and Results
Since this article deals primarily with the nature of the color
gamut of CLC's, we will discuss the six main features we hav@. Color Additivity by Layering
elucidated regarding techniques to access regions of CIE 1931 Unlike traditional inks in which absorption produces sub-
x,y,Ycolor space with CLC’s as the colorants: tractive color combination of layers, CLC’s are reflective.
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Provided that each layer allows reflection from other layersty point fell closer to whichever sample was closest to the
(i.e., eachreflecting layer is transparent to the others), the coloolorimeter, even when both films were subjected to the same
mixing of CLC layers isadditive The knife-coated slides of displacement error from the measurement aperture. This indi-
CLC670, CLC535, and CLC450 were stacked in pairs witlcated that the upper layer prevented the full reflection of the
black toner paper at the bottom. Chromaticity and luminosityower layer due to an imperfect helical structure and some
were recorded using the ColorTron Il. Table 73.XI lists theoverlap of the reflection bands.

results and Fig. 73.66 illustrates that the additive combination

does fall on the line connecting the two components. The CIE . . . . . . .
color gamut is still limited to the triangle formed by CLC670, 0.8
CLC535, and CLC450. 0.7

The color additivity was not a simple 1:1 averaging of the 0.6
two layers as Eberlet al3% had found for CLC’s layered with
colored substrates. In fact, we found a clear difference in
chromaticity of layered CLC’s based on stacking order. Fory g 4
example, “670 over 450" (meaning the slide with CLC670 was
on top and the slide with CLC450 was underneath) is closerto 0.3
pure CLC670 than “450 over 670,” which is closer to pure
CLC450. These layers were made by placing the microscope
slides together, both face up. This resulted in a layer-to-layer .1
separation of one microscope-slide thickness. The presence of
the microscope slide reduced the intensity of the light reaching 0.0
the detector. The 45/0 geometry of the ColorTron Il is designed 00 01 02 03 04 05 06 07
to illuminate the samplat the measurement aperture. The X
1-mm-thick microscope slide, displaced one layer from the| — Spectrum locus O Illum D65 - -x- -Orig. CLC
ideal position, reducing incident intensity and therefore re-| A 670 over 450 A 450 over 670 <> 670 over 535
flected intensity. An alternate way of stacking was to place the € 535 over 670 [J 535 over 450 m 450 over 535
CLC layers in contact but separating both layers from thecaisz
colorimeter by the thickness of a slide. There was virtually na
difference in chromaticities from those of Table 73.XI using™'9ure 73.66

. . L . Ch ticity plot of | d CLC polysil films.
this alternate method of stacking. The combination chromatic= romatictly plot of ‘ayere polystioxane Tims

05 CLC535

N
XcLc450

Table 73.XI: x,y,Y of layered CLC polysiloxane films.

Sample X y Y

Upper Lower

CLC670 0.5153 0.3459 8.83

CLC535 0.2306 0.4803 26.26

CLC450 0.1777 0.0777 433
CLC670 CLC535 0.3972 0.3839 16.81
CLC535 CLC670 0.2958 0.4659 30.84
CLC670 CLC450 0.3446 0.1984 9.69
CLC450 CLC670 0.2491 0.1264 8.67
CLC535 CLC450 0.2257 0.4240 27.77
CLC450 CLC535 0.1953 0.2320 1821
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3. New Hues by Mixing the Original CLC Polysiloxanes  samples becomes wider and more shallow. This is consistent

In this section, we extend Makow’s earlier qualitativewith the desaturation seen for encapsulated Cl%Gidose
work?® by quantifying the chromaticities and luminosities of helices are disordered due to the presence of the confining wall.
hues produced by physico-chemically mixing the original
CLC polysiloxanes. 5. Mixing CLC Flakes of Different Colors

Layering CLC films produced an additive color by simulta-

Two techniques were used to mix the polysiloxanes. Thaeous reflection. The use of CLC flakes makes it possible to
first technique was simply to place two CLC polysiloxanes innvoke another kind of color additivity: spatial averaging. By
proximity, elevate the temperature to ~1@Dand stir them mixing two different colors of flakes and painting the mixture,
together with a microspatula. A second technique, which
ensured more complete, homogeneous mixing, was mutual
dissolution of the two components in dichloromethane, stir- 0.8
ring, and evaporation. The resulting mixtures from this second 0.7
techniqgue were then prepared as knife-coated slides. The
chromaticities and luminosities are listed for various weight 0.6
ratios in Table 73.XII and illustrated in Fig. 73.67. Each
mixture has produced a new chromaticity outside the original 0.5
triangular color gamut, effectively increasing the region of colory 4
space that can be accessed by the CLC polysiloxane films.

0.3
4. Color Gamut of CLC Flakes Made from the Three
Original CLC Polysiloxanes
In addition to using the continuous-film form of CLC's, we 0.1
have also prepared samples of CLC flakes from each of the four
different size-groups. 0.0
00 01 02 03 04 05 06 07
Thex,y,Ymeasurements for the CLC flake colorant samples X
are listed in Table 73.XlIl and illustrated in Fig. 73.68. For each| — Spectrum locus O lllum D65 - -x- - Orig. CLC
of the original materials, decreasing flake size leads to moré A 670:5352:1 A 670:55351:1 < 670:5351:2
desaturation of the hue, finally allowing access to the| ¢ 535:4502:1 [0 535:450 1:1
chromaticitieswithin the original triangular color gamut. As  cais3
flake size decreases, the orientation of the periodic molecular

planes, responsible for the color, becomes more and mof&ure 7367

. . Chromaticity plot of CLC polysiloxane mixtures.
disordered. As a result, the reflection spectrum of CLC flake yP POl

0.2

XCLC450

Table 73.XI1: x,y,Y of CLC polysiloxane mixtures. Mixtures of pairs are listed with their mass ratios.

Sample X y Y
CLC670 0.5168 0.3541 11.83
CLC535 0.2270 0.4738 24.69
CLC450 0.1775 0.0777 4.19
CLC670:CLC535::2:1 0.4582 0.4088 10.26
CLC670:CLC535::1:1 0.4409 0.4580 35.99
CLC670:CLC535::1:2 0.3607 0.5057 31.19
CLC535:CLC450::2:1 0.1822 0.3086 18.58
CLC535:CLC450::1:1 0.1562 0.1920 10.55
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a color mosaic is produced. The resultant chromaticity of such ' ' ' ' ' ' '
. . . 0.8
a color mosaic can be determined by the fractional-area-
weighted version of the Center-of-Gravity Color-Mixing Prin- 0.7
ciple. For CLC flakes, instead of using the fractional areas,
which are difficult to determine, we used the fractional masses 0.6
of each type of flake in the mixture as #hgandA, factors in
Egs. (5)—(7). Provided the mixture is made with flakes from the
same size-group so that the flakes behave similarly, the surfac¥ 0.4
coverage by each color corresponds to the fractional masses
and in turn follows the Center-of-Gravity Color-Mixing Prin- 0.3
ciple very well. 0.2

05 CLC535

Mixtures were made of CLC670, CLC535, and CLC450, in 0.1 %2
pairs, in weight ratios of 1:0, 3:1, 1:1, 1:3, and 0:1, for each of FLC‘”?O . . . .
the flake si;e—groups separately. Weighting the chromaticities 0'00.0 01 02 03 04 05 06 07
of the unmixed flake samples by these fractional masses, the
x,y,Y of the mixtures were predicted and compared to the
measured values. The comparison was made by converting the— Spectrum locus O lllum D65 - -x- - Orig. CLC
X,y,Y measurement to CIEL*a*b* coordinates through | O 90 - 180 < 45-90 A 20-45
ColorTron Il software. The color-difference functféd\E* X <20
was also calculated for each predicted/measured pair, with §4154
difference of IAE* 4, unit corresponding approximately to a
just-discernible color difference. Thé* ,,, values for each

size-group were then averaged. The averages and ranges f&igere 73.68 o o o
shown in Fig. 73.69. Chromaticity of CLC flakes of various size-groups (indicated in microns).

X

Table 73.XI11:  x,y,Y of CLC flakes as a function of size. The film samples are knife-coated microscope slides
measured with the ColorTron Il. The flake samples are in enamel on black toner paper measured
with the Gretag SPM 100-I1.

CLCID Size X y Y
CLC670 Film 0.5153 0.3459 8.83
90 to 180 um 0.39%61 0.3504 5.73
4510 90 um 0.3770 0.3468 5.86
20to 45 um 0.3710 0.3443 6.85
<20 um 0.3510 0.3345 6.67
CLC535 Film 0.2306 0.4803 26.26
90 to 180 um 0.2402 0.3603 7.43
45 to 90 um 0.2419 0.3615 9.16
20to 45 um 0.2472 0.3507 8.25
<20 um 0.2580 0.3241 7.27
CLC450 Film 0.1777 0.0777 4.33
90 to 180 um 0.2306 0.1823 3.73
45 t0 90 um 0.2460 0.2111 3.86
20to 45 um 0.2563 0.2315 451
<20 um 0.2629 0.2473 4.86
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The 20- to 45m size-group had the loweSE* 5 values, CLC flake mixtures behave like pixels or pointillist paint-
i.e., the best agreement with the center-of-gravity predictionfng. The flakes may be mixed in any proportion, unlike films
This is attributed to an optimization of the two factors requiredhat can only be layered. Even the layering does not produce a
for the center-of-gravity principle to hold: 1:1 weighting of chromaticities as we showed earlier. So use of

CLC flakes as colorants allows a range of hues, a range of
(&) The flakes must be oriented with the normal to thesaturation, and a deterministic method for predicting the re-
periodic molecular planes normal to the paper. This ensulting chromaticity of a quantifiable mixture. Further, CLC
sures that all the flakes contribute their full reflectionflakes in mixtures of red with violet can be used to predictably
profiles to the combination color. Brushing accomplishedoroduce the nonspectral, that is, purple to magenta, region of
this readily except for the <20m flakes. Under a micro- x,y,Y color space. Finally, CLC flakes do not require elevated
scope the latter appeared essentially cube-like with ntemperature or high voltages for painting since the reflecting
preferred orientation. molecular orientation is already present and “frozen in” at
room temperature.
(b) The flakes mustcompletely hide the paper support. Samples
of the two largest size-groups did not completely coveb. CLC Films Compared to Traditional Colorants
the measured area, whereas the two smaller size-groupsIn this section, we compare CLC colors to some represen-
covered it readily. Since the chromaticity of the exposedative dyes, paints, andinks, i.e., traditional absorptive colorants.
paper support was not included in the center-of-gravityWe compare these traditional colorants to the most saturated
calculations based on fractional masses, surface hidinfgrm of CLC, the continuous film, noting that CLC flakes are
was essential. more versatile, if less saturated, than films.

Figure 73.70 shows the measureg,Y values listed in The CLC film samples included in this comparison are
Table 73.XIV for the 20- to 45m size-group. Th& values  knife-coated samples of CLC670, CLC535, CLC450, and the
were very close in magnitude so the distribution of chromaticmixtures CLC670:CLC535::2:1, CLC670:CLC535::1:1,
ity points gives approximately the right spacing for 1:0, 3:1CLC670:CLC535::1:2, CLC535:CLC450::2:1, and CLC535:
1:1, 1:3, and 0:1 mass-ratio mixtures for each color pair. CLC450::1:1.

0.4 T
8 T T T T
7+ i
AQ O O o oHb
6| - N o
<o
5 . y 0.3} A 7
K 3
% 4r * ¢ 7 A o
3+ i
R
2+ i
-+ 0.2 '
1r - E 0.2 0.3 0.4
X
L L L L
90-180 45-90 20-45 <20 o Illum D65 O red:violet
catss Size-group {am) ca1ss O red:green A green:violet
Figure 73.69 Figure 73.70
AE* 55 averages and ranges for measured versus predicted chromaticiBIE diagram illustrating the Center-of-Gravity Color-Mixing Principle
of CLC flakes mixtures. for 20- to 45um CLC flakes.
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The colorants selected for comparison to these CLC filmdye samples were measured with the same instrument and
are (a) commercially available enamel-based pHistlected  instrumental settings but with white paper backing. The OSA
for their subjective vividness, (b) color samples from thesamples are ink on cardboard, uniquely identified by a se-
Optical Society of Americ® selected for their subjective hue quence of numbe?8°1 no longer in general use (approxi-
similarity to CLC film samples, and (c) three dyes: sudd Il mately correspondent with brightness, yellowness-blueness,
(appears red), malachite green oxdf&tappears green), and magenta-green-ness). The paint samples were prepared by
crystal violef® (appears violet). Each dye was mixed with abrushing onto microscope slides until the coating was opaque
nonchromatic polysiloxane, CLC858y(= 850:100 nm), ina to the naked eye under ambient room light. They were mea-
2% by weight mixture. After mutual dissolving in suredwiththe same instrument and instrumental settings as the
dichloromethane, each dye/CLC850 mix was knife-coatedther samples and used a white paper backing behind the slide.
onto a slide. Since CLC850 reflects only near-infrared at
normal incidence and is only pale pink, very weakly saturated The chromaticities, luminosities, and purities are listed in
at 45/0, it is essentially invisible to standard colorimetersTable XV. Since CLC’s have a definite bandwidth, they can
(Gretag range 380 to 730 nm; ColorTron Il range390 to  never be as pure as the monochromatic points comprising the
700 nm). CLC850 offers the advantage of providing a host fospectrum locus. A more practical measurement of pBrity
each dye without any significant chromatic contribution.  to take the following ratio: the distance from the white point

(the Dy5 chromaticity) to the chromaticity of the sample and

The CLC films were measured on the ColorTron Il undetthe distance from the white point along the same line to the

the CIE 1931 g5 basis, using black toner paper backing. Thesoluminous (sam¥ value) contour line.

Table 73.XIV: Measured versus calculated x,y,Y of flake mixtures of size-group 20 to 45 um. The abbreviations listed
under “color” are R = CLC670, G = CLC535, and V = CLC450 with the approximate mass ratios. The
actual masses are listed and were used as the A; and A, valuesin Egs. (5), (6), and (7) of the Center-of-
Gravity Color-Mixing Principle.

Color Mass (g) | Mass (g) | Meas Meas | Meas | Calc Calc Calc | AE* g,

Color 1 Color 2 X y Y X y Y
R 0.3710 | 0.3443 | 6.85
\% 0.2563 | 0.2315 | 4.51

RV 11 0.0051 0.0050 03197 | 02895 |5.27 0.3148 | 0.2891 5.69 143
R:V 1:3 0.0042 0.0126 0.2892 | 0.2556 | 4.68 0.2854 | 0.2601 510 212
RV 31 0.0046 0.0015 03454 | 03169 |6.19 0.3432 | 0.3170 6.27 0.49

G 02472 03507 | 825
\% 0.2556 | 0.2300 | 4.52
GV 11 0.0049 0.0049 02517 | 0.2990 | 6.48 0.2510 | 0.2958 6.39 0.80
GV 1.3 0.0027 0.0081 02512 | 0.2638 | 5.80 0.2532 | 0.2644 545 111
GV 31 0.0100 0.0033 02469 | 03270 |8.18 0.2490 | 0.3246 7.32 248

R 03794 |0.3493 | 7.75
G 0.2546 | 0.3488 | 6.79
R:G 1.1 0.00862 | 0.00859 | 0.3179 | 0.3478 | 7.62 03212 | 0.3491 7.27 1.00
R:G 1:3 0.00514 | 0.01504 | 0.2896 | 0.3483 | 6.95 0.2896 | 0.3489 7.03 0.26
R:G 3.1 0.03152 | 0.01066 | 0.3484 | 0.3452 | 6.84 | 03508 | 0.3492 7.51 1.86
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All the x,y, Yvalues are plotted for comparison in Fig. 73.71dark blue paint. The CLC film, however, ha¥ aalue four
with a dotted line representing the color gamut provided byimes greater than the dye and 24 times greater than the paint.
CLC polysiloxane films. Recall that the units for tristimulus values suck ase lumens/

m?/sr = candelas/m—in other words, units of luminous flux.

Several observations from Table 73.XV and Fig. 73.71 ar&he blue-violet CLC film has more light reflecting from it than
worth noting. First, we note that there are existing pigmentdo pigments of comparable hue. CLC films reflecting in the
more saturated and less saturated than CLC films. Overatkgd-to-green spectral range may show luminosity values com-
then, CLC films are not limiting cases in either direction ofparable to similarly hued pigments; however, the purity values
color purity. For commercial graphic arts applications, thisare not as similar. For comparable luminosities, red-to-green
means that CLC films as colorants are as capable of color deptlgments are, in general, more saturated than red-to-green
as any other intermediate-saturation colorant. CLC films.

Secondly, CLC films are more luminous than comparabhSummary
hued pigments in the blue-violet region of the color gamut. In We have shown that CLC films and flakes can be measured
the lower left “corner” of the CIE diagram in Fig. 73.71, theby standard colorimetry. The color gamut of CLC's as colorants,
purities are very similar (86%—-96%). The chromaticity pointsmeasured by standard techniques, may be accessed by four
are also very close for the CLC450 film, crystal violet dye, andechniques: layering of continuous films, physico-chemical

Table 73.XV: Chromaticities and purities of CLC films compared to other colorants. The purities are calculated with
respect to the isoluminous curve corresponding to each sample’s Y value.

Sample Sample ID Visua color X y Y P
Form (%)
CLC 670 red 0.5043 0.3462 9.39 59

670:535::2:1 gold 0.4582 0.4089 8.83 63
670:535::1:1 butterscotch 0.4409 0.4580 35.99 73
670:535::1:2 yellow-green 0.3607 0.5057 31.19 64

535 green 0.2257 0.4732 24.31 37

535:450::2:1 turquoise 0.1822 0.3086 18.58 56
535:450::1:1 light blue 0.1562 0.1920 10.55 76

450 violet 0.1793 0.0778 4.07 88

Dyes sudan 111 red 0.6836 0.3130 413 99
malachite green 0.1643 0.3902 3.68 52

crystal violet violet 0.1748 0.0341 094 96

Testor's 1103 red 0.6445 0.3170 8.01 89
gloss 1114 yellow 0.4961 0.4646 56.14 90
paints 1124 green 0.2335 0.6501 9.51 73

1111 dark blue 0.1696 0.0688 0.17 86

OSA (-1,1,-1) pink 0.4362 0.3113 24.86 48
color (-1,5,-5) orange 0.4753 0.3833 26.64 59
samples (-1,5,5) green 0.2991 0.4917 28.72 43
(-1,-5,3) blue 0.2150 0.2387 22.88 54

(-1,-5,-1) violet 0.2698 0.2381 22.03 47
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The Development of lon-Etched Phase Plates

Laser-driven implosion experiments on the OMEGA lasesshow a high level of damage. The ion-etched DPP was devel-
depend on optical phase conversion to provide uniform irradiasped as a remedy to the failed, replicated epoxy phase plates.
tion onto a target. Phase errors that accumulate as a wavefrdtach of the technology developed for the epoxy phase plates
propagates through the laser produce a nonuniform irradian@es successfully transferred to the newer etching method. This
when focused into the target far field. The distributed phasarticle emphasizes the technology developed exclusively for
plate (DPP) introduces a quasi-random phase front that prthe ion-etched phase plate and will not delve into the details of
duces a high-spatial-frequency, uniform pattern with a conphase-plate design, methods for making a master, testing
trolled energy envelopeDPP’s are used in conjunction with methods, or target performance results with DPP.
smoothing by spectral dispersion (SSD) and distributed polar-
ization rotation to provide very smooth intensity distributionKey Technical Issues for lon Etching
on the target when integrated over the full pulse duration of The problems posed in etching DPP’s are unique. While
the lase? ion-etching methods are commonly used in the semiconductor
industry, they are typically used for binary patterns with etch

The continuous DPP is an improvement over earlier binargepths rarely exceeding (m. Diffractive optics, which do
designs® The binary phase plates used on the 24-bearave continuous profiles, are made typically on substrates
OMEGA produced a uniform irradiation with limited control much smaller than the required 30-cm aperture of the OMEGA
over the intensity envelope and a maximum of 78% efficiencjaser, and once again usually have smaller etch depths. Expe-
with much of the lost energy coupled into higher diffractiverience with large optics, familiarity with broad-beam ion
orders. In OMEGA's target chamber geometry this diffractedsources, and a short development period led to an intensive
light would cause catastrophic damage in the opposing beaimternal development program.
optics, especially the frequency-conversion cell. The more
recent continuous phase design offers better control of the The ion-etch scheme used by LLE is shown schematically
speckle distribution and the envelope function while increasin Fig. 74.1. A positive image of the photoresist master will
ing the total energy impinging on the target to 96%. In additiomesult after etching, unlike the negative image produced with
to a continuous profile, the newer DPP design requires a deepeplication. This does not affect the performance of the DPP;
surface relief of approximatelyBn. The binary DPP required positive and negative profiles have the same far-field perfor-
only a surface relief of 0.8m between diffractive cells. mance. The positive image does have an effect on the type and

number of near-field defects (discussed in detail later).

The principle of the continuous DPP’s has been demon-
strated and tested using a replication proéésghe required An inert ion process was used for etching the DPP’s. Inert
pattern is generated as an amplitude modulation in phot@an etching (or ion milling) depends on molecular impacts
graphic film and used to expose a photoresist-coated substrafgputtering) for materials and is a purely physical process.
When developed, the relief pattern in the resist is coated witReactive processes were developed for high material-removal
arelease layer and then molded in epoxy supported by anothrates in a high-production environment, production of steep
silica substrate. After curing, the epoxy is separated from thedges for semiconductor interconnects, and material selectiv-
master, the remnants of the release layer are removed, and itygo preserve masks. The intensity exposure mask for continu-
final epoxy negative relief is coated with a water-based sol-gelus DPP design in Fig. 74.2 has low gradient (no steep edges),
antireflection coating. Unfortunately, after exposure to manynd material selectivity is not as important as faithful reproduc-
high-energy laser pulses, the epoxy material developed a higion of the photoresist surface. This last requirement demands
absorption peak near 351 nm and after 100 laser shots begatitat the etch depth be linear with time for both materials, which

LLE Review, Volume 74 71



THE DevELOPMENTOF lON-ETCHED PHASE PLATES

lon milling f—— 310mm —

Inert ion stream 1 Modulation
] _transfer
reference

pP—Vv

h
Vacuum phas
(10->mbar) referencs

Exposed
photoresist

Substrate
(Si0)

Mask density
G4531 reference patch

Figure 74.2

The continuous DPP for the third-order super-Gaussian profile used on

OMEGA was designed using simulated annealing. The amplitude variation

of the mask is transferred into phase variation by exposing the photoresist to
the mask. The central portion of the mask was modified after design to provide
a high point in the resist for in-process optical monitoring.

Etched
<«—Substrate
(Si0y)

E6510

of etch uniformity that was developed to determine the best
source location and pointing for high uniformity and reason-
Figure 74.1 able etch rate. It is well known that the sputtering yield varies
A surface-relief phase plate can be directly etched from a photoresist pattef@Nsiderably with the ion incidence angle in inertion etching.
into a silica substrate. The photoresist is completely removed after etching he relationship between etch rate and incidence angle had to

complete. The etching molecule in this work is an inert gas, argon, spe determined for the two etch materials: silica and photoresist.
removing the photoresist and silica is purely a physical process.

2. Surface Texturing
is more likely in a purely physical process. Complete erosion Surfaces are often textured after a high level of ion bom-
of the mask is necessary since any remnant photoresist couddrdmen:” Silica surfaces have been observed to become
be the potential site for laser damage in the 351-nm radiatiomougher or smoother depending on the type of ion, ion energy,
Since LLE has had little previous experience with reactivéncidence angle, and ion denst§Texturing occurs predomi-
processes, inert ion etching was the method of choice. nantly in crystalline materials and is most often caused by the
varying sputter rate of different crystal planes. Resputtering
A number of key technical issues had to be resolved befownd defects in the surface preparation of a substrate have also

DPP’s could be produced: caused texturing® During development of etched DPP’s,
severe roughing of the surface was often observed but it was
1. Uniformity primarily caused by the overlying photoresist. Although sur-

The uniformity of etch across the 280-nm beam aperturéace texturing by ions was often suspected, the true cause
had to vary less than 6% afteu of material was removed. appears to be excessive heating of the resist in almost all cases.
This was accomplished by first using two 8-cm ion sources
with the substrate in single rotation and, later in the project, & Linearity
single 16-cmion source, also with single rotation. After estab- An accurate representation of the photoresist master in
lishing the correct operating parameters for the guns, all wesdlica can only be realized if the process remains linear through-
profiled at different beam voltages and total ion currents usingut the etch. Proper processing of the resist and careful control
a biased ion probe. The profiles were used to calibrate a mods#flthe substrate thermal cycle produced adequate linearity.

72 LLE Review, Volume 74



THE DevELOPMENTOF lON-ETCHED PHASE PLATES

4. Near-Field Defects energy) was kept below 500 V to avoid ion implantation,
Near-field defects are caused by small and steep surfaserface damage to the photoresist, and overheating.

variations in the photoresist layer, which cause diffraction and

high intensities downstream of the DPP. These defects have aThe etch profiles of each source were tested using a unique
strong potential to damage the final focus lens and blastshielg@sofiling method: A large sheet of inexpensive float glass was
on the target chamber. Near-field defects were first observed aoated with an optical multilayer that had a highly visible,
the fabrication of the first set of continuous epoxy DPP’s forl3-layer oxide coating (see Fig. 74.4). The coated plate was
OMEGA. Methods for detecting and removing the defectgplaced normal to the ion beam at a distance of 60 cm. The
were established for the epoxy DPP’s and then modified for th@ource was run long enough to etch to the last layers of the

ion-etched devices. coating; the coating was then removed and inspected. The
erosion pattern could then be discerned as contours in the
5. Production Tooling multilayer surface (see Fig. 74.5). This method gave a very

Resputtering of tooling materials will cause higher absorpguick appraisal of the gun operation and indicated whether the
tion and scatter on the ion-etched surface. In addition therofile would be suitable for highly uniform etching. For
tooling must allow a clear view of the rear surface to radiate
heat to the cooled cryopanels. The tooling design offered a

. . . Discharge chamber wall
unique solution to these requirements.

|
, Accelerator

id
s gri

6. Laser-Damage Threshold —— Screen

When measured at 351 nm, some ion-etched samples have grid N
shown a decrease in damage threshold. This could be caused byGas—>_ Discharge
resputtering of ion sources, tooling, or chamber materials onto — chamber
the optics. The damage threshold of the DPP’s had to meet a
2.6 J/lcn? @ 1-ns peak fluence requirement for the 351-nm Cathode
OMEGA beam. The damage threshold of the DPP surfaces | @/
increased after etching, probably due to careful control of

redeposition of tooling and removal of subsurface damage in Anode\
the silica.

lon
beam

Each of the technical issues listed above is discussed in
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detail below. :
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Uniformity of lon Etching with a Kaufman Source

The Kaufma#l ion source, originally developed as a pro-
pulsion source for NASA, has since seen wide use in materials
processind? The source, shown schematically in Fig. 74.3,
consists of a discharge chamber with a multipole magnetic
field and a hot filament, two dished molybdenum extraction
grids, and a neutralizer filament. Two 8-cm ion sources were
used for prototype demonstration, and a 16-cm ion source was__C
used for the production phase of this work.

Cathovde
supply (Vo)
Discharge
supply (, Vg)
Beam
supply (b, Vp)
Accelerator
supply (L, Vg
Neutralizer
supply (b, Vp)

,_,.
|
|

lon-source parameters are set depending upon the applicas4soz
tion, type of working gas, and performance of the source in a
given pumping system. Argon was used as a working 9asgure 74.3
because the sputter yields for $i@hd photoresist are similar A typical broad-beam Kaufman ion source with power supplies is represented
for this gas. The maximum gas flow rate, maximum beamchematically. This type of source provides excellent control of ion energy
current, and accelerator voltage range for the sources wethd density. The source’s condition during etching can be monitored by
determined using standard meth88Fhe beam voltage (ion '°99™9 the voltage and current of each supply.
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Side view Fig. 74.5(c); however, the beam profile again shows structure

Float glass—] | with the older anode. If the anode is abrasively cleaned, the
I I structure in the beam profile disappears. The 16-cm source was

later characterized in the same manner. Figure 74.5(d) shows

| |
Mbualltr']lgggg I| I I ; the symmetrical beam profile of the source when operated with
coating - = I, = 300 mA and a beam voltage of 150 V.
| |
5 - The gun profiles were quantitatively measured with an open
¢ stainless steel probe after the initial gun characterization to
(;Eggﬂﬁg | determine the operational limits of the sources. For these
- L measurements the ion probe was negatively biased with 18 V
- L to repel the low-energy electrons in the beam. Both the 8-cm
| : : | and the 16-cm sources were characterized at heights from the
. L source grids ranging from 20 cm to 85 cm. The 8-cm source
. = profiles were observed under varying conditions to determine
= ' which parameters affected the beam profile. Certain param-
) eters, such as low neutralization current and high chamber
Top view pressure, had little effect on the profile. The most significant
Contours of effect was a buildup of an insulating film on the anode, as
equ%le%[fh noted above with the multilayer etch profiles. Significant

differences seenin profiles between the two 8-cm sources were
attributed to differences in the magnetic field surrounding the
discharge chamber.

The 16-cm source beam profile is exceptionally immune to
changes in the operating parameters. Profiles taken under a
range of operating conditions and normalized at the on-axis
center ( = 0) are compared in Fig. 74.6 for a fixed height
above the source. In practice, the similarity in profiles allows
use of the source over a wide range of ion energies and den-
sities without making large changes in the geometry estab-
Figure 74.4 lished to produce uniform etching. A single model, independent

lon-beam profiles can be monitored with a small probe or by etching into 8f source parameters, was used in the uniformity code dis-
visible interference filter deposited on inexpensive float glass as shown. Theussed below.

beam contours are formed by the eroded layer of the coating. After etching,

the layersin an appropriately designed multilayer provide visible iSOthiCknesétching Model

contours, indicating the beam profile of the ion source. L. .
Processes that use energetic ions for large substrates require
that the time-averaged erosion effects from the ion flux be
example, the etched profile of the 8-cm source operating atumiform across the surface. A numerical model has been
beam current of 100 mA is shown in Fig. 74.5(a). Even thougteveloped to determine this flux and its effects on surface
the source was within the normal electrical limits (low ionetching of a silica/photoresist combination. The geometries of
impingement of the grids), the profile has significant structurethe source and substrate are very similar to typical deposition
The same source produced a low-structure symmetrical profilgeometries with single or planetary substrate rotation. The
when operated at 50 mA [Fig. 74.5(b)] and was subsequentipodel was used to tune an inert ion-etching process that used
used with beam currents,) no larger than 75 mA. The single or multiple Kaufman sourcégo less thar3% unifor-
condition of the source anode also had a significant effechity over a 30-cm aperture after etchingrd of material. The
on the beam profile. The anode can be run in excess of 60shme model can be used to predict uniformity for ion-assisted
before a discharge becomes difficult to maintain, as seen geposition (IAD).

G4603

74 LLE Review, Volume 74



THE DevELOPMENTOF lON-ETCHED PHASE PLATES

(b)

G4604

Figure 74.5

The beam profiles formed in the etched multilayers provide rapid feedback to determine correct operating limits and prtbciduinwsources. (a) Profile

of a nonuniform etch obtained with the 8-cm source at an excessive beam dyred@q mA). The structure is a partial image of the spiral filament for the
discharge chamber. (b) A profile from the same source as in (a) at lower beam ¢yreés@ (NA). (c) The 8-cm source operated at low current but with a
contaminated anode, which had been used previously for 30 h without cleaning. The thin dielectric film that forms on kizes anocotevious effect on the
discharge and beam uniformity. (d) The 16-cm source etched uniformly even when used at beam currents as high as 300 mA.
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In Fig. 74.7 an ion source is placed in some arbitrargubstrate. For this casg,a,= 27trepresents one full rotation
location and orientation with a substrate rotating in a horizonef the substrate and is adequate to model the uniformity. A
tal plane above the source. The total ion beam flux seen bynaore complex double rotation (planetary) can also be mod-
pointP on a substrate at some radidfsom the center can be eled. In that case the poltraces out an epicycloid instead of

approximated by a circle.
D The model described by Eq. (1) can be broken down into
E(r)=S l(er)Rar)Ae, (1)  three major parts:
¢=0
1. summation and location routine: simulates the position of a
wherel (g, r) is the ion flux intensity determined at poptr point on a substrate, finds all position and angular param-
andR(g, r) is the sputter yield at the same poRis actually eters, and integrates the calculated flux through some amount

afunction of a single variable, the incidence angle of thédon,  of substrate rotation;

but bothpandr are required to determine this angle. In reality,

point P will see a range of incidence angles due to the broad. expression fai(¢, r): a model for the expected ion flux that

nature of the source. Here, a point source is assumed using thes determined from measured values of the ion source; and

top center of the ion-source grid as the origin of ions, and a

single incidence angle is used for the approximation. Th8. expression foR(¢, r): a relationship between the incident

example in the diagram shows a simple single rotation of the ion angle and energy and the sputtering yield (or etch rate) of
the substrate. This also must be determined experimentally.

pSo(i)rletEgS T ‘ Poc.v. 2) The model fot (g, r) assumes a rotational symmetry of ion
P // I e density about the axis normal to the ion-source dfidshis is
a reasonable assumption if the discharge chamber in a hot-
ﬁll;tr)]strate cathode source is maintained and cleaned regularly as dis-

cussed previously. At a given heidiitabove the source, the
data can then be fitted to a 1-D super-Gaussian equation

O

H

r-c
d

f
| =a+be H,

(2)

wherel = ion flux/area for a given, a= dc offset (usually set
to zero),b = amplitude factor at = 0, c = offset forr (set to
zero for well-centered beamg), = width factor, ande =
v shape factor.

lon
source

________ L < Xy The factord, d, ande all vary with the height above the
s source. In practice, the beam profile is measured at various
Y heights, and each profile is fitted to Eq. (2). The values found
7 for b, d, ande at various heights are then fitted to curves using
s a commercial curve-fitting program. The resulting equations
_ and associated coefficients can then be written into a concise
code for modeling. Some results of the measured values and
the model are given in Figs. 74.8(a) and 74.8(b). The model
Figure 74.7 provides a smoother profile than the actual measured data. This
Geometry for ion etching with substrate rotation in the horizontal plane. Tgg reasonably accurate since smoothing would also occur in the
adjust the unifgrmity the sourcg pointing was fixed, and then the source Was~tual source data if the profile was an average of measure-
moved on a rail along the x axis. . . .
ments at some fixed radial distance around the source.

G4606
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The expression fdR(¢g, r), the etch rate as a function of ion could be determined simultaneously for six incidence angles
incidence angle, was also determined experimentally. Smably measuring step heights and photoresist thickness. Data
silica plates with binary photoresist patterns were mounted onere obtained for different operating source parameters and

miniature rotation drives with the axes set & 30, 40°, 50,

60°, and O to the beam axis (see Fig. 74.9). The center of each (@)
substrate was placed on a circle, and the entire assembly w
rotated in the horizontal plane during the etch; thus, with thé
ion source on axis, the ion-etch rate for silica and photoresis
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o
200 —
0
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800
<
600 &£
e lon
[
400 8 source
=}
(&)
200 §
0

G4608

G4607

Figure 74.9

(a) The apparatus to measure the etch rate for silica and photoresist simulta-
neously for several ion incidence angles. Each substrate has a binary pattern

Figure 74.8
(a) Measured profile of the 16-cm ion source operating at 300-V beam voltag# photoresist and is attached to the shaft of a motor. (b) The ion source was

and 250-mA beam current at different heights above the grids. (b) Model gflaced directly below the apparatus while the entire substrate apparatus above

measured profile in (a). This model was used in the uniformity program tevas rotated to obtain a uniform average ion flux density on all test pieces.

determine placement of the ion sources. Substrate heating affected the consistency of results in this experiment.
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photoresist preparation processes. The data were often ob-
scured by measurement errors and problems with surfac%
roughening. The original intent was to generate curves for Z
different photoresist annealing conditions (see Fig. 74.10) and%
to pick the curve that most closely matched the silica curve. Ing
practice, the measurement was flawed by the inability to coolX
the samples during etching, which increased the apparent etc

rate on photoresist. Thus, from these results, the etch rate ©
photoresist appeared higher than that of silica, but later, on

cooled substrates, the etch rate of resist proved to be lower than

2.5
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1.5

)4

1.04

0.5

&

0.0

0O 10 20 30 40 50 60 70 80 v90
Angle of incidence (°)

that of silica.
G4610
Since the two materials did etch at different rates but
appeared to follow the same curve, the curve for the photdigure 74.11
resist annealed at 190 was selected for the model. The The photoresist data for resist baked at°Clvere fitted to the equation

. . . ... I,=/+mB? +nh2> +00° for the uniformity model. Some data were as-
normalized data from this measurement experiment were fitte

i 5 25 3 Sumed based on other results investigating angular dependence of sputter-
to a polynomial of the formy =1+ m@< +nf<>+06°. The  jq15a zero rate was assumed for@md values were estimated fof 2id

data and the fitted curve are shown in Fig. 74.11. The accuragy, which satisfies the condition for an increasing positive first derivative.
of this data (due to thermal effects) is the largest source of error
for the model.

1.6 T T T T T T T T
lon Flux Uniformity

The results for the full uniformity model using the 16-cm
source demonstrated that the source should be able to etc
30-cm aperture uniformly without requiring a supplementallg 141
8-cm source for fine adjustments. Typical results from the full'

model are shown in Fig. 74.12. The array of curves demon% 13 i
strates what effect moving the source on a path parallel to thg
n
L 121 —
3.0 | | | | | | | 3]
—4-90°@ 2 h E 11 -
° 25 -#100C@ 2h 2 .
‘§ -4 110@ 2 h ¢ X 1.0 i
£ 201 120@ 2h .
© Silica 0.9 ! ! ! I I
o 15r w/o set #1 % I -16 -14 -12 -10 -8 -6 -4 -2 0
% 1.0F ’3———‘/‘/ - Ga611 Radius (cm)
o
0.5+ ] Figure 74.12
The uniformity model is used to evaluate gun positions for one or several ion
0.0 : : ' ' ' ' ' sources. The graph shows the thickness of material removed, normalized to
0 10 20 30 50 60 70 the first value at-15 cm, as a function of the radius along a DPP-sized
Angle of incidence°0 sub'strate. The ax.is of the source struck the substrate plane’aray89 and
G4609 the ion-source grid center was placed 34 cm below the substrate. The source
was pointed-11.5 cm from the x axis, and the curves represent the change in
uniformity as the source is moved along the x axipdinting value in
Figure 74.10 centimeters is shown with the curve). This model was reflected in the

The measured etch rate versus ion incidence angle for photoresist anneal aftardware arrangement with the source on a rail that could easily duplicate the
development at different temperatures. Substrate heating affected the congissvement along the x axis. The model revealed that a uniform solution could
tency of results for photoresist in this experiment. The silica measurementse achieved with the single 16-cm ion source and indicated the sensitivity of
which are more consistent, are included for comparison. All etch rates haymsitioning. The final position of the source was finally adjusted empirically
been normalized at’Gor comparison. for best uniformity.
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x axis and away from the substrate has on uniformity. The iorwhere OPD is the optical path difference in wavesraisdhe
source axis is at 3vith respect to the substrate’s normal axis,refractive index of the photoresist at the test wavelehgthe

and the source is pointed away from the center. The model alfactor of 2 compensates for the round-trip path the wavefront
tracks total integrated current for the starting point, which igravels when transmitting through the optic in the cavity.
used to determine the efficiency of a given geometry. Fig-

ure 74.12 shows that a uniformity of better than 7% could be +0.057
achieved with careful pointing of the source. In practice, etch wave
uniformity of less than 2.5% was measured and, during pro: ~0.044
duction of 60 optics, was kept below 6% across the 30-cir 30

clear aperture.

The model was also used early in development to optimize
the uniformity of two 8-cm sources etching simultaneously.
The model did not always fit the exact results from the
chamber; however, it did offer guidance in selecting whichg 30
direction to move a source while final tuning was completed,,, cm
empirically. The best uniformity results were obtained with the
source pointing outside the clear aperture. In this case, most@fure 74.13
the ions did not strike the substrate, and the process mate surface figure of an etched photoresist coating measured in a phase-
inefficient use of the generated ions. A double-source arrangg:lifting interferometer. The surface figure prior to etching is subtracted from
ment with a 16-cm and an 8-cm source could have great is measurement. The peak-to-valley and rms height values are 0.107 and

d d the total etch fi but | t th .]pll waves, respectively, measured at 633 nm. The overall power is
ecrease € total etch time but only a € expense Pemovedfromthedata. Data from these measurements are combined with the

decreased reliability and possible overheating of the photoresia) etch depth measured in the center to determine the etch uniformity in the
sist. The 14-h etch time required for the approximatelyrb- following figures.

etch into fused silica meshed well with the production rate for
exposed photoresist-coated plates.

The plate is also tested at the center of the etched surface

Uniformity Testing with a spectrometer to determine the total thickness of the

The most reliable test of etch uniformity is to etch directlyphotoresist coating before and after the etch. The total etch
in silica or photoresist and measure the change in surfackepthis found for the center and is combined with the interfero-
profile using interferometry. This method requires a surfacenetric data to generate a profile of the material removed by
that is flat enough to accurately test both before and after thetching. This profile is divided by the average thickness of the
etch. A uniform photoresist coating was applied to a flatetched material to provide a normalized etch uniformity for
polished substrate, then was partially etched and measurgdn-to-run comparison. Several profiles from the development
The substrate could then be stripped of the photoresist amahd production phases are seen in Fig. 74.14. Figure 74.14(a)
reused without repolishing. The surface measurement prior ghows the convergence toward a good uniformity during the
etching was stored and subtracted from the post-etch measudevelopment phase. At the end of tuning the uniformity had a
ment to provide the true etch profile. One sample, if coated withiariation of less than 4%. Figure 74.14(b) shows the short-term
7 um of photoresist, could be used several times for uniformitgtability (run-to-run) of uniformity attained during the final
tests during development and as a quality check during producalibration sequence prior to etching the phase plates. The
tion. A sample result of interferometry after etching a photoreplotsin Fig. 74.14(c) demonstrate the long-term stability of the
sist surface is seen in Fig. 74.13. The flat is measured igtch uniformity over the 6-month production sequence of the
transmission by placing it in a Fizeau cavity and observing thphase plates. Stability was maintained by accurate positioning
change in wavefront. The height variation in the resist surfacend pointing of the ion source and careful monitoring of the
layer is then found from discharge electrical characteristics during source operation.
Plots from the model in Fig. 74.12 suggest that maintaining
pointing and position of the source to within a few millimeters
should be adequate to limit variation in the uniformity166.
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s, 1.10 , , , I I I Texturing Problems
'E (a) ggE_ ;gg: Increasing surface roughness and scatter potentially limit
S 54E — the usefulness of ion-etch methods in optical applications.
£ 1.05f . oo I o
5 Surface texturing is well documented in ion-beam applications
5 /" ~ and has been attributed to several erosion-induced morpho-
T 1.00F H logical changes including
% 0.95L -7 | a. development of cones and pyramids due to the angular
% ' dependence of the sputter yield;
z
0.90 ' ' ' ' ' ' b. faceting of different crystal planes in a polycrystalline
5 L1107 : e : material; and
1= (b) _
% L ggE ggE c. redeposition of contaminating materials onto the mask and
E 1.05k —57E 58E substrate. This causes local regions of different sputter yield
s 59E 60E that evolve into a structure surface.
® 1.00 ’*%
3 \ The incidence angle tests were designed in part to test the
% effects of texturing from cause (@) listed above for silica and
£ 0.95 ] photoresist. Faceting (b) should not occur in either material
3 since both are amorphous. Redeposition of metals, especially
0.90 Lt L L L L L L from tooling, was a concern and is addressed later. Other
texturing effects in silica have been studiedt are generally
2 110 I(c) ' ' —86E : 88E ' ' found to occur at high incidence angles and at ion energies an
£ —98E —103E order of magnitude higher than those used in this study.
2 1.051 — 114E— 142E -
2 The first experiments to probe the angle dependence on
% sputter yield tended to develop scatter on samples held normal
o 1.00 to the ion beam and less so on the samples orientet &060
ﬁ 40°, and 30 with respect to the incoming ion beam. The broad
g 0.95 range of morphologies of the scatter in photoresist are seen in
g Fig. 74.15. The scanning electron micrographs (SEM) showed
0.90 L . . . . . . blistering in one view [Fig. 74.15(a)], while the other view

0 4 8 12 16 20 24 28 [Fig. 74.15(b)] gave the impression of melting and flowing
Distance across substrate (cm) resist. Atomic force microscopy (AFMjrevealed high spatial
frequencies in some areas of the photoresist scatter in
Fig. 74.16(a). Areas where the photoresist had been fully
Figure 74.14 eroded showed a different morphology [Fig. 74.16(b)]. The
Plots of the normalized etch uniformity over the optic clear aperture durindligh spatial frequency component was absent here, and the
different phases of the project. (a) Good uniformity was achieved fairlysurface was dominated by smooth, shallow depressions. The
quickly during the development stage as the ion source was adjusted to Eﬁange of morphology of the silica surface is probably due to

final geometry. (b) The uniformity of sequential etch runs prior to production ome blanarization associated with the anaular dependence of
(calibration sequence) demonstrated the high repeatability of the process. T]%e P 9 P

one run that deviated fron2% was etched with a slightly different geometry. ions. This morphology occurred Only in silica that was under-

(c) The etch uniformity was very stable over the 8-month production periodl€ath the textured photoresist. Areas covered by only a very
The uniformity was periodically checked by etching flat, unexposed plates dthin layer of resist showed no scatter related to etching. This
photoresist. Gun position was checked frequently during production tayidence led to the conclusion that the photoresist was heating

maintain this uniformity. The numbers labeling the curves correspond to thﬁp nearing its Softening point and beginning to flow during
sequential etch run for a given year. thé otch '

G4613,14,15
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(b)

G4617

Figure 74.15

Scanning electron micrographs showing the different morphologies of high-scatter photoresist areas after etching. (ajeasan{ples from ion-
etch experiments to determine angular dependence of sputter (Fig. 74.9). The surface in (b) shows distinct signs of flovtaresrst temperature rose
during etching.

G4618

Figure 74.16
AFM scans of the surface of a 30-cm, partially etched substrate. High-scatter areas where photoresist remained (a) wetr@smesisaseareas where

photoresist was completely eroded away and only silica remained (b). The roughness in the resist area (a) seeded thethepdiGggoface (b). The
morphology in the silica was then modified further by classical sputtering effects of angular dependence of sputterilegtimm sefd redeposition.
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The primary radiative thermal load during ion etching is thescatter. To test this hypothesis a thermal sensor was placed
hot ion source and associated filaments. A secondary therndilectly above a rotating DPP master (a substrate with a full-
load comes from the ion impingement, which provides anhickness photoresist coating) to sense the temperature of the
average energy of 0.1 W/@rdirectly onto the surface of the back of the substrate during etching. The temperature was
resist; however, much of that energy is transferred by momemonitored while the ion source was operated intermittently
tum to the etched molecule. In the angular dependence expetit- allow the substrate to cool after a period of etching
ment the heat load would be largest for the substrate that hffeig. 74.17(a)]. When the substrate was prevented from going
the largest amount of surface area exposed to the heat sourakove 50C, the photoresist did not develop a textured surface.
e.g., the normal incidence sample that typically had the highe$he surface of the photoresist layer must be significantly hotter

(a) (©)
60 \
. 50 N
2
o 40 -
=
S 30 ™
(]
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10 —=-27E | _ (above substrate)
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(b) 0
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—40—
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Temperature of cryobaffle (°K)
G4619,20
Figure 74.17

(a) The ion sources were operated intermittently in this test to allow the substrate to cool between etch cycles. Thectefmpprahe close to the substrate
is plotted versus time for several intermittent etch runs. Surface scatter in the resist became prominent when the nmsasemguepature exceeded60

A thermal load of 15 W (from the ion source) was calculated from the rate of temperature rise of the substrate. (b) Fadeadlimtinsfer power of the
cryobaffle on the back of the substrate has the capacity to cool the substrate if the baffle is cooled at liquid nitragéurésmplee calculation assumes the
DPP is at 32X and the emissivity of both the cryobaffle and the substrate are unity. (c) The DPP substrate is seen in the compres$iun afyoblaffle

is above the substrate with a temperature probe near the optical monitor port. The optic is held so it is the closetteoinjesioiorce to prevent resputtering
and redeposition from any metal hardware onto the optic surface.
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than this measured temperature since softening temperatui@ser hardware, which prevented resputtering of hardware
for most resists exceed 1220 This could not be confirmed material onto the surface. A conductive metal apron dropped
because the front surface temperature of the rotating substratewn around the mount from the cryobaffle above to improve
could not be measured easily without disturbing other concucooling of the mount.
rent experiments. This test confirmed the suspicion that the
texturing effect was due entirely to overheating of the resist The compression mount was tightened enough to prevent
during etching. the optic from releasing during a worst-case condition where,
if the cryobaffle failed, the optic and mount would heat to
The immediate solution to the heating problem was t&0°C. The stresses of the mount on the optic were modeled
cryogenically cool the substrate from the back (top) surface. Asing finite element analysis [Fig 74.18(b)] to ensure that the
15-W heat load on the substrate was determined from the raiptic would not fracture when placed in the cold extreme of
of temperature rise in the intermittent etch tests. The heat loa®0°C. The compressive stresses did not exceed 400 kg/cm
could be reduced only by moving the ion source away from thand the tensile stresses were less than 80 K§&i®, strength
substrate, which would result in excessively long etch runss 11,000 kg/cr (compressive) and 500 kg/érttensile)]2°
The thermal radiative power for two flat surfaces was found’he mount with an optic can be seen in Fig.74.18(c).
from the relationship
The surface scatter was visibly reduced in all etch runs that

TA_gh were cryocooled. The only exception occurred on some DPP’s

QM=0* ————*A, (4) that were rotated too slowly during the etch cycle and others
1 + ig 1% that did not cool well enough directly under the optical monitor

% 525 g port in the cryobaffle. (This caused local hot spots in the optic

and very light scatter.) The total scatter from any plate never
exceeded a loss of more than 1% at 351 nm. AFM scans of a
whereo=5.6697x 1078 W°K/m2, T is the temperature of the typical and a worst-case surface are illustrated in Fig. 74.19.
cryobaffle, S is the maximum allowable temperature of theThe typical low-scatter silica surface after removal gfrbof
substrate (32X), Ais the substrate area, afyjdande, are the  material had an rms roughness of 3.7 nm with peaks of 24 nm,
emissivity of the substrate and the cryobaffle. Both emissivityand the worst-case area had an rms roughness of 4.14 nm with
values were assumed to be unity since the peak wavelengthpgfaks of 60.8 nm. The isolated peaks in the worst case are
radiation will be in the 5- to 1 range. The cooling power assumed to be seeded by blisters in the photoresist.
of the cryobaffle as a function of the baffle temperature is given
in Fig. 74.17(b). A cryobaffle was designed and fabridgted Linearity
that had temperature regulation provided by a proportioning In a continuous profile optic, a linear removal rate between
valve for liquid nitrogen and internal heaters [see Fig 74.17(c)the photoresist and the silicais essential. If the process were not
The cryobaffle could be rapidly heated after the etch compldinear, it would be necessary to modify the original mask to
tion to prevent condensation on the substrate and excessiempensate for the nonlinearity, and to tightly control the
cooling of photoresist in partially etched plates. Temperaturesonlinear process from run to run. Linearity was tested by
of probes near the front surface and between the back surfaeging a calibration mask designed by LLE’s Optical Imaging
and the cryobaffle were recorded for all etch runs. and Sciences Group [Fig. 74.20(a)]. This mask produces a
linear ramp in resist, a stepped ramp, and several steps in
The design of the substrate mount was driven by the needdifferent locations in the aperture. It also has a flat region
thermally cool the optic from above, to hold the optic throughacross the center that can be used to measure etch uniformity.
a wide temperature range in case of ion-source failure, and The ramp region, which was the most useful, was measured on
prevent redeposition onto the back of the substrate froran interferometét before and after etching. A typical result
scattered ions. In addition, resputtering of hardware onto thfieom the measurement is seen in Fig. 74.20(b).
front surface of the substrate was to be avoided since it would
both increase localized scatter and lower the damage thresholdThe ion-etch pattern faithfully reproduced the ramp in the
of the optic. The mount functioned as a compression chugkhotoresist master. The normalized measured ramps of the
and used a polyetherimitfematerial to hold the optic [see photoresist ramp and the etched silica ramp from this master
Fig. 74.18(a)]. The optic surface was located well below albre compared in Fig 74.20(c). The departure from the photore-
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sist curve for the thicker resist is due to some residual spatiplotted against the straight line target in Fig 74.20(d). The
nonuniformity that existed in the process at the time of the tedinearity seen in this graph is a result of careful compensation
The ratio of the slopes of the silica ramp to the photoresist ranfpr nonlinearities in all stages of mask manufacture, including
was approximately 1.3 during a calibration sequence jusiim response and photoresist response.

before production. This value represents the etch ratio of the

two materials and depends on the photoresist type, resist bakear-Field Defects

parameters, ion incidence angle, and ion energy. The higher Near-field defects are small-scale regions of high slope in
etch rate in the silica allowed for the use of lower thicknesthe surface of the distributed phase plate. They are caused by
photoresist coatings and reduced exposure times to the maakher defects in the photoresist spinning process or imperfec-
for a given desired spot size of the DPP. The final resigtons in the mask used to expose the photoresist. Near-field
thickness for this design was 3uB, which produced a im  defects produce regions of high intensity fairly close to the
peak-to-valley pattern in the silica. The ramp of the silica i©DPP surface, which could damage other optics in the vicinity.
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G4621,22,23

Figure 74.18

(a) The vacuum chuck holds the optic in compression with a Glteatyetherimide collarThe substrate mount acts as a barrier for ions traveling to the
back surface; it also allows rear radiative cooling and optical monitoring through the optic. (b) Finite element anatysissfrtite in a fully tightened and
cooled (80°C) chuck determined that stresses in the optic would be well below the tensile strength of fused silica. The chuck istightgn&siprevent

the optics from falling out at the high-temperature extrerB6°C). (c) A close-up view of the chuck on a mounting jig shows the optic, the ®iteg, and

the tensioning screws. The mount is painted black to increase the infrared emissivity of the aluminum.
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In OMEGA, near-field defects could damage the aspheridefect with a larger modulation in silica. For this reason, when
focusing lens, which is approximately 150 mm in front of themaking etched DPP's, it was preferable to inspect and repair
DPP. This lens is both expensive and difficult to replace. the final etched surface.

During the production of the first set of replicated DPP’s DPP’s were first inspected for near-field defects in a colli-
made in epoxy, the near-field defects were removed by localljmated beam at=442 nm, which is fairly close in wavelength
altering the topography around the defect. Several methods the 351-nm wavelength of the OMEGA laser but still visible
for achieving this were attempted and tested by placing @ the unaided eye. A shadow image of the collimated beam
repaired DPP and a surrogate focus lens in a full beam @fas examined against a white background at a distance of
OMEGA. The technique that prevailed in both the epoxy and150 mm beyond the part. After mapping out the near field for
the photoresist materials was to use a hot, blunt point to changegions of high intensity, a quantitative measure of intensity
the topography of the epoxy by melting. In these cases, the ligfrtom each defect was obtained with a CCD camera in the near-
striking the repaired area is scattered into a wide angular ardeeld plane (see Fig. 74.21). If the near-field defect caused a
The repaired defect areas appear as small holes in the propagegtak intensity that exceeded the background by a factor of
ing beam. 3, the defect was marked and removed by grinding [see

Fig. 74.21(c)]. During production, plates typically exhibited

For etched DPP’s, near-field defects were repaired by altefive to ten defects. Plates with as many as 20 defects were
ing either the photoresist master prior to etching or the fusedepaired and used on OMEGA. Near-field defect repair was
silica surface after etching. In silica the near-field defects werene of the most time-consuming and labor-intensive opera-
repaired by localized grinding with a small dental grindertions in the manufacturing of DPP’s. After being repaired, the
Since the etch ratio of silica to the photoresist is 1.3:1, a defeaptic was cleaned and sol-gel coated by dip coating.
that causes a small modulation in photoresist will turn into a

G4624

Figure 74.19

(a) The improved surfaces of a DPP cooled during etching can be seen in this AFM scan of a low-scatter area. The rms Bdginmetsee P—V roughness
=24.5 nm. (b) AFM scan of worst-case scatter on a production DPP. Scatter was associated with a region that would no¢ffieetiviegeaooled by the
cryobaffle, such as the optical monitor port. The rms roughmésk nm; the P—V roughnes$0.8 nm. Isolated defects cause most of the scatter losses from
this surface. Note the different scale lengths in the two AFM images.
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Production Process/Results outside the prescribed parameter space for the ion-beam neu-
A schematic of the full ion-etch system is shown intralizer emission current and the accelerator (grid) current. The

Fig. 74.22(a). The geometry of the ion source and the substratkamber was loaded during the day and operated at night. A

can be seen in the photograph of the vacuum chamber’s interitypical 14-h etch run included time to heat up the cryobaffle

[Fig 74.22(b)]. A control program that would shut off the andthe substrate to room temperature before removing the part

source after a set interval monitored the ion source. Thi®r testing the next morning.

program would terminate the etch if the ion source operated
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Figure 74.20

(a) The calibration mask is used to characterize both lithographic and etch nonlinearities. (b) A typical interferometemerasfia continuous calibration
ramp. (c) The measured continuous ramps for both silica and photoresist are closely matched and therefore indicatiyelioearhpgbtess. The heights
are normalized for easy comparison. (d) The etched ramp is compared to a desired linear ramp. The final result inchfdies entims DPP process, including
the film errors from several stages of mask writing and enlarging, photoresist errors, and final etching.
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G4628

Figure 74.21
A CCD camera is used to analyze individual defects. Several type of near-field defects are found in the DPP’s, inclutiir@)leosieets (b), goobers,
worms, and dirt (last three not illustrated). The final frame (c) shows the near-field result after repair.

An optical monitor measured the thickness of photoresistorning 7940 fused silica were damage testeduvedrid 3v
during an etching run to determine the etch rate and assistwith 1-ns pulses. The results are compared to polished and
endpoint determination. The DPP design was modified taleaved surfaces in Fig. 74.24. The damage thresholds of the
produce the thickest area of photoresist in the center of then-etched surfaces increased over polished surfaces but were
substrate, which was made to coincide with the center of tHess than those for a freshly cleaved surface. The current
substrate rotation. A white-light beam was co-aligned withexplanation for the increase is that polishing processes produce
this point to allow for continuous monitoring by interferenceboth a hydrated layer and a layer of subsurface fractures that
through the photoresist. The beam entered a monochromatadn trap absorbing contaminants during the polishing process.
detector combination, and the signal was fed into a strip chafthe ion-etch process removes the hydrated layer and the layer
recorder. The etch rate derived from this measurement proved fractures and associated contaminants, while the relatively
to be a good indicator of ion-source performance. lon etchingpw-energy ions do not penetrate and disrupt the structure near
would continue for 30 min after the interference signal ceasetthe surface.
to ensure that all the photoresist was removed.

A DPP’s optical performance can be evaluated by examin-

The full production process for DPP’s is summarized in théng the minimum spot size it produces when used in a focusing
flowchartin Fig. 74.23. The process requires that a photoresisystem similar in aperture and focal length to that found on
master be made for each etched phase plate. The DPP’s @MEGA (265-mm aperture, 1800-mm focal length). The spot
OMEGA were produced over a period of 19 weeks. During thisize is measured at the width corresponding to 5% of the
time 79 successful etch runs—66 DPP’s and 13 calibration anaximum energy. A Gaussian function is fit to the measure-
uniformity checks—were completed. Maintenance occurrednent, and the order (shape) of the function is found. The
on 9 days, and 5 etch runs resulted in failures. A high level a€sults for both the replicated epoxy and ion-etched DPP’s are
preventive maintenance was performed on the vacuum pumgiven in Table 74.1, and histograms for both DPP types are
ing system and the mechanical components just prior to thgiven in Fig. 74.25. The etched DPP’s had a more consistent
final calibration sequence. spot size than the replicated DPP’s. Note that the target size

had changed between the time the two sets were made. The

Laser-induced-damage thresholds of ion-etched silica alaussian order for the ion-etched set was lower that the target
ways increased when care was taken to prevent the occurren@due of 3, but most of those variations were probably due to
of redeposition from sputtered tooling. lon-etched samples dadrrors in the mastering process and are not inherent to etching.
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(a) Schematic of the LLE/OMAN 16-cm-ion-source etching system. The system was operated continuously for 14 h during(ba@hetbB.cm ion source

(below) is shown on a rail in the 54-in. chamber with a substrate in the rotation fixture (above).

88

LLE Review, Volume 74



THE DevELOPMENTOF lON-ETCHED PHASE PLATES

=

Start Incoming Inspection and clean for | Dielectric AR @ 360 nm Cleaning for Coat master within |
inspection AR coating (one side only) OISG

Fail
Y

Pass attach
Attach failed Rework travelers

optic traveler surface and maps
v
‘\‘ i Expose Develop bleach and ‘Test for Bake PR TN, e
PR inspection Pass> through mask [ bake Mg _BakePR | [RASCAL measurd _

Fail Fail
¥

[SmPR]—(®)

v
(map NF repajr 7 Visual OISG fo Strip dielectric and
PR) lon etch 54 inspect fleld test Pass>"" AR coating
Fall L Fall
Rework Grind NF defectin Si9 |

Y
Cleaned & Sol-gel coat| ) |:|:
inspected Pass> “@ 351 nm Spectral test Pass-) RA) test efﬂcnency tes pass—| Mount |—

Fall Fail Fall

On system —> OISG: Optical Imaging and Science Group

G4631

Figure 74.23

Flowchart of etched DPP production steps. The substrates were coated initially with a durable antireflection coatingitteréehecee effects during
exposure of the photoresist.
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The transmission through a DPP was measured by colledGonclusion

ing all of the energy in the spot using an oversized detector and Inertion etching is a powerful tool for use in manufacturing
then reducing the aperture of the detector to 1 mm. The fir®@PP’s for high-peak-power lasers. In concert with gray-level
measure indicates the performance of the sol-gel coatings aptotoresist methods developed at LLE, it provides a method of
scatter characteristics of the piece. The second measure giveensferring any continuous function onto an optical surface.
the energy likely to impinge on a target and is more relevant tdhe development and production time of 15 months was
performance on OMEGA. The distribution of the 1-mm aper+elatively short given the excellent performance of the devices.
ture measurements for the 60 DPP’s used on OMEGA is seen

in Fig. 74.26. The plates are near the theoretical maximum The inert-ion-etching process may be invaluable as a tool
transmission for the Gaussian ordenef 2.44. for increasing the damage threshold of silica surfaces in both

Table 74.1. Comparison of performance results for 60 etched DPP's manufactured for OMEGA and earlier
replicated epoxy DPP's.

Etched DPP's Epoxy DPP's

Mean lo Mean lo
Minimum spot size, um 936.7 14.1 635.8 37.6
Gaussian order 244 0.07 ~ ~
Full transmission 0.994 0.004 Degraded ~
T @ 1-mm aperture 0.959 0.006 ~ ~
~no data available.

(a) (b)

Spot-size distribution of
epoxy-replicated plates on OMEGA

Spot-size distribution for
ion-etched plates on OMEGA
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The far-field spot size (at the 5% of maximum width) was measured for each DPP. The distribution of spot sizes for thelieptey D& P’s (a) was much

broader than in the ion-etched DPP’s (b).
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Despite some loss due to the near-field defect repairs and slight scatter, the

transmission was near the maximum value possible for this Gaussian orden.2.

The DPP design requires that some of the energy be sent outside the target.

13.

the infrared and the UV. lon etching will be tested on other

components of OMEGA to assess its capabilities for raisingi4.

laser-damage thresholds.
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A High-Resolution X-Ray Microscope for Laser-Driven
Planar-Foil Experiments

A soft x-ray microscopeH = 3 keV) with high spatial resolu- approaching ~gm has been reported. Kodagtaal 11 report
tion (~3um) has been characterized at LLE and used for initiabn an advanced Kirkpatrick—Baez (AKB) microscope, which
experiments on the OMEGA laser system to study the hydrazonsists of four mirrors producing a single image. This micro-
dynamic stability of directly driven planar foils. The micro- scope has a quoted resolution of @3 or better over an
scope, which is an optimized Kirkpatrick-Baez (KB)-type ~1-mm-diam region.
design, is used to obtain four x-ray radiographs of laser-driven
foils. Time-resolved images are obtained with either custom- This work describes the characterization of a KB micro-
built framing cameras (time resolution ~80 ps) or short-pulsescope configured to provide high-spatial-resolution g8
backlighter beamg\t < 200 ps). In the former case, a spatial low-energy £3-keV), multiple framed imagea(~ 80 ps) of
resolution of ~7um was obtained (limited by the framing x-ray-backlit, laser-driven foils. This KB microscope optical
camera), while in the latter case a resolution ofurBwas  assembly consists of glass reflecting surfaces assembled with-
obtained. This article details the testing, calibration, and initiabut an additional metal coating. As will be shown below, the
use of this microscope in the laboratory and on OMEGA. uncoated reflecting surfaces provide a convenient high-energy
cutoff at ~3 keV, which is appropriate to both the backlighter
Recent experiments studying the hydrodynamic stability opectrum and the subjects of the radiography (plastic foils).
laser-driven planar foils’” have relied on the technique of The detailed design is further described in Marshall art?Su.
time-resolved x-ray radiography as a method of diagnosis. ThEme resolution can be obtained by either custom framing
short time scales (~ ns) require the use of a laser-generatedmeras (developed at the Los Alamos National Laborsdory
x-ray backlighter, while the small spatial scale lengthenty  or a novel, multibeam, short-pulse (~100-ps) backlighter irra-
require a high-spatial-resolution imaging system. In a radiodiation scheme. This KB microscope will be used in future
graph of a perturbed driven foil undergoing unstable growthplanar-foil stability experiments on the University of Roch-
the modulation depth (the desired observable) is affected byster's OMEGA laser systetf.
the resolution (modulation transfer function) of the imaging
system This is typically limited by the imaging system itself Characterization of the Microscope
(pinhole resolution in the case of pinhole imaging) or addition- The microscope used for these experiments was built and
ally by the recording system blurring (as is typically the cas@ssembled by Sydor Optié2.It consists of four mirrors
when using framing camera or streak camera imaging). Sysiranged in a stack of two perpendicular pairs (Fig. 74.27) that
tems used to record radiographs of laser-driven foils rangproduce four images of laser—plasma x-ray emission. Images
from simple pinhole cameras coupled to x-ray framing camare formed by two perpendicular reflections at a mean grazing
eras to Wolter microscopes coupled to streak cameras. A goaahgle of ~0.70. The super-polished reflecting surfaces (sur-
example of the resolution obtainable with a pinhole—framingace roughness < 4 A) are concave with radii of curvatere
camera combination is described in Robegl,? where 5-to 26 m and a thickness along the optical axis of 4.5 mm.
10-um-diam pinholes in combination with framing cameras atfPreviously reported mirror assemblies (Ref. 12) had a thick-
magnifications up to 2Ryield a spatial resolution approach- ness of 9 mm, resulting in a larger solid angle but also larger
ing 10um. Remingtoret al10 describe the measured resolu- measured and calculated off-axis aberrations.] The surfaces
tion of the Nova 22 Wolter microscope, which has an ulti- perpendicular to the reflecting surfaces are also super polished
mate resolution of ~2 to Bm but is not easily adaptable to and are used to optically contact the mirrors into a fixed, stable
multiple-frame, two-dimensional imaging. More recently, assembly. The images formed by the KB microscope obey the
monochromatic imaging using bent crystals as the imaginépcus equatiotf
device has been applied to flat-foil experimehResolution
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P | q |
Figure 74.27
ixé — — 54 Schematic of the KB microscope optical assembly.
Image
Source Mirrors Baffle

E8640

2 (1) overall resolution of the image near best focus. Figure 74.28(c)
Rsini’ shows an enlargement of the lineout at the edge of the shadow
of one wire. The width of the shadow is ~3um. This
wherep is the distance from the object to the mirror assemblymeasurement was repeated across the image, yielding the
gis the distance from the mirror assembly to the imiagehe  resolution as a function of position [Fig. 74.28(d)]. The reso-
grazing angle, anR is the radius of curvature of the mirrors. lution thus measured closely follows that computed by ray
The distancep andqin Eq. (1) refer to the distance from the tracing (solid line). Diffraction of soft x rays:(.5 keV) will
center of the assembly, i.e., between the pairs of perpendiculeontribute to image blurring at best focus. The dotted line in
mirrors. The mirror separations have been adjusted (as deig. 74.28(d) indicates the approximate effect of diffraction on
scribed in Ref. 12) so that the focus of the first reflectinghe resolution for an assumed energy of 1.25 keV (worst case,
surface is coincident with the second reflecting surface. Thiee., lowest practical energy to be used). Diffraction is seen to
best-focus distance at a magnification of 13.6 was found to Hinit the resolution to ~Zm for such soft x rays. The measured
p =179.3 mm. The solid angle subtended by each reflectingesolution of 3um at best focus indicates that the optical
pair as seen from the source is»8078 sr for this case. system is limited ta>1.5 times the diffraction limit. For
comparison the resolution that would have been obtained if
After assembly the KB microscope was first characterize®-mme-thick mirrors had been used is shown in Fig. 74.28(d)
in the laboratory using a cw, e-beam-generated x-ray sourcas a dot—dashed line. The smaller mirrors clearly provide a
The e-beam impinged on a water-cooled tungsten target afterore optimum on-axis and off-axis resolution at the expense
passing through a bending magnet whose purpose was @absolid angle.
prevent ion contamination of the target area. Typical e-beam
voltage settings of 10 kV were used in all tests, producing a The edge response functi@nof the microscope (image
continuum x-ray source up to 10 keV. Images were recordeaf the shadow of the edge of a wire) is given by
on Kodak DEF direct-exposure film after passing through a
1-mil (25.4um) Be window placed near the optic baffle. X
Figure 74.28(a) shows one of four such images taken of a g(x) = J’Z(x')dx', (2)
500-mesh Cu grid (0.001-in.-diam Cu wires spaced by —©
0.002 in., i.e., 500/in.) placed at the best focus of the micro-
scope. A hole was placed in the grid [visible in Fig. 74.28(a) awhere/ is the line spread function, which is itself a function of
a dark irregularly shaped region] as a position reference fromandy, but assumed to vary slowly. We can make the simpli-
image to image. The resolution as a function of position wafying assumption that the point spread function (PSF) is given
determined from photomicrodensitometer (PDS)-digitized gridy the product of the line spread functions in the two perpen-
images. A Perkin—Elmer PDS with a 0.25 NA lens, and alicular directions andy. This is a good assumption provided
scanning aperture of J@m, was used to digitize the images. the axex andy are aligned along the axes of the microscope
Figure 74.28(b) shows a horizontal lineout through the imagmirrors, as is the case for all of the images analyzed in this
of Fig. 74.28(a) and just below the reference hole. The valuesticle. The PSF is thus computed from the observed edge
are computed intensity in ergs/€naersus position irum  response function by differentiation. The result of one such
[assuming a photon energy of 2 keV (see the energy responsemputation from the image of Fig. 74.28(a) near best focus is
calibration later in this section) and using the semi-empiricashown in Fig. 74.29(a). The computed PSF has a full width at
formula of Henkeet al1]. The lineout has been averaged overhalf-maximum of 3.Qum. Figure 74.29(b) shows the modula-
the width of the space between the wires and median filtered tmn transfer function (MTF)
reduce point-to-point noise. The remaining pattern shows the

+
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Figure 74.28

Laboratory tests of imaging with the KB microscope. (a) Image of a backlit Cu mesh taken with a cw x-ray source; (b)Ibmeloieia grid passing through

best focus; (c) enlargement of lineout near best focus; (d) width of the shadow of each wire versus position in the®bjdef) pldre solid line is the resolution
computed by ray tracing; the dotted line includes the effect of diffraction by 1.25-keV x rays. The dot—-dashed line Istibe cesoputed by ray tracing

for 9-mm-thick mirrors (as used in Ref. 12).

imagef8(GMXI), which also uses a KB optic forimaging. The
GMXI vacuum housing and KB microscope chassis with the
uncoated KB microscope optic were used to obtain framed
computed from the PSF by Fourier transform as a function afmages on the OMEGA target chamber. Each camera consists
position about best focus. The ideal MTF of a pinhole cameraf a pair of 25-mm-diam MCP’s proximity focused to P-11
with a 10um aperture at comparable magnification is showrphosphor-coated fiber-optic faceplates. Two such cameras
for comparison. record the fourimages of the KB microscope on Kodak TMAX
3200 film. A frame time of ~80 ps results when the cameras are
Framed imaging with the KB microscope is accomplisheclectrically gated. Each camera can be independently trig-
with a pair of custom microchannel plate (MCP)-based cangered, while the separation of the images (~48 mm) results in
eras built at the Los Alamos National Laborat8rgnd origi-  a time between images on a camera of ~320 ps. Laboratory
nally designed to be used in the gated monochromatic x-ragsts of the framing camera/KB microscope combination were

MTF = F[PSF(x)| , (3)
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performed with the cw x-ray source described above, prior tasing the method described in Dreizall® The spectrum of

its use on OMEGA. Figure 74.30(a) shows one such imag®oth the reflected and unreflected x rays were recorded with a

The resultant MTF is shown in Fig. 74.30(b) and is compareAMPTEK XR-100T Si(Li) detectof® The reflectivity was

to the MTF’s of the KB microscope without a framing cameracomputed from the ratio of the two observed spectra and is

and the MTF of a 1@am pinhole at comparable magnification. shown in Fig. 74.31 along with the reflectivity computed from

As is evident, some amount of spatial resolution is lost whethe tabulated values of the atomic scattering fattoasd

using the framing cameras with the KB microscope. Thassuming a grazing angle of 0278oth the ideal calculated

framing camera allows flexibility, however, in choosing theresponse and the response convolved with the Si(Li) detector

time of the radiograph when not using a short-pulse backlighteenergy resolution are shown. The measurements were taken
through a path that contained @& of Be, which limited the

The energy dependence of the KB optic reflectivity wassensitivity below 1.5 keV. The difference between the mea-
measured with the same tungsten x-ray source described ab@eed and computed reflectivities is small and may be due to
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Laboratory test of the KB microscope with images recorded by a framing
camera. (a) Image of the grid taken with a framing camera and a cw x-ray
Figure 74.29 source; (b) the MTF of the KB microscope with framing camera—-recorded
The PSF and MTF of the KB microscope recorded with DEF film. (a) Theimages compared to the same obtained without framing cameras. The MTF
PSF near best focus; (b) the MTF versus position compared to that of @af a 10um-pinhole-camera—based framing camera is also shown for com-
10-um pinhole at comparable magnification. parison (dotted line).
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1.0 . . . and filter transmission is seen to result in a spectrum of x rays
v in a narrow band from ~1 to ~1.5 keV. The dépth of x rays
0.8 v \J . M d through plastic (such as parylene) in the midpoint of the band
:“,"f easure (1.25 keV) is ~9um. Conversely, a 0.pm variation in
2 06k |,’ Convolved thickness through the foil would produce a modulation in the
S : x-ray signal of ~5%. The calculated flux density is more than
e 04l I adequate to produce a good exposure on Kodak DEF (as would
W Ideal—»:l/ be the case when using a short-pulse backlighter).
0.2+ .
Uranium spectrum
0.0 . ! < 10° £ T T T T T 3
0 1 2 3 4 g 7 (@) ?
ot Energy (keV) % 102 - 1
° :
Figure 74.31 é) 10 3 3
The reflectivity of the KB microscope versus energy. The solid line is the = C ]
measured reflectivity, the dashed line is the reflectivity computed using E 100 3 E
tabulated values of the atomic scattering constants, and the dotted line 8_ E 3
includes the convolved response of the Si(Li) detector. n 10—1 I i
0 2 4 6 8
imprecise knowledge of the energy resolution of the Si(Li) Energy (keV)
detector at the low energies involved. The reflectivity is seen KB filtered response
to fall at the Si edge (1.8 keV) and cut off at ~3 keV as . | .
expected due to the usual grazing-angle dependence of the (b)
x-ray reflectivity. 021 254umBe
> + 6 um Al

The choice of uncoated glass as the reflecting surface for é
planar-foil radiography is further elucidated by the following E 0.1- .
spectral analysis: A typical backlighter used for these experi- | i
ments is a uranium foil illuminated at intensities of »3
104 W/cn?. The spectrum of x rays emitted by such a 0.0
backlightef2 is shown in Fig. 74.32(a). Most of the emission P
comes from the uraniufi-band (which is unresolved in this . 1 ' ' ' ©
measured spectrum) with an additional peak at 3.5 keV dueto 3 1L N
M-band emission. A sensitivity weighted toward the low- TS 100
energy end of the spectrum (<1.5 keV) is desired since the 2 § 2: :

. : . - =€ 107¢ E
radiography is to be performed on a plastic (CH) foil. The =5 3 E
uncoated-glass optic has a sharp dip in the reflectivity at g ?,, 103L N
1.8 keV followed by a gradual decrease to nearly zero from 2 %g_@, E
to 3 keV. The cutoff above 3 keV provides for complete " 1074L , ]
rejection ofM-band x rays (which would decrease the contrast 0 2 4

of the radiography). The response to the U-backlighter spec-
trum can be further optimized with filtration. Figure 74.32(b)

E8866

Energy (keV)

shows the computed efficiency of the KB optic when Brigure 74.32

25.4um-thick Be plus a gam Al filter is used. Figure 74.32(C)  The response ofthe KB microscope to a uranium backlighter. (a) U-backlighter
shows the spectral flux density seen at the image plane calcipectrum??(b) the KB microscope response with a 2fm-Be plus 6um Al
lated for 10 J in a 30Q#m-diam spot in a 100-ps interval (~1.5 filter; (c) spectral flux density at the image plane calculated from the spec-

x 104 W/cmP). This combination of microscope reflectivity

96

trum in (a) and the filter in (b).
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Experiments on the OMEGA Laser Facility provide anin-situ measurement of the resolution. Fig-
Experiments were performed on the OMEGA 60-beamure 74.34(a) is a DEF-recorded image of a long-pulse (~3-ns)
UV (351-nm) laser systetfusing the soft x-ray KB optic to backlit grid, Fig. 74.34(b) is a DEF-recorded image of a short-
image laser—plasma x-ray emission. The KB microscope apulse (~200-ps FWHM Gaussian) backlit grid, and
rangement and the target-illumination method are shown iRig. 74.34(c) is a framing camera—recorded image of a long-
Fig. 74.33. Targets consisted of test grids and/or driven modpulse backlit grid. Analysis of the images yields MTF’s indis-
lated foils backlit by U foils, illuminated by up to six beams oftinguishable from those shown in Fig. 74.30(b), verifying that
OMEGA at an intensity of up to 2.8 1014 W/cn?. Fig-  the resolution of the microscope is maintained when using a
ure 74.34 shows a set of suchimages of backlit grids. [The gridisser—plasma source as a backlighter. Again, spatial resolution
in this case were 2am-thick electroetched Ni mesh with a of 3um is obtained when the radiographs are recorded without
500/in. pattern (e.g., 50m pattern) and 1@mm-square holes.] the aid of a framing camera.
Grid shots were used to verify the system alignment and

Backlighter beams

KB optic Stalk Figure 74.33
To Arrangement of KB microscope, target, and beams of OMEGA
Image — when used for backlit flat-foil imaging.

~
~

X rays\ ~ -
(from target) &

Drive beams
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Figure 74.34

Resolution tests performed on the OMEGA laser system. (a) DEF-recorded image of a long-pulse backlit grid; (b) DEF-regeraéd isteort-pulse
backlit grid; and (c) framing camera—recorded image of a long-pulse backlit grid.
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The framing cameras were used to image radiographs of
driven perturbed foils. The overall experiments to observe
Rayleigh—Taylor (RT) growth are more completely described
in Knaueret al.® Figure 74.35(a) shows a framed image of one
such driven foil, which consisted of a 2fa-thick plastic foil
with a 1.0um peak-to-valley, 2Q#m period modulation on the
driven side. The drive intensity was 210 W/cré. An
intensity-converted lineout taken vertically through the image
is shown in Fig. 74.35(b). (The values are deviations from
the local average intensity.) An observed variation of ~6%
peak-to-valley is evident, which is consistent with early-time
(t < 0.5 ns) modulation, assuming the average energy of the
x rays producing the modulation is ~1.25 keV. The image
shown in Fig. 74.35 serves as an example of the micro-
scope’s capabilities.

0.04—
0.02]

0.00f

Multiple-Beam, Short-Pulse Backlighting

The best possible method for utilizing the high spatial
resolution of the KB microscope is to record the radiographs I
directly with x-ray sensitive film, or with a solid-state device 00A
having comparable spatial resolution, as was demonstrated in 0 50 100 150 200
the preceding section. Since it is necessary to observe the time casonss Distance jim)
evolution of the object being radiographed in this instance
(i.e., the modulated driven foil), a short-pulse (~100 ps OFigure 74.35
less) backlighter is required. This can be accomplished Ofgadiograph of driven modulated foil. (a) Framed image of driven foil having

OMEGA with up to six beams, as shown schematically iran initial modulation depth of 1/0m and a 2Qum period; (b) lineout through
Fig. 74.36. The short pulses are staggered in time to arrive at tihe image.

backlighter, spaced by the desired delay, and arranged to
backlight the target from separate but nearby directions as seen
from the microscope. Since the microscope, as installed in the

OMEGA target chamber, is surrounded by six beams, a natural

arrangement is for the beams to backlight the driven target in

a hexagonal pattern. Tests are currently underway to provide

for this experimental configuration on OMEGA.

Modulation depth

—0.02;

Figure 74.36
Configuration for obtaining multiframe radiographs
by multibeam, short-pulse backlighter irradiation.
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Conclusions 7.

The KB microscope described in this article has a demon-
strated resolution of ~8m at optimum focus and a sensitive

energy range of ~1to 3keV dependent on filtration. When used9.

with a framing camera, the obtainable resolution is degraded to

~7 um, but with the benefit of ~80-ps time resolution afforded 4

by the cameras. Both high-spatial (#8) and temporal reso-

lution can be obtained by using a multiple-beam, short-pulsé-1-
backlighter configuration. In conclusion, the KB microscope ,,

described here as used in the GMXI is a flexible diagnostic of

laser-driven, planar-foil experiments, providing the desired13.

time-resolved, high-spatial-resolution x-ray radiographs.

14.
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Measurements of Core and Pusher Conditions in Surrogate
Capsule Implosions on the OMEGA Laser System

The primary objective of the experimental program at LLE is
to evaluate the direct-drive approach to laser-driven inertial
confinement fusion (ICF). In particular, its central goal is to
validate, by using the 30-kJ, 351-nm, 60-beam OMEGA lasawrherek is the unstable wave numbg(t) is the acceleration,
system! the performance of high-gain, direct-drive targetandV(t) is the ablation velocity. The distortions that grow at
designs planned for use on the National Ignition Facility (NIF)the ablation surface can eventually feed through to the inner
This will be achieved by diagnosing the implosion of cryo-surface of the shell, where they add to any existing mass
genic, solid-DT-shell capsules that are hydrodynamicallyperturbations, thus seeding an instability that can grow at that
equivalent to the ignition/high-gain capsules planned for ussurface as the target begins to decelerate during stagnation. If
on the NIF with a 1- to 2-MJ drive. In the direct-drive approachhe resultant distortions are large enough, the performance of
to fusion, the capsule is directly irradiated by a large number @ahe capsule will be severely compromised. An integrated
symmetrically arranged laser beams, as opposed to the indiregtderstanding of hydrodynamic instabilities, fuel-pusher mix,
approach in which the driver energy is first converted intand their effect on capsule performance requires quantitative
x rays, which then drive the capsule. Direct drive has thédata and a study of the processes involved in each phase.
potential to be more efficient since it does not require this
intermediate x-ray conversion step. In both cases the high In this article we present the results of direct-drive experi-
densities and core temperatures necessary for ignition requingents carried out on OMEGA to investigate each of the stages
that the capsules must be imploded with minimal departuregescribed above. First, we summarize the results of experi-
from one-dimensional behavior. For direct-drive capsules, thments designed to study the imprint and acceleration stages, in
dominant effect contributing to degradations in capsule perfoloth planar and spherical geometries. Next we present the first
mance is believed to be the development of Rayleigh—Taylgrhase of the investigation of the deceleration stage. [This stage
(RT) unstable growtR seeded by either laser-irradiation non- has previously been investigated in indirectly driven targets at
uniformities or capsule imperfections. the Lawrence Livermore National Laboratory (LLNL) using
plastic targets with an inner layer of Ti-doped CH and an Ar-
In a direct-drive capsule implosion, the development ofloped B fill. -8 The goal of our initial experiments was to
hydrodynamic instabilities occurs in a number of stages. In thensure that our diagnostics could measure the conditions in
start-up, or imprinting, phase the laser is directly incident ooth the core and the shell during shell deceleration and
the solid capsule surface. Eventually, a plasma is created dsignation and that they had enough sensitivity to observe
to either dielectric breakdown or other processes, a criticalifferences in core conditions under various RT-growth condi-
surface is formed, and the absorption of laser light sendstins. The RT growth was modified by varying the temporal
series of shocks into the target, eventually causing the shell pulse shape (Gaussian or square) and by doping the quiter 6
move and begin to accelerate. During this initial phasepf the CH shell with chlorine.
nonuniformities present in the laser will cause nonuniform
shocks to be launched into the target, resulting in imposed The deceleration stage was studied by irradiating ~1-mm-
modulations and a certain amount of unstable growth durindiam, 20um-thick CH shells with 30 kJ of 351-nm, 1-ns laser
the shock transit period due to Richtmyer—MesRkshock-  pulses. No smoothing techniques were applied to the laser
driven) or RT (acceleration-driven) instability. During the beams. The one-dimensional simulations of the experiments
subsequent acceleration phase of the implosion, RT growthere carried out with the hydrodynamic cadeAC,° which
continues to grow at the ablation surface with a growth rate thaicludes ray tracing of the laser light, SESAMEquations of
can be approximated fy state, multigroup radiation transport, and non-LTE average-

y =a,[ke(t)] - BKVA(t), )
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ion capability. A few simulations were carried out with the Face-on radiography of foils with intentionally imposed
two-dimensional cod®RCHID! to investigate qualitatively ~single-mode, sinusoidal mass perturbations were used to com-
the effect of the RT growth on the target during the accelergare calculated RT-growth rates with experimental measure-

tion, deceleration, and stagnation of the shell. ments. (These experiments are a continuation of the collab-
oration between LLE and LLNE4 Similar experiments have
Imprint and Acceleration Phases also been performed in indirect dri¥®.In these measure-

Direct measurements of laser imprinting are extremelynents an x-ray streak camera or framing camera is used to
difficult, although Kalantaet all? have reported measure- measure the optical depth of the imposed mode as a function of
ments of imprint in thin Si and Al foils using an x-ray laser agime in much the same way as in the imprint measurements. In
a backlighter. Measurements on OMEGA to date have reliedddition, side-on measurements of foil trajectory weret¥sed
on the technique of x-ray radiography of laser-accelerated Cté confirm that coupling of laser energy into the foils was in
foils in planar geometry3~17using a uranium backlighter with agreement with simulations. Results from single-mode experi-
an average photon energy of ~1.3 keV. Modulations in thenents carried out on OMEGA are shown in Fig. 74.37. Inthese
optical depth of the driven foil measured at different times bylots, the optical depth of the observed modulation of the
an x-ray framing camera are used to observe the growth bfcklighter, as seen through the accelerated foll, is plotted as
perturbations seeded by imprinting. However, since the initigh function of time, together with predictions from the 2-D
perturbations created by the laser imprint are too small to Heydrodynamic cod®RCHID. (A more detailed description of
measured directly by this method, the optical-depth measur#his data can be found in Ref. 19.) The excellent agreement
ments are not taken until the foil has accelerated and unddyetween the experimental data and the simulations is strong
gone a significant amount of RT growth in order to amplify theevidence that, for polymer materials, the RT unstable growth
initial perturbation to detectable levels. This measuremertan be calculated accurately.
therefore incorporates the combined effects of the imprint
phase, shock transit phase, and a portion of the accelerationIn spherical target experiments, where there is no diagnostic
phase. Despite the complication added by the RT growth, suettcess to the rear surface of the shell, we have inferred the
measurements are invaluable for comparing the effects afevelopment of instability growth at the ablation surface dur-
irradiation-uniformity changes, beam-smoothing techniquesng the acceleration phase through use of the so-called

and other mitigation schemes. “burnthrough” techniqué® In this method, time-resolved
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Figure 74.37

Results from the single-mode planar experimenjsconducted on the OMEGA laser compare@BRCHIDsimulations (solid line)
for (a) 60um and (b) 314m perturbation wavelengths.
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spectroscopy, using a spectrally dispersing x-ray streak camurface. In these experiments, the targets were imploded by 60
era, is used to detect the onset of x-ray emission from a buriégams, focused tangentially to the target, with a 1-ns full-
signature layer. In the absence of any unstable growth aevidth-at-half-maximum (FWHM) Gaussian temporal profile
perturbation, the heat front propagates uniformly through thand a total of 20 to 25 kJ. Spectral dispersion for the x-ray
CH ablator until it reaches the signature layer and heats istreak camera was provided by a flat rubidium acid phthalate
resulting in characteristic x-ray line emission. The presence ¢RbAP) crystal, providing coverage of tkeshell spectrum of
unstable growth, however, produces a mix region that can leathe Al overcoat in first-order Bragg diffraction, simultaneous
signature layer material out to the heat front, causing earhyith coverage of chlorine lines in second order. The data from
emission. This method has been shown to be very sensitivetttese experiments, together with a typical streak camera im-
initial beam uniformity! and to target acceleration and effec-age, are shown in Fig. 74.38(a). The time-resolved spectrum
tive Atwood numbef? As with the planar-foil imprint mea- [Fig. 74.38(a)] shows Al lines, formed when the laser is
surements, this method measures the combined effects ioftially incident on the outside of the capsule, and, after a delay
imprint coupled with RT growth. of several hundred picoseconds, emission from the buried
CgH,Cl layer. The measurements have been modeled using a
We conducted a series of burnthrough experiments withbostprocessor tolLAC that calculates the mix thickness using
unsmoothed laser beams to provide a baseline for subsequém HaaR3 method from an experimentally measured initial
uniformity improvements scheduled for the OMEGA laserperturbation spectrum. (Full details of the model are given in
system. The targets used chlorinated plastigi¢Cl) as the Ref. 20.) Figure 74.38(b) shows a comparison of the experi-
signature layer, with CH ablator overcoats ranging from 8 tanental burnthrough times and those predicted by the model, as
12 um. The target diameters were 900 to @60, and in all  afunction of CH ablator thickness. The two cases were normal-
cases the total shell thickness wasu®@ The capsules were ized for one of the $m cases. Variations in burnthrough time
overcoated with a 1000-A Al barrier layer to act as a timindor a given ablator thickness are caused primarily by laser
reference mark and to prevent shinethrddglfithe early part  energy variations between shots. The burnthrough times pre-
of the laser pulse into the target before formation of the criticalicted byLILAC for the uniform 1-D case are also shown and

(a) (b)
Allines  Cllines (2nd order) Ormsin simulation
¢ ¢ 1-D burnthrouah normalized to experiment
| 9 for this shot
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Figure 74.38

Results from burnthrough experiments carried out on the 60-beam OMEGA laser. (a) The streak camera spectrum shows ttie Ghbeésffrom the
Cl-doped substrate at the time of burnthrough. (b) Burnthrough times from the mix postprockHsd€tare compared to the experimental data for targets
with increasing ablator thickness.
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indicate that much-later-than-observed burnthrough would be For future experiments the single-beam uniformity on the
expected for the 8- and @n ablators, with no burnthrough OMEGA laser system will be improved such that the on-target
expected for the thicker cases. The good agreement betweieradiation uniformity will be <1%wo,,s This will be achieved
the simulations and the experiment over a range of targétrough the use of distributed phase plates (DFP'8}D
parameters confirms our confidence in the model and shovesnoothing by spectral dispersion (2-D S$Pand distributed
that we are now well placed to diagnose planned improvemengmlarization rotators (DPR’$f However, current uniformity

to laser uniformity. levels using unsmoothed beams are predicted to be in the
region of 20% or more. To predict the effect these nonuni-
Deceleration Phase formities might have on capsule implosions, simulations were

Initial measurements on deceleration-phase instability utiperformed using the 2-D hydrodynamic c@dBRCHID. The
lized a series of surrogate capsules, consisting of a CH shsimulations used the actual laser-beam nonuniformity spec-
filled with deuterium gas. These targets are designed to mimicum, measured from single-beam, equivalent-target-plane
the behavior of future OMEGA cryogenic DT capsules (and(ETP) images mapped onto a sphere with the appropriate
by extension, NIF ignition capsules) by approximating theioverlap parameters. Even modes 2 to 200 were consistent with
gross hydrodynamic behavior (e.g., similar in-flight aspeceach mode multiplied by/'2 to account for the odd modes.
ratio and convergence). For the purposes of these experimerfggure 74.40 shows predicted mass-density profiles at a time
the CH shell represents the main-fuel-layer region in a cryowhen the shell has reached half its initial radius for two cases:
genic ignition target, and thes@as represents the fuel hot a 1-ns square pulse and a 1-ns FWHM Gaussian. In each case
spot. Figure 74.39 shows the standard capsule we have usedte shellis already showing signs of severe disruption, with the
investigate these two regions. The hot spot, or in our case tls&ructure in the Gaussian case exhibiting longer-wavelength
gas region, consists of 20 atm of,[Moped with 0.25% Ar as structures. For both cases the outside of the shell is more
a spectroscopic signature. The shell consists of an2@H  perturbed than the inside. As a check onQRCHID predic-
layer in which is buried a i layer of (1%-4%) Ti-doped tions, we carried out a number of planar-target radiography
CH. The doped layer can be positioned at various distancegperiments, using unmodulated foils of similar thickness
from the shell/B interface, allowing the study of conditions at (20 yum) and driven with similar intensities to the spherical
different positions inside the shell/main fuel layer. This differstargets. Figure 74.41 shows radiographs recorded on the x-ray
from the method described in Ref. 6, in which the Ti-dopedraming camera for both the 1-ns square pulse and the 1-ns
layer was situated only at the pusher/fuel interface. Gaussian, together with the predicted foil trajectories in each
case. The radiographs show qualitative agreement with the
ORCHIDsimulations in Fig. 74.40, both in terms of the type of
structure seen and the fact that the Gaussian pulse shows
“Standard” Cl-doped Ablator longer-wavelength structure. Note that the Gaussian case is
6-um Cl-doped CH significantly more nonuniform despite having undergone less

displacement. Thisis primarily due to the fact that the Gaussian

20 um 20 Hm pulse is predicted to imprint a factor of about 2.5 larger than the
square pulse. The growth rates in the two cases are similar since

T| doped CH . . . .

1%_4%) the higher acceleration resulting from the square pulse is

440um compensated by a higher ablation velocity. For an imploding

\Varlable CH target the growth factor will be larger for a Gaussian pulse be-

(0-5pm)

cause the shell will take longer to reach the same radial position.
20 atm B Clearly implosions driven by _these levels of nonuni_formity
E8797 0.25% Ar are expected to be severely disrupted. For comparison pur-
poses only, we investigated a series of targets in which the outer
6 to 7 um of the ablator was replaced withgHGCIl. The
Figure 74.39 presence of chlorine in the ablator serves to radiatively heat the
“Standard” and Cl-doped-ablator targets used during the deceleration phagpell, causing it to decompress. The resultant reduction in peak
experiments. The distance from the Ti-doped layer and the inner surface of thg, g || density causes an increase in the ablation veldgjty
shell can be varied from O toufn. thereby reducing the RT growth [see Eg. (1)]. (It should,
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however, be pointed out that the radiation preheat in suchtames were observed for targets with Cl-doped ablators.
target does reduce the convergence ratio and 1-D performan@®CHID simulations near the time of peak compression are
of the implosion.) Figure 74.42 shows t@&RCHID simu-  shownin Fig. 74.43. The undoped shell in Fig. 74.43(a) shows
lation for a target with a Cl-doped ablator. Comparison wittlthat although the core region appears to form relatively uni-
Fig. 74.40 shows a clear improvement in the shell uniformityformly, the shell is clearly severely disrupted. In contrast,
This improvement is also in agreement with experimentaFig. 74.43(b) shows a shell that is still relatively intact, al-
measurements detailed in Ref. 20, in which delayed burnthroughough still not entirely uniform.

@ (b)

1-ns square pulse 1-ns Gaussian
300 | [ | | | [

200

R (um)

100

TC4583 p (g/cc)

Figure 74.40
Shell conditions fronORCHID simulations compared for (a) a 1-ns square pulse and (b) a 1-ns Gaussian pulse irradiating the standard target. Tére actual las
beam nonuniformity measured from ETP images was used. The contours are for the mass density.

LILAC trajectory calculation

250
200
’E‘ Figure 74.41
3 150 L Backlit images from an experiment in which five unsmoothed
S OMEGA beams were focused on a planar29-CH target
2 100 L confirm qualitatively th©RCHIDsimulation results in Fig. 74.40.
0? The zero time for the Gaussian pulse is at 10% of peak intensity.
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Figure 74.42
2| Conditions in the shell fro®RCHID simulations compared for the
Cl-doped-ablator target about halfway into the implosion for a 1-ns
0 | square pulse. The contours are for the mass density.
0 100 200 300
TC4582 Z (um)
@ (b)
Square pulse Square pulse with Cl dopant
T T T T T I T T T T I

B

=

o

0 50 100
Z (pm)
5 10 15 20 30
TCas81 p (g/cc)
Figure 74.43

Core conditions fronODRCHID simulations compared for (a) the standard target and (b) the Cl-doped target near time of peak core density for a 1-ns squar
pulse. The filled contour areas denote the mass density levels and the contour lines denote the electron temperature levels.
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The experimental implosions were analyzed using a large Figure 74.45 shows a pair of time-resolved x-ray spectra
number of diagnostics. Time-resolved imaging of the laterecorded from the doped target implosions, one from a target
stages of the shell trajectory and the core formation wawith the Ti-doped layer at the gas/shell interface and the other
recorded using a gated x-ray pinhole cantér&filtered to  with the Ti-doped layer situated/n from the interface. In
record emission >2 keV. Figure 74.44 shows a comparison doth streaks, Ar line emission, resulting from the initial shock
the measured shell and core radii as a function of timdyeating of the core gas, appears first, followed by continuum
compared with 1-DILAC simulations. This comparison dem- emission from the stagnation. In Fig. 74.45(a), Ti He-like and
onstrates our ability to reproduce the zeroth-order hydrodyH-like line emission from the inside surface of the shell can be
namics of the implosion. Time-resolved x-ray spectra from theeen a short time after the Ar emission, whereas the Ti in the
targets were recorded using a pair of streaked spectrograpbsiried layer is observed only in absorption. This absence of
Both instruments used a RbAP crystal to disperse the spectrdime emission occurred even when the Ti-doped layer was as
onto a 250-A Au photocathode. One spectrometer was set gfpse as 0.m from the interface. Targets with a Cl-doped
with awavelength range of ~2.8 to 4.3 A to cover théAhell  ablator showed little or no Ti emission, regardless of the
emission from the core, with the other spectrometer coveringosition of the layer, in agreement with AC predictions.

Ti and Ar emission in the approximate range of 1.9 A to 3.4 A.
In each case the spectral resolution was approximatéky~ The absorption feature seenin Fig. 74.45(b) around 4.6 keV
500. Temporal resolution was 20 to 30 ps, depending on tlerresponds to unresolved transitions of the typedin
camera used. The data were recorded on Kodak T-max 32@€nium ions with incompletk shells: TH13to Ti*20, formed
film, digitized using a PDS microdensitometer and then corwhen continuum from the core traverses the cold titanium
rected for film sensitivity and streak-camera—induced tempdayer. The envelope of the absorption feature, which changes as
ral curvature?® The sweep speed of each streak camera was function of time, indicates the ion specie of maximum
measured using a temporally modulated fiducial pulse, aBbundance. The amount of absorption depends primarily on
though no absolute timing reference was used during actudde areal density of the absorption region, but also on its
target shots. The spectrometer dispersion was calculated usiggnperaturd and density. It has been shown, however, that
published wavelengths for the Ar and Ti lines. the measured integral over the absorption feature, together
with the knowledge of the ion of peak absorption (which also
depends on bofRiandp) can yield the areal density to within
+25% without knowing the temperature or the der§ist
: | : Typical data is plotted in Fig. 74.46, together with t#dR
Shot 9224 predicted by ILAC for both a CH and a Cl-doped ablator. The
measured areal density for the “standard” capsule case ap-
proximately follows the continuum emission and falls well
1-D LILAC below theLILAC prediction. This is not entirely surprising,
based on the shell disruptions seen in Fig. 74.43(a). It is also
possible that for such a severely distorted shell, low-density
. “holes” in the shell will cause the inferred areal density to be
_ Experiment underestimated because the unabsorbed background signal
distorts the spectrum. In contrast, &R measurements in
Fig. 74.46(b) approach more closely to the 1-D simulations. In
this shot, the timing of the density peak, delayed relative to the
continuum emission, shows one of the limitations to this
1.2 1.4 1.6 1.8 2.0 method since in the absence of any continuum emission we are
unable to measure tlBAR by absorption methods.

200

Radius m)

100

TC4603 Time (ns)

Measurements of the core/hot-spot region were carried out

Figure 74.44 using both neutron-based and x-ray spectroscopic measure-

Trajectories of the peak emission from the framing camera images and froments. The burn history of these capsules was measured using

simulated images. The jump in the middle of the trajectories occurs when tr{%e neutron temporal diagnostic (NT§_>)33 Neutron colli-

peak emission moves from the heat front to the core. X i k . ’ X .
sions with a BC-422 plastic scintillator convert neutron kinetic
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Figure 74.45
Time-resolved spectra for two positions of the Ti-doped layer for a standard target and a 1-ns square pulse:
(a) at the inner surface and (buh from the inner surface.
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Figure 74.46

Areal densities obtained from the Ti absorption band (curve with error bars) and from thik A@simulation (solid line) as a function of time for (a) the
standard target and (b) the Cl-doped-ablator target. In both cases the Ti-doped layemwesw the inner surface. Also shown is the integrated continuum
emission (dashed line) from the measured spectrum. Timing was made by matching the measured and predicted continuurane@hkierEitg can be
measured only when the core emits continuum radiation.
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energy to 350- to 450-nm-wavelength light, which is relayed tgimulations (a factor of 4 to 5 at peak production), although the
the photocathode of a fast streak camera whose output imageperimental yield still cuts off earlier than the simulations.

is recorded by a charge-coupled device (CCD) camera. The

temporal distribution of the emitted light is the convolution of  Additional measurements of conditions inside the core
the neutron emission history with the scintillator responsewere carried out by spectroscopic analysis ofdtahell line

thus, the burn history is encoded in the leading edge of the ligbtission from the argon dopaift3° For temperature and
pulse. (The streak camera also records an optical fiducidlensity regimes typically found in these implosions close to
signal to provide an absolute time base.) The shape of tlsagnation, the line shapes emitted byKhkghell argon ions
neutron temporal distribution is obtained by deconvolving thelepend strongly on electron density, while remaining rela-
effect of the scintillator decay rate from the recorded neutrotively insensitive to changes in temperature. This fact com-
signal. The quality of each deconvolution is checked by combined with the temperature and density dependence of the
paring the recorded signal with the convolution of the burmelative intensity of theK-shell lines and their associated
history and the exponential decay of the scintillator. Streak-shell satellites allows the use of the argon line spectrum as
camera flat-field and time-base corrections are included in then indicator of electron density and temperature. The effects
signal processing. On OMEGA, NTD has demonstrated sensif opacity broadening on the utility of this diagnostic are
tivity to DD neutrons at yields abovex110® and a temporal mitigated by the small concentration of argon in the fuel.
resolution of 25 ps. Figure 74.47(a) shows the measured

neutron-production rate for a shot with a CH ablator, together Stark-broadened line profiles for the argon ydete-d, and

with the rate predicted byILAC. The rates agree fairly well Ly-B resonant transitions and associated Li-like satellites
early in time, when neutron production is dominated by thevere calculated using a second-order quantum mechanical
initial shock heating and compression, but as the implosiorelaxation theory8:37 These line profiles were combined
progresses toward full stagnation, where neutrons will besing relative intensities derived from a detailed non-LTE
produced mainly by compression heating of the core, thkinetics codé® corrected for the effects of radiative transfer
measured rate falls significantly short of the 1-D predictions bysing an escape-factor approximati8.he final state popu-

a factor of about 20 to 30. We are, however, able to seelations of the lines in the model were also derived from the
significant difference for implosions with the Cl-doped ablatorresults of the kinetics code. Source size was derived by assum-
[Fig. 74.47(b)]. In this case the predicted yield is lower due tang the emission was that of a homogeneous spherical region
radiative losses and preheating of the core. The measuredhose size was determined consistently with the electron
neutron-production rates, however, come much closer to theumber density. The Stark-broadened line profiles were cor-

(@) (b)
CH ablator Cl-doped ablator
12— 71 T 1 T 1T 3 g1 T 1 T 1 T T 73
c Shot 10793 - B Shot 107831
B ] - 1-D simulation i
1L _
5 107 = 100p =
° . ’ - :
8 C ] i ]
o 1020 E E 1019 = E
1019 | 1018 ! |
1.2 1.4 1.6 1.8 1.2 1.4 1.6 1.8 2.0
TC4595 Time (ns) Time (ns)
Figure 74.47

Neutron production rate obtained from the neutron temporal diagnostics (NTD) (curve with error bars) and frtirAC-$dmulations (solid line) for (a) the
standard target and (b) the Cl-doped-ablator target.
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rected for the effects of opacity using a slab opacity nflel. growth rates measured for CH foils are in excellent agreement
A similar theoretical spectrum was used in the analysis of th&ith hydrocode simulations. The physics of the deceleration
argon HepB line and its associated lithium-like satellites in phase has been studied using a series of doped surrogate
Ref. 35. An example of the fits for shot 10778 is shown ircapsules. The main goal of these experiments was to develop
Fig. 74.48. Comparison of the theoretical spectrum, aftetechniques to diagnose the conditions in the shell (main fuel
convolution with an appropriate instrumental response fundayer) and in the core (hot spot). The shell has been diagnosed
tion, with time-resolved experimental spectra leads to amsing time-resolved spectroscopy of a Ti-doped tracer layer.
inference of the emissivity-averaged plasma electron temA/ith unsmoothed beams, experiments and simulations indi-
perature and density. Differences between the best-fittingate that the shell is severely disrupted at time of shock
theoretical spectrum and the experimental spectrum indicatmnvergence. When a Cl-doped ablator was usedpAie
the possible existence of gradients in the strongly emittinghferred from the Ti absorption feature was much closer to
region of the plasma. 1-D predictions, confirming our diagnostic sensitivities to
changes in target performance. These observations support the
Figure 74.49 shows inferred electron temperature and de®@RCHID simulations, which predict that the addition of a Cl-
sity measurements as a function of time for the CH ablatatoped ablator results in a more intact shell.
target, imploded with the 1-ns square pulse. The temperatures
and densities agree fairly well with the 1-IDAC predictions The core has been diagnosed by both time-resolved neutron
at early times, but as the stagnation progresses, both paradiagnostics and time-resolved spectroscopy of the Ar fuel
eters fall well short of the ideal case. These results are opant. From the analysis of the Ar line emission we find that
qualitative agreement with the fusion-rate measurements. Fire core conditions (electron densities and temperatures) just
the Cl-doped ablator (Fig. 74.50), the agreement betweeafter the shock has reached the target center are close to those
experiment and 1-D simulation is much closer, although theredicted by 1-D ILAC simulations. The same conclusion is

temperature still reaches only 75% of predicted. reached from the analysis of the neutron-production rate.
These conclusions are in qualitative agreement@RICHID
Discussion and Conclusion simulations, which predict near-spherical temperature profiles

We have presented results that are part of an integratédthe core. Conditions in the core deteriorate during compres-
program to investigate the physics of direct-drive ICF capsulsion and stagnation: both the electron temperature and density
implosions. Imprint and RT growth have been investigated ifiail to reachLILAC predictions. This deterioration in core
planar geometry using radiography of accelerated foils. Theonditions occurs for both the square pulse and the Gaussian

e Data

T — Line fit

>

2 ;

) Figure 74.48

UCJ Time-resolved experimental spectrum

and lineouts of the Ar i3 and Hey
() lines for four times. The dots are the
Ar H_B g experimental values, and the lines are
He-y - pon—re =

best fits from a quantum theory model
combined with a non-LTE kinetics

code6-39%for a given electron tem-

perature and density.

3800 3900 4000
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Figure 74.49

Measured and predicted electron temperatures and densities for the standard target for 1-ns square and Gaussian pdistes! (Enegam@tures are mass-
averaged temperatures from 1L AC simulations (solid line).
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Figure 74.50

Measured and predicted electron temperatures and densities for the standard target and a Cl-doped-ablator target tidse Jdueapequlicted temperatures
are mass-averaged temperatures fromUIHAC simulations (solid line).
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pulse. These observations indicate that final compression and
resulting PdV work are not effective because the shell is
probably not integral. Both diagnostics—time-resolved spec-

troscopy and neutron time detector—showed results that wergo.

closer to 1-D predictions when a Cl-doped ablator was used in
agreement with simulations that predict reduced RT growth for

those targets. The agreement between neutron and x-ray diagz.

nostics is encouraging since cryogenic targets will be diag-
nosed primarily by neutron and charged-particle methods.

12.

In conclusion, we have carried out initial mix implosion
experiments with the unsmoothed OMEGA laser system to
establish a base-line database for comparison with upcoming
experiments in which full beam smoothing will have been

implemented. We have also ascertained that the set of diagno%g"
tics used in these experiments can measure shell and cokg

conditions and will enable us to study the effect of the RT
instability on the main fuel layer (shell) and hot spot (core) in

cryogenic targets. 15,
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Accurate Formulas for the Landau Damping Rates
of Electrostatic Waves

Laser—plasma instabilitiéare important in the field of inertial g(a)’ k) =1+ Xe(w’ k) + X (w, k), (4)
confinement fusiohbecause they scatter laser light away from

the target, which reduces the laser energy available to drive the

compression of the nuclear fuel, or generate energetic elesherex, andy; denote the electron and ion susceptibilities,
trons that preheat the fuel, which makes the fuel harder t@spectively. For each species

compress. In stimulated Raman scattering an incident, or

pump, light wave (0) decays into a frequency-downshifted, or w2 0 o O
Stokes, light 1) and lectron-pl 2). 1 wk)=-—5 Z' 00—~ 5
okes, light wave (1) and an electron-plasma wave (2). In Xs(w,K) 2v§k2 E\EZVSKE (5)

stimulated Brillouin scattering a pump light wave decays into

a Stokes light wave and an ion-acoustic wave (2). The initial

evolution of both instabilities is governed by the linearizedvherewsis the plasma frequenay is the thermal speed, and

equation$ Zis the plasma dispersion functi®he electrostatic disper-
sion equation is simply

(0 +v19;) A = yohs, (1)
£(w,k) =0. (6)

(0 +v2) Ao = yoA, (2)

The solution of this dispersion equation has two branches: the
high-frequency (electron-plasma) branch and the low-frequency
whereA, andv; are the amplitude and group speed of thgion-acoustic) branch, both of which are studied in this article.
Stokes wave, respectivelf, andv, are the amplitude and Inboth cases our approximate analytical solution of the disper-
damping rate of the plasma wave (electron-plasma or iorsion equation is compared to the numerical solution. Our
acoustic), respectively, and the coupling consggistpropor-  analytical solutions are more accurate than the standard ana-
tional to the amplitude of the pump wave. The convectivéytical solutions found in textboolés8
amplification of an existing Stokes wave and the generation of
a Stokes wave by plasma fluctuations are both characterized Byectron-Plasma Waves

the gain exponeft The electron Debye length = vo/we. For the case in
whichkA, << 1, Krall and Trivelpiecé Ichimaru/ and Chef
9=y3l s, (3) allassert that
21v2
| | = kA (7)
wherel is the plasma length. Because the aforementioned Wy = We 1+3( e) ] '

parametric instabilities are important only wiger>1, a small

error in the damping rate of the plasma wave can produce a

large error in the predicted amplitude of the Stokes wave. For ) 0O 0
this reason, it is important to determine accurately the Landau w = - DEDV We exp 1 __ §|:| (8)
contribution to the damping rates of plasma wéaves. bgU (k/\e)3 H

The properties of electrostatic plasma waves are determined
by the dielectric function
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AcCURATEFORMULASFOR THE LANDAU DAMPING RATESOF ELECTROSTATIONAVES:

To gauge the accuracy of these formulas, we considered aIf one assumes thz*ﬂi|/§2r is less than any power &f
numerical example. Whe))2 = 0.1, formula (7) predicts required for an accurate solution of Eq. (11), tifgnis
that w, /we =1.140. The correct value of this frequency ratio, determined by the equation

obtained by solving Eqg. (4) numerically, with the ion term

omitted, is 1.179. Formula (8) predicts that/ w, = 0.02979, D (Qr) =0 (14)
whereas the correct value is 0.01845. Although the predicted

frequency is in error by only 3.3%, the predicted damping rate

is in error by 61%. Clearly there is room for improvement. andQ; is given by the formula

In the aforementioned parameter regime= w, and D
w/vek =1/(kAg) >>1. The electron-plasma dispersion func- Q=-— /IdQ : (15)
tion has the asymptotic expanston ' Q,

o By using Eqg. (12) to evaluate the derivative in Eq. (13), one
Z(g) ~iom¥? exp(—cz) -5r(n +J/2)/[F(J/Z)C2”+1], (9)  finds that
n=0

2 2
_ orf?c(e) O Q20
where Q= Cg0 3 eXpB_ZKZH' (16)
0, ifg >]/|Cf|' where the coefficient function
o= if ¢ <Ylg|, (10)
, if¢ <-— , [Joo 0
P 6 <Yal c()= Q‘/ O3 n(2n-1)1K212/Q20"25  (17)
(h=1 O
M (n+2)=(n-22)r (n-12) andr(y2) = V2. Itis con-
venient to introduce the dimensionless paraméterkl, and It is clear from Eqgs. (12) and (17) that the dispersion
Q = w/w,. Ifone neglects the ion termin Eq. (4), the electronequation (14) is an equation f&? that involves the small
plasma dispersion equation can be written as parameteK2, and formula (16) depends @¢. The efficient
way to proceed is to solve Eq. (14) and evaluate formula (16)
D, (Q)+iD;(Q) =0, (11) perturbatively, by expanding? andD, in powers oK2. We

chose to expan@, andD, in powers ofk? to facilitate the
analysis in théon-Acoustic Wavessection. Specifically, we

where made the third-order expansions
% Q=1+K2Q; +K4Q, +K®Qg, (18)
Dy (Q) =1~ F (2n-1)1K2""2/Q2n, (12)
n=1

(2n-1)1 = (20-1)(20-3) .9 (1), and D(Q) = Do) + KZDy() + K*Dy(2) +K°D5().  (19)

2 2 where Dy(Q) = 1-1/Q2, D1(Q) = -3/Q%, D,(Q) = -15/Q5,
2 Q@ 0 Q20
Di (Q) = DED FeXpH_ﬁH (13) and D3(Q) = —10508, and

D,(Q)=D,(1) + DH(1)(Q -1
Because the exponent in Eq. (13) is proportional/#?, ()= Da(l)+ Dr(1(@ 1)

D, /D;| and|Q;]/Q, are exponentially small wheé¢? << 1. +Dh(Q-1?/2+Dy()(Q-1)°/6.  (20)
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We substituted these expansions in Eq. (14) and collected C=1-6K%4. (29)
terms of like order.

The zeroth-order equation is satisfied identically. The firstit follows from Egs. (16), (28), and (29) that
order equation is

2
D4Q, + Dy =0, (21) Q z_ggg/ B%_a}(g

from which it follows that
o1 3 ..o 40
X exp K2 3 3K -12K . (30)

Q; =3/2. (22)
We refer to formulas (27) and (30) as the third-order formulas,
The second-order equation is even though the latter formulais only accurate to second order.
In a similar way, one could refer to the textbook formulas as the
DpQ, + D§QZ /2 + Dj0Q, + D, =0, (23) first-order formulas. Notice, however, that the textbook for-

mulaQ, = (1+ 3K)]/2 is less accurate than the true first-order
formula Q, =1+ 3K/2.
from which it follows that
The approximate analytical solutions of the electron-plasma
Q, =15/8. (24)  dispersion equation are compared to the numerical solution in
Fig. 74.51. The dashed lines represent the textbook solution,
the solid lines represent the third-order solution, and the dotted

The third-order equation is lines represent the numerical solution. R8r= 0.1 the third-
order formulas predict th&X, =1.178 and; =0.01840. These
DyQ + DY Q,Q; + DY Qf/6+ DIQ, values ofQQ, andQ; differ from the correct values by 0.085%
and 0.27%, respectively. For the displayed rang&<fthe
+D{'Qf /2+DyQ; + D3 =0, (25)  maximal error associated with the third-order formul&Xgis
0.57% and the maximal error associated with the third-order
from which it follows that formula for Q; is 14%. The third-order formulas are more
accurate than the textbook formulas, even though the assump-
Q5 =147/16. (26)  tion onwhich they are based, th@t|/Q, << K®, is only valid

for K2< 0.04. Neither pair of formulas is accurate wK&ns
significantly larger than 0.1.
By combining Eqgs. (22), (24), and (26), one finds that
lon-Acoustic Waves
Q, =1+3K?2/2+15K*/8+147K%/16, (27) The electron contribution to the ion-acoustic speed
Ce = (ZTo/m )%, whereZ is the ionization number. For the
case in whictkAg << 1 andT, /ZT, <<1, we define the base-

from which it follows that line formulas

Q7 =1+3K2 +6K* +24K5. (28) o, = cek (1+3T /2T, )2, (31)
Since the exponent in Eq. (16) is proportionallf&?, the ) 32 72
third-order formula forQ? determines the exponential term % _ o izme LT,

g + € exp O ﬁ — § (32)
correct to second order. Consequently, one need only detefek Ug Ul m H ETi H H 2T, 2
mine C correct to second ord@he result is
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1.25— T T . . room for improvement in the accuracy of the formula for the
- damping rate and the self-consistency of the method by which
e 1.20F " it is derived.
%)
c
o 1.15- 7 In the aforementioned parameter regime= cgk,
S 1100 | wvek = (zmg/m )'? <<1, and wyvik = (ZTg/T)¥? >> 1.
e One can use the expansion

1.05- .

o Zg=iner?) ¢ (T ra2) @

: n=0

& 102f :
© for the electron-plasma dispersion function and expansion (9)
> 103} 3 for the ion-plasma dispersion function. It is convenient to
g introduce the dimensionless parametdis T, /ZT, and
S 104¢ 3 Q = w/ck.

105 L L L If one makes the assumption thﬂ(ce) = =2, which omits

0.04 0.06 0.08 0.10 0.12 the electron contribution to the ion-acoustic damping rate, the
P1851 Debye length (K) ion-acoustic dispersion relation can be written in the form of
Eq. (11), where

Figure 74.51
(a) Normalized frequenc;(oor /we) and (b) damping ratéwi /we) of an ®
— 2 _ _ n-1/02n

electron-plasma wave plotted as functions of the square of the normalized Dr (Q) =1+K Z (Zn 1)!!T /Q ’ (34)
Debye length KAe). The dashed lines represent the textbook formulas (7) n=1
and (8), the solid lines represent the third-order formulas (27) and (30),
and the dotted lines denote numerical solutions of the electron-plasma sz )
di [ tion. T Q 0 Q<O

ispersion equation D (Q) — gt = eXpE'_E- (35)

20 79 2T

Krall and Trivelpiec€ omit the ion-temperature contribution

to the frequency (31) and the associated factor of&@)in  Since the dispersion functions can be rewritten as
the ion contribution to the damping rate (32). Ichimfaand

Cher?® retain these ion-temperature contributions. They agree

n-1
on formula (31) for the frequency but differ on the formula for D (Q) I (2”‘1)”[T(1+ KZ)] (36)
the damping rate. Ichimaru multiplies formula (32) by a factor ‘14. sz - nzl [Q2(1+ KZ)]n '
of (1+ 3T /ZTe)]/z, whereas Chen, who considers only the ion
contribution to the damping rate, multiplies the ion term in
formula (32) by a factor af + 3T, /ZT, . In a recent pap&fwe 12
showed empirically that Ichimaru’s formula for the damping D, (Q) _ rrd? [92(1+ Kz)] B_ Qz(1+ Kz)g
rate is the better of the two. To gauge the accuracy of Ichimarug + k2| ~ 020 [T(1+ Kz)]3/2 pH 2T(1+ K2) g (37)
formulas, we considered a numerical example: When
Ti /ZTe = 0.1, formula (31) predicts thab, /c.k =1.140. The
correctvalue of the frequency ratio, obtained by solving Eq. (4@, andQ; satisfy the equation
numerically withkAg :]/02.001, is 1.181. Formula (32), multi-
plied by (1+ 3T /ZT, , predicts thatw, /c.k = 0.05064, 12
whereas t(he colr/rec?)value is 0.03219. Allt{m?ugh the predicted Q[K’T] = Q[O'T(1+ KZ)]/(l+ Kz) : (38)

frequency is only in error by 3.4%, the predicted damping rate
is in error by 57%. [For comparison, the damping rate preThus, one need only solve the ion-acoustic dispersion equation
dicted by formula (32) is in error by 38%.] Clearly there isfor the case in whick? = 0. In this case Eq. (34) has the same
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form as Eq. (12), withK? replaced byT. It follows from this  contribution forT < 0.06 and is comparable to the electron
observation, and Egs. (27) and (30), that the third-order sol@ontribution for 0.08< T < 0.12. In the latter range, both

tion is contributions toQ; are of ordef2. To make a perturbation
expansion based on this ordering, we defined the damping
Q, =1+3T/2+15T2/8+147T3/16, (39) Pparameters
_ g Y2
r=0- . (44)
Du 1 Ogd T
Q =-L0 0 _gry2l
T Og0 Or32 0
2
o 1 g 130
A== ——sexpr———-> 45
veopl L_3_gr_or20 o) ig0 772 PO o1 20 (43)
oo2r 2 o

and made the approximation
Equations (38)—(40) apply to all valuesk# that satisfy the
inequality T(1 +K?) << 1.
qualityT( ) 0 020 01

exp = exp T 2+— (46)
If one makes the approximatioﬁ'(ce)z—2—irr1/2ce, H ZTE 02t 2% HQ %

which retains the electron contribution to the ion-acoustic
damping rate, one must add to Eq. (35) the term
which allowed us to write the real dispersion function as

2
ot
D(Q)=ig, oM¥?, (41) D (Q) = Do, + Dy, +T2Dy, +T3Dg, (47)

where M = Zm,/my andZ is the ionization number. Since  whereDg,—D,, were defined after Eq. (19) and

) 2 y2 D3 = —105-2AQ,;, (48)
o) o[t
1+ K2 DZD (l K2)3/2 ,
and the imaginary dispersion function as
Q, andQ; satisfy the equation D;(Q) = T2D, + 3Dy, (49)
Q[K,M,T]
5 where
=0, M/ (1+K2)’,T(L+ K2)5/(1+ K2)*2. (43)
Dy =2(I +4), (50)
Thus, one need only solve the ion-acoustic dispersion equation
. . 2 -
for the case in whickK< = 0. Dy = 2[er(r +1) _A(er +er /2)] (51)

Unlike the ion contribution t®;, the electron contribution
is not exponentially small whéin<< 1, so one cannot evaluate We then proceeded as described in Eiectron-Plasma
formula (15) correct to an arbitrary powerTofThis formula  Wavessection.
suggests, however, that the electron contributiof;tes of
order 0.01. It follows from Eg. (40) and Fig. 74.51(b) that the The zeroth-order and first-order equations are identical to
ion contribution toQ; is much smaller than the electron the corresponding equations of the previous sectiof;se
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3/2 andQ,; = 0 as we assumed in Eq. (46). The second-order DHDU

equation is

D('Jr (QZr +iQZi)
Dgr QF; /2+ Di; Qy + Dy +iDy =0, (52)

from which it follows that

ar =15/8, (53)

Q, =—(T +4). (54)

Q =- V2 4 01_3 5
'~ O8O @A T3/2 P gr T2 Ty 0

Notice that the algebraic factors of Ichimaru and Chen are both
absent. We refer to formulas (58) and (60) as the third-order
formulas, even though the exponentin the latter formulais only
accurate to first order.

The approximate analytical solutions of the ion-acoustic
dispersion equation are compared to the numerical solution in
Fig. 74.52. The dashed lines represent Ichimaru’s solution, the
solid lines represent the third-order solution, and the dotted
lines represent the numerical solution. Fer0.1 formula (58)
predicts thaf), = 1.191, which differs from the correct value

Formula (54) is equivalent to the base-line formula (32). ThefQ, by 0.85%. Itis clear from Figs. 74.51(a) and 74.52(a) that

third-order equation is

Dor (Qar +iQ3)
+D6r (QZr +iQ2i )er
i3, /6
+Dyy (QZr +IQ2i)
D, Q% /2+ D5 Qy, + D3 +iDg =0, (55)

from which it follows that
Qg =147/16+A(T +4), (56)
Qg =A(Qy +03 /2). (57)
By combining Egs. (53) and (56), one finds that
Q, =1+3T/2+15T2/8+[147/16 + A(T +A)[T3. (58)
By combining Egs. (54) and (57), one finds that

Q = —T2{r +A[1 T(Qq +02 /2)]} (59)

the additional third-order term improves the accuracy of the
formula in the rang@ < 0.09 but decreases the accuracy in the
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Temperature (T)
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Figure 74.52

(a) Normalized frequenc‘mr /cek) and (b) damping ratéwi /cek) ofanion-
acoustic wave plotted as functions of the temperature (a’ﬂtZTe). The
dashed lines represent Ichimaru’s formulas (31) and (32) multiplied by

Itis clear from Eq. (46) that tieterms represent the exponen- (1+ 3T, /ZT, )1/2 the solid lines represent the third-order formulas (58) and
tial exp( QZ/ZT) with the exponent evaluated correct to fII’St(GO) and the dotted lines denote numerical solutions of the ion-acoustic

order; thus, one can rewrite Eq. (59) as
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dispersion equation.
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rangeT > 0.09. Formula (60) predicts tf@t= 0.03670, which REFERENCES

differs from the correct value 6f; by 14%. For the displayed
range ofT the maximal error associated with the third-order
formula forQ, is 2.7% and the maximal error associated with
the third-order formula fa®; is 14%. The third-order formulas
are more accurate than Ichimaru’s formulas. Neither pair of
formulas is accurate whdhnis significantly larger than 0.1.

Summary
We used systematic perturbation methods to derive formu-

las for the Landau damping rates of electron-plasma waves4

[Eqg. (30)] and ion-acoustic waves [Eq. (60)]. The predictions .

of these formulas were compared to the predictions of the

textbook formula&® and numerical solutions of the electro-
static dispersion equation. Whekn§)2 < 0.1 (for electron-
plasma waves) and;/ZT, <0.1 (for ion-acoustic waves),

our formulas are more accurate than the textbook formulas.7.

When gAg)? > 0.1 andT; /ZT, > 0.1, no pair of formulas is

accurate and the electrostatic dispersion equation must bg;

solved numerically.
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Efficient, End-Pumped, 1053-nm Nd:YLF Laser

Diode-pumped lasers offer better stability and higher reliabiltaser output (Fig. 74.53). At the transport fiber output the laser-
ity than flashlamp-pumped laser systems. Most of the diodediode radiation was re-imaged with & i®agnification into the
pumping schemes can be divided into two major categoriedld:YLF rod through a beam splitter that was HR coated for
end pumping and side pumping. High efficiency and good 053 nm R> 99%) and AR coated for 805 nR € 1.5%). In
beam quality are potential advantages of end-pumped solithe course of our experiments we investigated a Nd:YLF rod
state lasers over side-pumped ones. Practical realization pfimped from one side by a single diode array and pumped
these advantages depends upon the possibility of reshapinfram both sides by two arrays simultaneously. The pump
strongly astigmatic diode-laser beam into a beam with anergy that reached each of the Nd:YLF rod surfaces was
circular symmetry. Recently, several practical schemes wee25 mJ for the 0.5-ms pump duration. This represents ~50%
suggestet? that make it possible to effectively re-image thetransport efficiency from the emitting surface of the laser diode
1-um x 10-mm emitting area of a high-power, cw laser diodeto the input surface of the Nd:YLF active element. The active
bar into a few-hundred-micron spot size. These techniqudaser element was a 5-mm-diam, 20-mm-long Nd:YLF rod
have been used successfully for direct cw end pumping efith 1.1 atm% of Nd and AR coated for 805 nm and 1053 nm
solid-state lasetsand the efficient coupling of high-power, cw on both sides. The focused pump beam formed a circularly
laser-diode radiation into the optical fifedsing a transport symmetric spot on the input faces of the Nd:YLF rod with a
fiber to deliver the pump beam to the end-pumped activpump beam cross section<if.3-mm FWHM over the entire
medium has a number of practical advantages: (a) the pun2®-mm length of the laser crystal (Fig. 74.54). More than 95%
beam at the transport fiber output has a high-quality, centrallgf the pump energy was absorbed in the Nd:YLF crystal. We
symmetric energy distribution; (b) the radial size of the pumgound that for this pumping scheme the Nd:YLF lasing thresh-
beam can be easily up- or down-scaled by using simple amdd at 1053 nm is insensitive to pump-wavelength variation
virtually lossless optics; (c) a transport fiber provides a simpl&ithin at leastt2 nm. We attribute this to the fact that Nd:YLF
and transparent interface between the pump source and thas a broad and almost—polarization-insensitive absorption
active medium, which greatly simplifies the whole diode-
pumped laser characterization and maintenance; and (d) both 3
the pumping source and the active medium can be changed
simply by reconnecting transport fibers. Therefore, it seems— Diode array #1
very attractive to couple the high-power, quasi-cw diode laserE

. . i o . =~ 20
into the optical fiber and to use this fiber-coupled, quasi-cw, 5
high-power laser diode to end pump a solid-state laser.

[E=Y
o
T

Diode array #2

Fiber outp

In this article we report on an efficient Nd:YLF laser
operated at 1053 nm that was end pumped by fiber-coupled,
high-power, pulsed diode arrays. Two quasi-cw 100-W linear
arrays were used in this experiment. The emitting area of these 0 ' ' : : :
diodes was um x 10 mm with ~100% aperture fill factor. The 20 40 60 80 100 120
diode laser’s 3.6-nm-wide output spectrum was centered ageos Diode current (A)

805 nm. The output from the laser-diode arrays was coupled
into 0.6-mm-diam, 0.22-numerical-aperture step-index fiber§igure 74.53

in a manner similar to that reported in Ref. 2. Fiber—couplin iber-coupled, 100-W, quasi-cw diode-array output versus diode current.
efficiencies of >50% were measured at the maximum diOde—ata presented are for the 0.6-mm-diam, 0.22-NA step-index fiber.
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Figure 74.54
Pump-beam cross section along the axis of the
active medium.

]
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E8919 —— Horizontal cross section \ertical cross section

peak around 805 nm, which eliminates the need for the lastal TEMyg mode, which is 40% of the pump energy delivered
diode to be precisely wavelength tuned and externally coolet the Nd:YLF rod surface (Fig. 74.57). We believe that this is
when the laser repetition rate is below 5 Hz. It should béhe highest TENg energy output reported to date for an end-
pointed out that although all data presented here were takenpatmped Nd:YLF laser operated at 1053 nm. The measured
a 5-Hz repetition rate, we believe that a higher repetition rateptical-to-optical differential efficiency was 54%. The spatial
can easily be achieved with proper heat removal from the diogwofile for the output beam was measured with a scientific-
laser and the active element. grade, cooled CCD camefalhe highly symmetric output
beam has an intensity distribution very close to the intensity
The gain of the end-pumped rod was determined using a calistribution calculated for our laser resonator parameters at
mode-locked Nd:YLF laser operated at 1053 nm that wa6.4-mJ output energy for the one-side pumping scheme (see
collimated and apertured so that the probe beam used whag). 74.58). It should be emphasized that we observed the
~1 mm in diameter. The single-pass, small-signal Gaifior =~ TEMgy output beam without any transverse mode control
the probe beam was observed with an analog oscillo$eoge aperture in the cavity for the entire range of the pumping
measured with a digital oscilloscop@he measured small- energies up to six times the threshold. We believe that this is
signal, single-pass gain for the ~1-mm beam at 1053 nm wadtributed to the fact that the end-pumped volume cross section
2.2 for pumping from one side and 4.2 for pumping from bottwas smaller than the fundamental-mode cross settion.
sides (Fig. 74.55).
The Q-switched mode of operation was also tested. To
For the end-pumped Nd:YLF laser demonstration and chaconvert the Nd:YLF laser from the free-running mode to the
acterization the following setup was used (Fig. 74.56): Th&-switching mode, a standard combination of the quarter-
cavity was 3.78 m in length and used a flat output coupler anglave plate and Pockels cell was introduced into the laser cavity
a high reflector with a 5-m radius of curvature. Output couplerbetween the thin-film polarizer and the end mirror (Fig. 74.56).
with reflectivity R = 85%, 70%, and 50% were tested. TheThe reflectivity of the output coupler used for @switched-
1053-nm wavelength for the Nd:YLF lasing was insured by thenode operation wak = 70%. A high-voltage, step-function
intracavity thin-film polarizer and appropriate Nd:YLF rod pulse was applied to the Pockels cell at the end of the pumping
orientation in respect to this polarizer. The polarization of theycle to initiate the Nd:YLF las€)-switching. The amplitude
output laser radiation was monitored by the extra-cavity Glanef this high-voltage pulse adjusted for maximum output energy
Taylor polarizer. At the maximum one-sided pumping energyat the highest pumping level (both ends pumping) was found to
of ~27 mJ, the free-running output was 8.8 mJ in thde 4.5kV. The measured output energy irQfsvitched mode
multilongitudinal, fundamental TEpM, mode, which is 33% was 13.6 mJ (Fig. 74.59), and tReswitched output pulse has
of the pump energy delivered to the Nd:YLF rod surface. Aa TEMyg-mode profile. The measured temporal FWHM of the
the maximum two-sided pump energy of 50 mJ, the freeQ-switched output pulse was 140 ns, which is less than six
running output was 20 mJ in the multilongitudinal fundameniaser-resonator-cavity round-trips (Fig. 74.60).
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Small-signal-gain measurements: setup and experimental results.
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In conclusion we developed an efficient Nd:YLF laser aREFERENCES

1053 nm that was end pumped by two fiber-coupled, 100-W, 1

quasi-cw diode arrays. A 20-mJ Tl)energy output with

54% differential efficiency for a free-running mode and 2.

13.6-mJ TEMg energy output forQ-switched operation

were demonstrated. We believe that this is the highestyfEM
energy output reported to date for the efficient end-pumped

Nd:YLF laser operated at 1053-nm wavelength.
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Self- and Cross-Phase-Modulation Coefficients in KDP Crystals
Measured by aZ-Scan Technique

In the interaction of strong fields with matter, considerabldrom XPM as the sample is moved along the propagation
interest has been shown in the development of high-efficienagirection (z axis) of the focused beams.

frequency up-conversion of ultrashort laser pulses. One impor-

tant area of interest is in ultrafast laser—solid interactions A schematic of the setup is shown in Fig. 74.61. Infrared
where up-conversion can lead to higher absorption due @R) laser pulsesAy = 1.053um), second-harmonic (SH)
higher-density interactiohsand to an enhancement of the pulses 4, = 0.527um), or third-harmonic (TH) pulseg4 =
pulse-intensity contrast by many orders of magnitude, allowd.351um) are transmitted through an aperture A1 and can be
ing the high-intensity pulse to interact with the solid-densitytreated as top-hat beams. Second-harmonic pulses are gener-
material? Efficient second-harmonic generation in KDP hasated using a KDP type-I crystal, and third-harmonic pulses are
been reported for ultrafast laser beams at intensities up tenerated using two KDP type-II crystafsWe use the top-

400 GW/cn?.2 In this intensity region, nonlinear effects such hat spatial profile because it increases the measurement sensi-
as self- and cross-phase modulati®(SPM, XPM) originat-  tivity.24 This top-hat beam then co-propagates through a lens
ing from third-order nonlinear susceptibilg{?) may limitthe  with focal lengthf, for IR, f, for SH, and3 for TH. The focal
efficiency of ultra-intense frequency-conversion processekengthsf, f,, andfs are slightly different due to the dispersion
that involve co-propagation of two beams with different wave-of the lens. The electric-field distribution near the focal point
lengths. SPM and XPM are responsible for spectral broadenirig(r,zt) (i = 1,2,3) is described by Lommel functiofsit has

in optical fibers and have been used in pulse compression &m Airy radius at the focal spot of 1.2F; , whereF, = f; /2a
produce ultrashort laser puls2XPM has been observed in and 2iis the diameter of aperture A1l. The beam waig) (s

fiber Raman soliton lasef€ and has proven to be important in defined asvy; = A;F;. The Rayleigh range) is ﬂW(z)i /Ai A
optical parametric oscillators, optical parametric ampliffers, nonlinear crystal located in the focal region will introduce
and the harmonic-generation process in bulk nonlinear crygphase modulation proportional to the intensity. The single-
tals10.1INonlinear phase changes can destroy the phase cohbeamZ-scan is performed when only one wavelength beam
ence required for efficient conversiaiiscanl?13four-wave  passes through Al. In these cases, if the sample thickness is
mixing,1419¢llipse rotatior:®and nonlinear interferometér'®  much less than the Rayleigh rangg and the nonlinear
techniques have been used to measure the nonlinear refractalesorption can be ignored, the field distribution at the exit
index n,|n, = 3/8n)((3) associated with SPM. Nonlinear surface of the sample can be expressed simply by

refractive index coeffiCients associated with SPM in KDP

crystals, which are widely used in frequency conver&foh, _ 9
were measured by degenerate three-wave nfiQiaigd time- Ei(r.zt) = E(r,z1) eXp['ki Let, [Vi Ei(r,z.t) ]} (1)
resolved interferomef} at 1um. In this article we report on =123

the results of the single-beatrscan measuremésit!3of the

nonlinear refractive index associated with SPM at wavelengths

of 1.053um, 0.527um, and 0.35Lm and two-coloZ-scarf?  wherek; =271/, Lefr, = [1— exp(—ai L)]/ai is the effective

to measure the nonlinear coefficients of XPM betweersample thicknesgy; is the linear absorption coefficient, and
1.053um and 0.527m in a KDP crystal. In the two-col@r ¥ is the nonlinear refraction coefficient, which is related to
scan measurement, two collinear beams with different wave,; by ny; = (cn0/40r[)yi(m2/W), wherec(nvs) is the speed
lengths are used; a weak probe beam can be defocused by dfiéight in vacuum andy is the linear index of refraction. The
action of the strong pump beam in a thin samMpiEhe far-field  incident electric fieldE;(r,zt) is normalized so that
intensity variation is used to determine the optical nonlinearityl; = |Ei (r,z, t)|2.
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Figure 74.61
KDP Il KDPII The experimental setup for the one- and two-b&ssnans. Al, A2: aperture; L1: lens with

o172 focal length of1 atA1, f2 atAp, andfz atAz; D1, D2, D3: photon detectors; BS: beam splitter.

In the two-colorZ-scan, we measured the cross-phasethe electric field at wavelengthy is determined by the cross-
modulation coefficients between optical wavedaandA,.  phase modulation due to the optical wave.
The output unconverted IR (pump beam) and SH pulses (probe
beam) from a frequency doubler co-propagate through A1 When the Fresnel numbevg; /A;D is much smaller than
(Fig. 74.61). The field distribution at the exit surface of theunity, whereD is the distance from sample to the aperture A2,
sample is the field distributionEp,(p,zt) at the sampling aperture A2
(Fig. 74.61) is proportional to the Fourier transform of field at
the exit surface of the samp@The normalize@-scan power
transmittance is

Ea(r.2t) = Ey(r.2t)

eXp{ileeffl[V1|E1(r:Z't)|2 +2y|Ex(r,zt + T)|2]] , (2
1) = Lo’ Facle: th)EPdet
Eeo(r,zt+7) = Ey(r,zt+1) [0 B, (o z,t)‘ pdpdt

exp{ikZLeffz[y2|E2(r,z,t + T)|2 + 2y12|E1(r,z,t)|2]} , (3

, (4)

wherer, is the radius of aperture A2 afg)y, is the electric

field at A2 without nonlinear crystal. Equation (4) givesZhe
whereT is the time delay between IR and SH pulses introscan fluence transmittantéz) as a function of crystal position.
duced in the KDP type-I frequency-doubling crystal. In the

exponent of Egs. (2) and (3), the first term reflects the impact Figure 74.62 shows numerical examples of the normalized
of self-phase modulation, and the second term reflects theansmittance as a function of sample positions in the presence
phase modulation induced by an optical wave of the othesf SPM and XPM, respectively. For all of the curves the on-axis
wavelength. If the optical wave intensity at wavelengiilis ~ nonlinear phase accumulation (either self- or cross-phase) is
weak enough tha;tr2|E2|2 <<, the second term in the expo- chosen to b&bg = 0.4, where®q = kiLgt, 1o andlg is the
nential of Eq. (2) and first term in Eq. (3) can be ignoredon-axis peak intensity. The curves compare the effects of self-
Therefore, as the nonlinear crystal is moved along the z axiand cross-phase modulation on the transmittance of the two
the transmittance of the electric field at wavelergtthrough ~ beams through the aperture. Even though the phase shifts are
a finite aperture in the far field is determined by the self-phasthe same, the different focusing of the two beams means that
modulation of thel, optical wave, while the transmittance of transmittance as a function of crystal position will differ for the
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maximum intensity-dependent phase distortion takes place at
Fp1. Curve (e) shows the effects of XPMgfon the transmit-

tance of a weak beam, which is opposite to curve (d). The
asymmetry in the relative decrease or increase in transmittance
is similar to curve (d) but the sensitivity is much smaller in this
case. Because the pump beam’s spot diameter is half that of the
1 probe beam, only the center portion of the probe beam will
- experience nonlinear phase distortion.

1.25F

100F—"N T =x

Normalized transmission

- : In the experiment, 2.0-ps,dm laser pulses are generated
] from a chirped-pulse-amplification laser systéfmThese

075 L | L | L | L | L | L | L | L . i k g

8 -6 -4 -2 0 2 4 6 g8 3-cm-diam pulses are incident on a 1-cm-thick, type-I KDP
frequency-doubling crystal for cases whegeat 0.527um
and a XPM coefficient between 1.06&) and 0.52um were
measured. These pulses are incident on two 1.6-cm-thick,
Figure 74.62 type-1l KDP crystals to generate TH wheat 0.351um was
The effect of SPM and XPM on transmitting the beams at different waveraasured. A half-wave plate placed before the doubler tunes

lengths through the aperture (A2 in Fig. 74.61). In all cases, the nonlinea . .
v g P ¢ g : the polarization of the IR to control the amount of SH or TH

phase shift isbg = 0.4. Curves (a), (b), and (c) are the transmittance of the
single-colorZ-scan at wavelengths af = 1053 nmJ, =527 nm, andg= ~ Wave generated. A BG18 filter after doubler and UG11 filter
351 nm. Curve (d) is the transmittance of the two-colepig) Z-scan with  after tripler were used respectively to block light at other
a strongA1 and weakAy. Curve (e) is the transmittance of the two-color Wave|ength§,8A 6.8-mm-diam aperture (Al in Fig. 74.61) is
(A1,A2) Z-scan for a strongz andAs. 7/Zy, is the position in terms of the  p|aced after the crystal to select a small portion of the IR, SH,
Rayleigh range of the second-harmonic beam. . - .

or TH waves. The spatial profile of the pulse passing through

the aperture can be regarded as a top-hat pulse. The focal
different physical processes. This can be beneficial in distirlengths of the lens after the A1 aperture were determined by a
guishing the different effects, in particular, eliminating thefar-field spot-size scan using a Cé&izamera. The measured
contamination of SPM in the XPM measurements. focal lengths ard; = 76.5%0.5 cm atA; = 1.053um, f, =

74.3:0.5 cm atA, = 0.527um, andfz = 65.4:0.5 cm atA3 =

Curves (a), (b) and (c) in Fig. 74.62 show the effects of sel.351um. The resulting beam waistgd;, Wg,, andwgz) were

phase modulation on the transmittance for the beam at wavé18um, 58um, and 34um, respectively. The Rayleigh ranges
lengths of 1.053&im (A1), 0.527um (A,), and 0.35Jum (A3), (Zo1, 29, andzyz) were 4.2 cm, 2.0 cm, and 1.0 cm. For crystals
respectively. Since thienumber of the system A andA,is  with smalln,, a longer crystal is preferred as long as the
about the same, the Rayleigh rarge is twice z;,. The  thickness is less than one-third of the corresponding Rayleigh
distance between peak and valley corresponding toijhe range. In all cases, the intensity is kept well below the damage
optical wave is half that of thig optical wave. Curve (d) shows threshold. Samples with different thicknesses and cuts were
the effects of XPM ofA; on the transmittance of the wedk  used for different wavelengths. The crystals were mounted on
beam(/\z :/\1/2). The asymmetry in the relative decrease oma translation stage. To simplify the experiment analysis, a
increase in transmittance is mainly due to the dispersion of the5-mm-thick KDP sample cut at 9t the wave-propagation
focusing lens. The focal length is slightly longer for hhe direction was used for measuring XPM coefficients to avoid
optical wave. The irradiance of electric field at 1.8  generating additional second- and third-harmonic generation
induces a positive lens for tiig wave in the thin sample near during the interaction. For other axis orientationsktvector
its focus sinc@,4 > 0. With the sample on the side of thel;  spread due to focusing would allow part of the beam to satisfy
focus (Fig. 74.61), the positive lensing effect tends to augmetite second- or third-harmonic phase-matching condition. The
diffraction; therefore, the aperture transmittance is reducedransmittance through the aperture would then be due to the
When the sample moves on theside of theA; focus, the combined effects from refractive index changes, second-, and
positive lensing effect tends to collimate the beam and increatfard-harmonic generation.
the transmittance through the aperture. The transmittance
reaches a maximum when the sample is located approximately The beam splitter after the aperture (Al in Fig. 74.61) sends
at the focal point of\; (i.e, Fy; in Fig. 74.61) because the asmall portion of the beamto a PIN did®iD1 in Fig. 74.61),

E8174
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which is used to monitor the top-hat IR energy. Part of the probe Figure 74.63 shows typicatscan results obtained to deter-
beam is reflected by the beam splitter before the analyzingine the SPM and XPM coefficients of KDP crystals. The
aperture (A2 in Fig. 74.61) to a PIN diode (D2 in Fig. 74.61)parameters for each case are listed in Table 74.11. The peak-to-
and gives the open-aperturescan curve. From the open- valley configuration of all thesg-scans indicates a positive
aperture scan the nonlinear absorption is measured. The chamgmlinearity. The solid line in each of the figures is the least
of transmission due purely to the nonlinear index of refractioisquares fit to the experiment data using Eq. (3) to determine the
is determined by dividing the closed-aperture transmittance biptal phase accumulatiohy. We use a temporal separation
the one without the aperture. This has the advantage of conmduced in the frequency-doubling crystal (KDPri,0.73 ps
pensating for the energy fluctuations during the experimentn Eqg. (2) in the case of XPM based on the predicted temporal
The linear transmittance of aperture A2, defined as the ratio efalk-off between pulses at different wavelength3he ex-
power transmitted through A2 to the total power incident on th&raordinary IR wave moves 0.73 ps ahead of the extraordinary
plane of the aperture, is 0.03. The incident IR temporal fulSH wave at the exit of the 1-cm, KDP type-I doubler.

width at half-maximumtzyy) was 2.80.2 ps as measured

by a single-shot autocorrelator. The SH and TH pulse widths The nonlinear coefficieng, can then be calculated from
were calculated to be 1.41 ps and 1.45 ps, respectively, in theg = kL V121g. There are several error sources in the mea-
small-signal-gain region. The energgf the incident IR pulse surement: the error in the curve fit, in measuring the crystal
was measured by an energy mélgfor a Gaussian temporal thickness, and in measuring the pulse width and energy that
profile, the on-axis peak intensity within the sample is determine beam intensity. The least squares fit for the experi-

lo = «/nln2€/2w§t,:WHM 32 ment data yields an error of 5%. The error for the crystal
- 2.0 T T T T T T T T 2.0 T T T T T 1 T 1 T
9o - (@) SPM () I " (b) SPM (29
8 16} 1 16l ® @) .
£ I ] I
[%2)
g 12 412 -
-~ i - . |
3 ]
N 08F APy (w) =2.3 - 0.8 APy (2w) = 1.8 7
g 3 E=91uJ E=3.6uJ
S 0.4 - KDP (90 cut, 7 941 KDP (9C° cut,

" 7.5 mm) r 7.5 mm)
00 L | L | L | L | 00 L | L | L L | L
—4 -2 0 2 4 -4 -2 0 2 4 6
Z21Z4 Z21Z,
- 20 T T T T T T T 16— 771
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©
§ 1.0} _ = |
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Figure 74.63

Experimental one- and two-bea¥scans as a function @'z, ,i =1,2,3. In all cases, the solid line is fit to determine the peak phas®gH(i#) Single beam,
A1=1.053um, ®dg = 2.3; (b) single beam\y = 0.527um, ®g = 1.8; (c) single beami; = 0.351um, ®g = 2.1; and (d) two-colorAy,A2 ) beamsdg = 0.51.
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thickness is 1%. The errors for the beam waist coming from the In the two-coloZ-scan, there is a further temporal walk-off
measurement of focal length and diameter of the aperture apetween the two colors with different wavelengths in the KDP
1.6%. The largest error comes from measuring the IR pulssample. To measurg(o-0), in which both the probe and the
width and beam energy. The pulse widths of SH and TH wengump beams are ordinary waves, the optical axis of the sample
calculated based on the measurement of the IR pulse. TK®P (90 cut) is perpendicular to the polarization of IR and SH
resultant error of the on-axis intensity is 12% for IR, 15% formpulses. Both the pump and probe beamsoamaves in the

SH, and 18% for UV. The nonlinear coefficients of SPM andsample, and the pump pulse (IR) moves 0.51 ps ahead of the
XPM with different polarizations were measured, with theprobe pulse (SH) after the sample. For measuri(ege), both
results presented in Table 74.11l. Batk and y, which are  the pump (IR) and probe beams (SH)aweaves in the sample,
related through the index of refraction, are presented. Owand the pump pulse moves 0.59 ps ahead of the probe pulse in
results for the nonlinear coefficient at 1.083 wavelength the sample crystal. We include the walk-off effects in the
are in good agreement with the work reported in Refs. 20 artieoretical fit by dividing the sample into segments and inte-
21, which is shown in the last two columns of Table 74.11l. Tograting the nonlinear phase experienced in each of the pieces.
our knowledge, the nonlinear SPM coefficients at wavelength each of the segments, the probe beam will experience a
of 0.527um, and 0.35um, and the XPM coefficient between different nonlinear phase shift, which is due to the different
1.053um and 0.527um, are the first data set reported for KDP. time delay between the pump and probe; thus, the XPM can be

Table 74.11: The parameters of Z-scans for measuring SPM and XPM in KDP and the resultant phase shift &,

A (um) Pulse width (ps) Energy (uJ) ®q
) 1.053 (e) (SPM) 2.0 9145 2.310.1
(b) 0.527 (0) (SPM) 141 3.620.4 1.8+0.1
(©) 0.351 (0) (SPM) 145 29404 2.1+0.1
(d) 1.053 (e), 0.527 (e) (XPM) 2.0(IR) 111+7 (IR) 0.51+0.04
(pump) (probe) 1.41 (SH) <0.2 (SH)

Table 74.111:  Measured values of n, and y for KDP at 1.053 pm, 0.527 um, and 0.351 um for SPM and cross-phase
coefficients between 0.527 um and 1.053 um. Also shown are results of previous work from Refs. 20

and 21.
ny(10713esu) | (10716 cm2/w) no(10713 esu) y(10716 cm2/w)
other work other work
1.053um (o) 0.8+0.2 2.3+05 0.7220 2.9+0.921
(e 0.88+0.2 2.5+0.5 0.78,20 1.0+0.321
0527 um (o) 1.4+0.4 4.0+1.0
1.3+0.3 3.5+0.9
0351 um (o) 2.4+0.7 7.0£2.0
(e 1.2¢0.4 3.0£1.0
0.527 (e); 1.053 () 0.03+0.01 0.10+0.03
(weak; strong)
0.527 (0); 1.053 (0) 0.023+0.007 0.06+0.02
(weak; strong)
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well determined. We could improve the sensitivity of our 12.

measurement by putting a predelay cryéthkefore or after

the frequency-doubling crystal to compensate for the walk-off;3.

introduced in the measured sample.

14.

In conclusion, atop-h@tscan method was used to measure

the phase shift caused by the self- and cross-phase nonlinearityg.

in KDP crystals. The third-order nonlinear coefficient of KDP

atdifferent polarizations at wavelengths of 1.068 0.527um, 16.

and 0.35Jum was obtained. By considering the temporal walk-

off between the pump and probe beams in the crystals, we ar¥’-
also able to estimate the nonlinear index of refraction due to th?8

cross-phase modulation.
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Micromechanics of Material-Removal Mechanisms from Brittle
Surfaces: Subsurface Damage and Surface Microroughness

The cold processing of optical glasses usually involves rougimteresting to extend their observations to bound-abrasive
grinding, microgrinding, and polishing. In microgrindit§,  grinding. This issue was more recently examined by Edwards
the resulting brittle-material-removal rate produces a crackeand Hedf who studied the relation of SSD to SR under bound-
layer near the glass surface, referred to as subsurface damaiggmond-abrasive conditions (53 to®H and 180 to 250m
(SSD). [Editor's note: The acronym for subsurface damagi size). Edwards and Hed found that for the three glasses they
(SSD) used in this article should not be confused with its morstudied (borosilicate crown BK7, zerodur, and fused silica) the
common use as an acronym for smoothing by spectral dispaverage SSD exceeded the proportionality factor of about 4
sion.] Of course, the optical quality as well as the strength dbund underloose-abrasive conditions: Specifically, they found
the resulting surface is affected by such subsurface damage that the average SSD was 6143 times the peak-to-valley
there is the need to understand the generation of subsurfage-v) surface roughness (as measured by a profilometer). The
damage as well as its measurement. Préstas the first to  factor of 6.4 was arrived at by dividing SSD by SR for each
observe that the damaged layer usually increases in proportigfass. On the other hand, this proportionality factor becomes
to the surface microroughness (SR). Preston measured a pidentical to that of Aleinikov when all three materials tested by
portionality factor of 3 to 4, which seemed to be independertdwards and Hed are treated together (see Fig. 74.65). Similar
of the grinding conditions. We emphasize that subsurfacebservations have been reported for deterministic microgrinding
damage is a statistical measure of the ground surface rathatoptical glasses with bound-abrasive-diamond tools of smaller
than a reflection of the deepest flaw that might control, say, theize (2 to 4um to 70 to 8Qum) (see Lambropoulcet al.%:19).
mechanical strength of the surface.
In this article, we describe measurements of subsurface
The direct measurement of SSD is tedious; therefore, fagamage and surface roughness resulting from microgrinding
and reliable techniques to measure subsurface damage amical glasses with metal-bonded diamond-abrasive ring tools
necessary: The dimple method, which is often dsaelieson  and present a model for interpreting such data.
the observation that a sufficiently deep spherical impression
produced on the damaged optical surface must penetrate irfgperiments
and past the damaged layer. Wafering methods may also be To study the relation between surface microroughness (SR)
used. The fact that SSD scales with SR was later confirmed, fand subsurface damage (SSD) in optical glasses, we selected
example, by Aleiniko¥ who showed that SSD induced by eight glasses that are often used in optical design. The glasses
lapping of glasses and other brittle ceramics (with hardnesecluded fused silica (Corning 7940), the borosilicate crown
changing 30-fold, fracture toughness 6-fold, and Young'gjlass BK7, the crown glass K7, the lanthanum crown glass
modulus 20-fold) was 31®.2 times SR for SiC abrasives (100 LaK?9, the PbO containing dense flint glasses (SF7, SF58), the
to 150 um). This observation indicates that SSD may bdlint glass F7, the short (kurz) flint glass KzF6, and the dense
estimated from SR, whose measurement is significantly sintantalum flint glass TaFD5.
pler and less time consuming. Aleinikov also found that SSD
increased with increasing size of microindentation cracksl. Glass Mechanical Properties
Aleinikov’s correlations between indentation crack length, Glasses, like other brittle materials, are characterized by
subsurface damage, and surface roughness are summarizedhiir hardness and fracture toughnEs¥2Hardness was de-
Fig. 74.64. termined in air via the usual Vickers indentation method with
loads ranging from 10 gf to 1 kgf. Fracture toughness was also
Since the Prestdrand Aleiniko work showed the scaling determined from microindentation, via the model of Evihs,
of SSD with SR under loose-abrasive grinding conditions, it isvhich, as we had previously shoWis,in good agreement with
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Correlations of indentation crack size,
surface roughness, and subsurface dam-
age under loose-abrasive conditions. Data
are from Aleinikov@ Equivalents to Rus-
sian glasses can be found in Ref. 7. The
individual brittle materials studied by
Aleinikov are indicated in the work by
Lambropouloset al10
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the measurement of fracture toughness via bulk methods. Specifically,Hx denotes Knoop hardness, extracted from

Evand3 used dimensional analysis and curve fitting over aneasuring the long diagonal of a rhomboidal pyramid impres-

range ofc/(D/2) from 1.5 to 7 and proposed sion under loadP by P/(projected contact are&)(constant)
P/(long diagonaB, with the (constant) dependent on the

rhomboidal pyramid geometry.

—~ . E DOA £(x) Ucec O
Ke.=HyD/2 =—- 10"  x=lo i i i ) .
¢ VD OH 0o Y10 HD/ZH Hy denotes Vickers indentation, extracted from measuring

(1) the average diagonal of a square pyramid impression under
load P by P/(actual contact areay (constant)P/(average

diagonal¥, with the (constant) dependent on the square pyra-
—24.97x%* +16.32x°, mid geometry.

f(x) = -1.59 - 0.34x — 2.02x? +11.23x3

where K. is fracture toughnesdy hardness (Vickers)D For the same measured diagonal, Knoop indentations pen-

indentation diagonal, E Young’s modulus, andhe half- etrate about half as much into the surface as Vickers indenta-

crack size. Microindentation of densifying glasses, such atons; thusHx more closely measures near-surface hardness.

fused silica, cannot be analyzed in this marfiefo Generally, Knoop hardnes$ increases with Vickers hard-

nessHy,. This correlation has been described in detail by

In our notationH denotes hardness, or resistance to plastid,ambropouloset al®

irreversible deformation, measured by estimating the area of

an indentation impressed under IdadHardness is defined in

terms of either projected area or actual area of contact.
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64594 trace length is ® with applied load® shows essentially a constant value of
Figure 74.65 the ratioP/c3/2.

Relation of subsurface damage (SSD) to surface roughness (SR), measured in

bound-diamond-abrasive grinding by Edwards and #H&thown are the

bivariate ellipse (aP = 90%, with aspect ratio of about 3.8) and the

confidence curves at the level of 90% (dashed line). The straight line fit ha®ata in Table 74.1V other than Vickers hardness have been
a slope of 4.80.9 and an intercept of 4. reported previousl%

Figure 74.66 shows the measured valugc¥2versusthe 2. Deterministic Microgrinding Experiments
applied loadP for some of our tested glasses, indicating that The surface-grinding experiments were done on a determin-
this ratio is essentially constant over the indenting loads usedstic microgrinding platform, where infeed rate is imposed,
Table 74.1V shows the glass thermomechanical propertieshus resulting in surfaces of minimal figure errors, superior
Data for density, glass transition temperaturg, coefficient  finish, and minimal damage. Imposing infeed rate leads to
of thermal expansioa, Young'’s modulus E, and Poisson ratio precise knowledge of the amount of removed material when
v are from manufacturers’ catalogs. Knoop hardiggeind ~ microgrinding optical glasses. In the platform used, both the
Vickers hardnedd,, are at 1.96 N for fused silica was taken tool and work axis spin. The variable angle between these axes
from the Corning catalogdy, and K. data of LaK9 were ofrotation can be used to produce spherical surfaces of variable
estimated from that of neighboring glasses LakK10, La%34. radius of curvature (from 5 mm to planar surfaces).

Table 74.1V: Thermomechanical properties of optical glasses.

P Tg a E % Hk Hy Ke
Glass g/cm3 °C 106 cl | GPa GPa GPa | MPam

FS-C7940 2.20 1,090 0.52 73 | 017 | s6 8.5 0.75
SF58 551 422 9.0 52 | 026 | 27 35 0.46
SF7 3.80 448 7.9 56 | 023 | 34 53 0.67
BK7 251 559 7.1 81 | o2t | s1 7.2 0.82
K7 253 513 8.4 69 | 021 | 46 6.2 0.95
KzF6 2.54 444 55 52 | 021 | 37 55 1.03
LaK9 351 650 6.3 110 | 029 | 57 (5.5) (0.95)
TaFD5 4.92 670 7.9 126 | 030 | 73 100 1.54
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Pollicove and Moore have described progress in fabricatiolight beam reflects from a test surface and the other portion
of precision optical components via deterministic microgrindingrom an internal high-quality reference surface. Both portions
with rigid, computer-controlled machining centers and high-are then directed onto a solid-state camera with>32@0
speed tool spindle’$19Deterministic microgrinding has been pixels. Interference between the two light-wave fronts results
used to manufacture convex and concave spherical surfacesjmsn image of light and dark interference fringes, indicating
well as aspheres. Specular surfaces, resulting after less thitue surface structure of the test part. The test part is scanned by
5 min of deterministic microgrinding, have typical rms vertically moving the objective with a piezoelectric transducer.
microroughness of less than 20 nmut of subsurface As the objective scans, a video system captures intensities at
damage, and a surface figure better than 1/2 wave peak-teach camera pixel. Lateral resolution is determined by the
valley. Typical infeed rates are 5 toa@/min with 2-to 4um  microscope objective field of view and the number of pixels
bound-abrasive-diamond tools. and is ultimately limited by the wavelength of the light source.

With a 20¢ objective, the field of view is 0.350.26 mns.

Three metal-bonded diamond-abrasive ring tools were se-
guentially used on each surface (aqueous coolant Loh K-40, Subsurface damage (SSD) was measured with the dimple
relative speed of work and tool of about 30 m/s): 70 tarB)  method?> in which a steel ball is gently ground with fine
10to 20Qum, and 2 to 4m at infeed rates of 1 mm/min, gén/  diamond paste (0.26m) onto the optical surface, thus pen-
min, and 5um/min, respectively. Three cuts were done withetrating into and past the SSD zone. Optical measurement of
each tool, all at a tool speed of about 30 m/s (tool rotation dhe image reveals an outer ring of SSD surrounding an inner
11,250 rpm, work rotation of 150 rpm). circle of damage-free surface. Measurement of the ring radii

and knowledge of the steel sphere radius lead to the extraction

After each cut, the surface roughness (SR) at three location$the SSD. Three dimples were done for each cut for the 2- to
on the optical surface was measured using the Zygo New Vied+ and 10- to 2Q4m tools. Because of the time required to
100 white-light interferometer (20Mirau), a 3-D imaging produce dimples into and past the SSD of the surfaces ground
surface structure analyzer. It uses coherence-scanning whitgith the 70 to 80 abrasives, no SSD measurements were done
light interferometry for noncontact imaging and measuremeran these surfaces. Figures 74.67 and 74.68 summarize the
of surface microstructure and topography. One portion of eoughness and subsurface damage measurements.

6 . T . T .
10-20 bound diam. ahr. SF58| T
20 . : . infeed 50pm/min. \ =
TaFD5 < 1
- = BK7 ¢-2K9 [/ grsg £ "N .« ]
E £ B ES i o
= = 15 SF E— SF7, = 3
z _
2 3 KzFe] | K7 5 .
.5 € B _ - KzF6 a3 TaFD5
=~ .= 10 A a
& ° m p-v }2—4pm! %) BK7 B
- N A O SSDJ 5 um/min () i 1
(nl:) % 5¢ a Apv }10—20um, _ <—__ |2-4 bound diam abr. |
P A SSDJ 50 um/min infeed 5pm/min.
@E ® p—v 70um, 1 mm/min | . | ,
D0 0|5 1I 0 I1 5 2.0 02 0 0
' ' ' ' ' SR (rms, NV) im)
SR (rms, NV) gm) G4597
G4596
Figure 74.68
Figure 74.67 Summary of measurements for the rms surface roughness (SR) (white-light

Summary of the measurements of peak-to-valley and rms surface roughnesterferometry) and subsurface damage (SSD) (dimple method) for the
(SR) resulting from all three grinding tools used. Surface roughness wadeterministically microground surfaces with the 2- tor-and 10- to 2Q:m
measured via the New View white-light interferometer, and subsurfacabrasives. A straight line correlation of all data has a slope #0®%nd
damage (SSD) via the dimple method. R2=0.73.
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Model for Ratio of Subsurface Damage to
b_pEd"
Surface Roughness PlaT 4)
When a sharp indenter transmits normal IBauto a brittle

surface, the resulting indentation diagoRas determined by
the forceP, the material hardness, and the sharpness of theherem is a dimensionless constant in the range 1/3 to
indenting surface: 1/2. The more traditional approach in the fracture literature

usesm = 1/222-24 More recent data analysis suggests that
_2Psny m= 1/3 may be more approprigte.

H 52

(2)

When the load® exceeds some threshold value, surface
with hardness defined via contact area between the indenteracks apped The lengtftg of radial cracks emanating from
and the material (Fig. 74.69). Indentation mechanics can libe indentation is related to fracture toughri¢sand load®
simplified by considering the displaced material as occupyingy22-2°
the volume of an equivalent half-sphere of radiusquating

the volume displaced under the actual indenter (diagopal E Dl_m
with that of the equivalent half-sphere volunm&3, we find Ke =0k Oa 0 (cott,u)z/?’w. (5)
Cr
a_d s d/?,(cotzp)]/3 = 0.304(COIL,U)1/3. (3) agisadimensionless number, found from indentation data of
D 471@5

Fig. 74.66 for the three glasses TaFD5 (high fracture toughness

Ko, BK7 (intermediateK.), and SF58 (lowK,). We fitted
Indentation induces a larger zone of plastically deformedtq. (5) to the measured fracture toughri€skor m=1/2 and

material, approximately hemispherical with radiusd.ength m=1/3, and found

scalesa (radius of indented half-sphere) andplastic zone

size) can be correlated via the Hill model of the expanding 10

cavity in a perfectly plastic material, discussed by Chiang ag(m)= 0-027"’0-0905[“‘55- (6)

et al20 This relation is further simplified #8-21

Fracture mechanics analysis of microindentation shows

p | Abrasive that the residual stress field is tensile at the boundary of the
grain elastic and plastic zones at the symmetry axis of the indenta-
— tion, where any lateral cracking is expected to origiR&#s.
; As lateral cracks remove material from the surface, we assume
: that the resulting SR is equal to the plastic zone dbpth
D following Buijs and Korpel-Van Houtet!.28 Other assump-
\ \S( / tions may also be made, as by Lambropoebal?® Such
b assumptions have been compared and discussed by
y ¢ Lambropoulosi® We also assume that the depth SSD of the
Plastically. Lateral c subsurface damage zone is equal to the depth of the radial
deformed zone crack R crackscg; thus, the ratio of SSD to SR is
G
Radial/y R Db 2.326 ay oRO
crack
G4598
Figure 74.69 (CO'[ )]/9 0O p d'/6
Schematic of sharp indentation shows indentation diagdnplastic zone y > o . (7)
sizeb, lateral and radial crack lengths andcr. Volume displaced by the (Slnl,ll)]/ aKél/H?’)a

indenter is equivalent to half-sphere of radius
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Indenting loadP naturally scales with the material length SSD/SR is in the ranget2. Our range of indenting loads
scaIeK(‘:"/H3 , as has been observed previously by L&w#  includes loads estimated to occur under lapping conditions.
Chianget al,2! and Marshalkt al2® The dependence of the Chauharet al33 estimated the maximum transmitted force to
ratio SSD/SR on the actual lo&dis rather weak (power of vary from 1.2 to 4.N as lapping abrasives ranged in size from
1/6), which explains the experimental fact that over a widd.0 to 65um.
range of abrasives, speeds, and pressures used there seems to
be a constant ratio of SSD to SR (for example, Refs. 6 Guided by the model predictions for the dependence of ratio
and 8). SSD/SR on glass mechanical properties, we have plotted in

Fig. 74.72 the measured ratio SSD/SR versus the factor

Figure 74.70 shows the dependence of the SSD/SR o2 /H2for grinding with the 10 to 20 abrasives under deter-
loadP and sharpness angleFor sharp abrasiveg/(— 0),the  ministic micro-grinding conditions (data from Fig. 74.68).
ratio SSD/SR- o, whereas for flat abrasive(#l - n/2), Plotted in this manner, the experimental data show a depen-
SSD/SR- 0. Figure 74.71 shows that by using typical mate-dence onKé‘/H3 like a power 0f-0.15t0.08, which is in
rial properties for optical glasses, intermediate valugga° general agreement with the model predictions of a power of
to 8(°), and typical indenting loads from 0.1 toNQthe ratio  0.167. Of course, such a comparison is valid only as long as the
force transmitted by the bonded abrasive grains is essentially
constant among the various ground glasses.

10 SF58 (low K, low Hy) ' |
2 gl P=10N TaFD5 | Thg model d|scusseq above also allows us to address the
%) \ "4 (high K., high H,) guestion: Under what circumstances can the depth of subsur-
9) 6l N P=0.1N face damage actually be less than the surface roughness? Such
Q P=10N a condition would essentially mean that no subsurface damage
-% al P=01N would be present in the ground surface, thus resembling a
24 condition of ductile grinding or polishing. Requiring that ratio
2 . SSD/SR < 1 leads to
! ! ! L
20 40 60 80
Angley (*)
G4599
Figure 74.70 g 20 ' ' !
Ratio SSD/SR versus sharpness angléor properties corresponding to = 10- to 20pm tool
glasses TaFD5 (hard, tough) and SF58 (soft, brittle). Indenting forces 0.1 or g 15 - |
10 N; factorm= 0.40. ~
nd
0 FS
. . o 101
80k Ratio SSD/SR = 2 4 g
i ; 3 5L
= 2
g n 0 I I I
=) 0 2 4 6 8
A G4601 Ké/ H\:/?’ (UN)
Figure 74.72
G4600 Load P, N Measured ratio of subsurface damage (dimple method) to rms surface
roughness (interferometry) versus the material-dependentddad 3 for
Figure 74.71 the surfaces ground with the 10- to 2@ metal-bonded diamond-abrasive
Ratio SSD/SR versus sharpness angénd loadP for typical optical glass  tools. Hardness ikly at 1.96N. Datum for LaK9 is in parentheses since its
(BK7). Factorm = 0.40. Kc andHy were estimated from neighboring glasses LaK10 and LaK11.
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Conclusions

4/43 )3
S 10 p< (KC/H ) (smc,u)z G We have presented a micromechanics model based on the
2 326)6 ad DEDZ(Z_S”‘) (Cotl,ll) / sharp indentation of a brittle surface to interpret the measured
' KOHO ratio of subsurface damage (SSD) to surface microroughness

(SR). The measurements were done under deterministic

This result reveals that in order to promote more polishingmicrogrinding conditions where the imposed infeed rate pro-
like conditions, the right-hand side of the above inequalityduces surfaces with minimal figure error, and optimum surface
must be made as large as possible to accommodate as largecagihness and subsurface damage. The glasses ground span a
possible a range of indenting forcBs Noticing that the wide range of optical glasses.
dependence on the ratio HB/is rather weak (sinamis in the
range from 1/3 to 1/2), the polishing-like conditions can be We used 70- to 8@, 10- to 20um, and 2- to 44m
achieved by a large value of the material-dependent load scalbrasives at infeeds of 1 mm/min, @®/min, and Sum/min,
Ké‘/H3, or by a large value of the angular factorrespectively. For the 70- to 8@n abrasives, the rms SR,
(sinw)?’/(cotw)z/3 . This factor is a monotonically increasing measured with white-light interferometry, ranges from 0.65 to
function of the abrasive sharpnegs thus, polishing-like 1.6 um and the p—-v roughness from 12 to [A®. For the
conditions are promoted by high fracture toughriégdow  10- to 20um abrasives, rms SR ranges from 0.25 to Q5
hardnes#1, and relatively flat abrasives contacting the manup-v from 4 to 1Qum, and the SSD (measured with the dimple
factured optical surface. These effects are in addition to thmethod) from 2.5 to 5.Am. For the 2- to 4m abrasives, rms
chemical effects identified by Codk.Notice, however, that SR ranges from 0.02 to 0.2#n, p—v from 1.3 to 4.4m,
other mechanical effects in polishing have been identifiedand the SSD (measured with the dimple method) from 0.90 to
both for polishing with traditional methods such as polyure2.3 um.
thane pad®36and for more recent polishing platforms that
take advantage of subaperture material removal under com- These measurements support the conclusion that peak-to-
puter—numerically controlled algorithms where the polishingvalley surface roughness measured by interferometry provides
slurry is a mixture of abrasive particles with a magnetoan upper bound to the subsurface damage measured via the
rheological fluid, as discussed by Jacebsal3” and inter-  dimple method. This observation is useful, and its applicability
preted by Lambropoulast al38 should be further explored for a wider range of optical materials

under a large range of manufacturing processing conditions.

Figure 74.67 shows that for those instances where both the
p—Vv roughness and the subsurface damage (SSD) were mea-The micromechanics model predicts the ratio of SSD/SR in
sured, the p—v roughness was an upper bound to the subsurféeens of the load transmitted by the abrasive grain, the sharp-
damage. For the finer 2- toin bonded diamond abrasives, ness of the abrasive, and the glass mechanical properties
the measured p—v roughness is a good approximation to tioung’s modulus E, hardnelis fracture toughneds,). The
actual SSD. For the intermediate 10- to/20-abrasives, the dependence on load is rather weak, in agreement with our
p—Vv roughness is a close upper approximation to the SSD. Theeasurements and others. The effect of abrasive sharpness is
reason is that the dimple method reveals a statistical measummre pronounced. In the limit of SSD/SR < 1, i.e., when
of subsurface damage, without being able to identify th@olishing-like or ductile grinding conditions prevail, no SSD
deepest flaw. On the other hand, the p—v roughness is dictatean be identified because it is enveloped within the surface
by the single deepest flaw detected within the measured areaicroroughness. Such conditions are promoted for brittle
Thus, we expect that the p—v roughness would exceed the S®iaterials with high fracture toughness and low hardness. Flat
measurement by the dimple method, as indeed our measugdrasive grains have the same effect.
ments indicate. The usefulness of this observation becomes
clear from the fact that, when the subsurface damage fromACKNOWLEDGMENT
very rough ground surface is to be determined, the dimple We acknowledge many helpful discussions with and insights from
method must produce a dimple into and past the damaged zofE. Pon Golini of QED Technologies, LLC (Rochester, NY) and with
This would be a very time-consuming and labor-intensive tasErofs Pz?\ul ankenbusch, Stephen Burr.1$, ar.1d James C. M. Li of the Mechani-

. L . cal Engineering Department at the University of Rochester.

for deep SSD, while requiring only a few minutes when
subsurface damage is only a few microns in depth.
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Cholesteric Liquid Crystal Flakes—A New Form of Domain

The last 20 years have seen a growth of mixed-media systemsnstant, although this is usually subjectively determined by
in which cholesteric liquid crystals (CLC’s) are one compo4udging areas that appear homogene®dsThe term
nent. These include polymer-dispersed CE@swhich the monodomairrefers to regions that can be characterized by a
CLC's are confined to microdroplets within a continuoussingle director. When directors characterize domains that are
isotropic polymer and CLC’s in géls which there is a small rather random with respect to each other, the region is consid-
amount of polymer to stabilize the CLC structure. In eitheeredpolydomaint?
case, the continuity of the cholesteric texture is interrupted.
While domain boundaries may exhibit clear-cut disclinations,
CLC's are characterized by a structure in which the averaggomains may not always be separated by a well-defined
direction of molecules in a given plane, indicated by a unisurface. Instead, there may be a discontinuity in the director
vector called the directar, rotates about an axis. The continu- orientation!! These discontinuities were first observed by
ously rotating director produces a helix. The length througiGrandjeah?and correctly described by Cdas being caused
which the director makes a complete 36¢cle is called the by pitch deformations. The helix stretches or contracts to span
pitchP of the cholesteric. When the orientation of the helix axighe gap of the cell with an integer multiple of half-pitches.
is normal to the boundary surfaces, the texture produced When the elastic limit is reached, the helix structure either
called Grandjean or planahis texture is responsible for the inserts or removes a half-pitch. Although these discontinuities
selective wavelength and polarization reflection unique tare called Cantines they do not actually appear as lines but
CLC’s4The center of the selective reflection wavelength bands borders between regions differing in thickness by one half-
is given by pitch. Between crossed linear polarizers, this manifests as
different retardances and therefore different colérs
Ag =NpP, Q)
Other imaging techniques, including scanning electron
microscopy (SEM), transmission electron microscopy (TEM),
where n, = the average refractive index at a given planeand atomic force microscopy (AFM), have been developed to
perpendicular to the helix, calculabedom the ordinary and image the periodic structure of CLC’s in the planar/Grandjean
extraordinary cholesteric refractive indices. texture. For example, a sample of low-molecular-weight (LM)
CLC was frozen between metal sheets, the sheets were forced
The optical characterization of the CLC structure may beapart, and platinum-carbon replicas of the resulting fractured
done by several methods. One of the simplest ways to evaluadges were examined by SEft-18Periodic striations corre-
the homogeneity of the Grandjean texture is with a polarizingponding to the half-pitch suggested that the fracturing oc-
microscope. A CLC sample aligned to the Grandjean texture urred along the helix profile. Even disclinations could be
viewed between crossed polarizers. Dark areas indicate thaewed by this technique. Not only replicated samples but also
the molecules through which the light has passed are eithtite frozen CLC'’s themselves were examined using $&M.
perfectly aligned with the polarizer or analyzer or isotropicallyBecause of LMCLC samples unfreezing or ice building up on
distributed. In either case, for CLC’s, dark spots and linethe surfaces, DeGenrf@ssuggested the use of polymerized
indicate deviations from cholesteric structure that are referre@LC’s for SEM study. This experiment was conducted for the
to asdisclinations®’ Regions between the disclinations arefirst time in 1993 to visualize the molecular distribution
calleddomainsalthough there is some lack of consensus abowtround a Cano line. The images showed that there were layers
the physical nature of a domain. There is some sense oftathe molecular distribution, but no additional quantitative
discrete area in which the director orientation is essentiallgnalysis was done.
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Atomic force microscopy, developed in 1985has been where A, = the wavelength at the center of the selective
used to examine Langmuir-Blodgett and transferred freelyreflection band at normal incidendg = the wavelength at the
suspended liquid crystal filias well as liquid crystal films center of the selective reflection band at oblique incidence,
on graphité?* Liquid crystal films have shown some two- 8 = incidence angleg, = observation angle in air, and
dimensional structure and some cholesteric periodicity but argy, = the approximate average cholesteric refractive index.
often deformed by contact with the cantilever tip.

The orientation of CLC flakes can be further understood by

Cyclic polysiloxane oligomer&>-26in particular, have been using a function known as turbidity This useful parameter
examined by Bunningt al2”-28with TEM and AFM. Samples has been develop&for nematic droplets dispersed in a
for these studies were aligned to the Grandjean texture byatrix that does not absorb liquid crystal. It characterizes the
shearing between Teflon sheets, cooled to below their glagxtent of scattering as a function of incidence angle and
transition temperatures, and microtomed, producing samplesfractive index mismatch in the anomalous diffraction re-
free of the effect of underlying supp®tisubstrates. Results gime. Turbidity has not yet been investigated for cholesteric
indicate that the cyclic polysiloxanes do show corrugated frestmaterials, but for nematics has been defined as
surfaces with a periodicity equal to one-half the pitch. From
TEM and AFM results, in conjunction with x-ray diffraction
studies, Bunningt al.3%:31drew further conclusions regarding —In Ermp'e( Dcos[sm (sing /nmed)]
the structural morphology. Their proposed structure consists of B Thlank (9 ) g t
interdigitated sidechains, the extent of association being de-
pendent on the composition and temperature. The siloxane
backbones form layers that twistinto the helical structure of thethere Tsympi6) = transmittance of a sampl@y( &) =
cholesteric with the sidechains aligned along the director transmittance of a blank used to correct for reflection from

the film and substraté = thickness of the sample, angeq=

Imaging the multiple domains of the CLC’s within mixed- the refractive index of the embedding medium.
media systems by the techniques described above is compli-
cated by the production methods of these mixed-media systenteparation of CLC Flakes
Methods include (a) emulsificatiéfiof the liquid crystal with Two types of cyclic polysiloxanes were used in this study:

a polymer and (b) phase separatioof the liquid crystal from  (a) noncrosslinkable of the type shown in Fig. 74.73 (adapted
solution with a polymer. The CLC domains are produced at thgom Ref. 26), obtained from Wacker—Chemie in Mugfch
same time as the mixed medium itself. As a result, the domairsid designated CLC670, which refers toAgsin nm and
can be characterized onlyithin the medium. The domains (b) crosslinkable, designated CC3767 and similar to that of
may be diluted or contaminated by other components of thieig. 74.73 but with terminal methacryl groups and crosslinked
mixture 34 Polymer “walls” may affect molecular alignment at by UV curing in the presence of a photoinitigtBThe exact
domain boundarie® ratios of chiral to nonchiral side-chains and the amount of
added monomer (to reduce viscosity for ease of workability)

In this article, we describe the production and characterizare proprietary to the manufacturer.
tion of a new form of CLC’s calleftakes proposed by Fari¥
We examine individual flakes by optical light microscopy, In aprocedure referred to as “knife-coating,” the noncross-
SEM, and AFM. We will show that flakes maintain many of thelinkable material is applied onto a silicon watémvhich is
optical properties of the continuous films from which they aréheated to 13T on a hotplaté? polysiloxane is then melted
made. The CLC flakes can be embedded into a host to formoato the substrate surface. A microscope slide placed on edge
new type of mixed medium in which the flakes provide well-and referred to as the “knife” is used to smear the polysiloxane
characterized CLC domains. We will show how the orientatioracross the surface. This knife-coating process causes the CLC
of these CLC flakes can be evaluated quantitatively usintp be aligned in the Grandjean texture as observed by reflective
Bragg's Law in the form of Fergason’s Equatfon: color. The substrate is then quickly removed from the hotplate,

allowing the CLC to be quenched to room temperature, “freez-
ing in” the helical structure of the Grandjean texture. The CLC

)

0 Csing O [sing, (H : o )
A, = Agcos E_I +sin _lB_ films prepared in this way are ~30n thick.
r % nch Men %
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Imaging Individual Flakes
1. Light Microscope

Viewed under a light microscope, flakes appear to be
irregularly shaped with sharp corners. Figure 74.74 shows a
micrograph of CLC670 flakes between crossed polarfzers.
All samples show similar features. The flakes themselves
appear to have few disclinations or Cano lines, suggesting that
fracturing occurred along disclinations and discontinuities in
the film, consistent with theoretical freeze-fracture moédéls.

COO-R

e}
Co COO/
Chs
H;C ,0-StQ
Si S

'Q . b‘CH3
Hsc:/SLO//Sr
g///) CHj
& ooq
N by
R= Figure 74.74

Photomicrograph of CLC670 flakes.

G4158

Oroen
Figure 74.73

2. Scanning Electron Microscope

CC3767 (crosslinked) flakes were sputtered with silver and
examined using scanning electron microsctiamples like
the one in Fig. 74.75 are seen to have an even more irregular

Structure of cyclic polysiloxane used in this study. . . .
yele poy Y structure than that which appeared under light microscopy.

Some swelling is apparent at the edges of the flakes, which we
The crosslinked material is prepared by mixing the CLGattribute to absorption of the methanol used for the slurry.
with photoinitiator (1.5% by weight), sprinkling in 18n-  Periodic ridges are evident on many of the flakes. The freeze-
sized glass fiber spacetf®and shearing the mixture between fracture process appears to occur along the cholesteric helix
two 3-cm-diam, fused-silica substrates at fD0The sand- profile, perpendicular to the director. From rough estimation of
wich cell, still at 100C, is exposed for 2 min to ultraviolet the magnitude of the pitch measured physically on the SEM
light of A = 365 nm and 15 mW/cfrat 5-cm distancé*After  observation screen, the pitch appears to be 486 nm. Based on
curing, the cell is pried open with a razor blade to expose theg. (1) and prefracture measurement3@{= 712 nm) and
cured film. N, (=1.5812 at 712 nm), the optically calculated pitch for this
sample is 450 nm. The similar magnitude of the numbers
For either method of preparation, the resulting “opensuggests that the observed periodic ridges are, in fact, indica-
faced” film is placed in a Petri dish and covered with liquidtive of pitch. Due to parallax caused by the tilt of the sample and
nitrogen. The polymer CLC fractures and lifts slightly andthe SEM sample table, however, measurements from these
temporarily off the silicon or glass surface. Methanol is used tphotographs are only estimates.
wash the fractured CLC off the substrate.
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(a)

95.0 nm

47.5

0.0

(b) a1 Hm

Figure 74.76
Atomic force micrograph of a CLC flake edge (sample: CC3767). The pitch
measured from this image is 451 nm.

esteric polysiloxanes obtained by Meisetral#9 and pro-
vide a third unique view of the cholesteric corrugation due to
pitch periodicity.

Since there is no parallax in this image, the pitch can be
measured directly to be 451 nm. The pitch calculated from
the prefracture optical measurements, listed irSitenning
Electron Microscopesection, is 450 nm. The excellent agree-

G4002 ment confirms that the ridges seen in both SEM and AFM
images are those of the cholesteric helix profile exposed by
Figure 74.75 freeze-fracturing. More importantly, the process of producing

Scanning electron micrographs of a CLC flake (sample: CC3767). (a) Thefggkes from polymer CLC films maintains the pitCh and, as we

is slight swelling at the edges of a flake. (b) At higher magnification, periodic‘wi” show. the selective Wavelength reflection capability of the
ridges corresponding to the pitch can be seen. .. ¥
original film.

The noncrosslinked flakes were also examined with SEM. AFM measurements of the noncrosslinkable CLC670 gave
These also showed ridges consistent with half-pitch periodieequally good agreement of physically measured and optically
ity. Neither sputtering nor SEM voltage appeared to damagealculated pitch. The remaining tests described below used
melt, or decompose any of the flakes. only the noncrosslinkable material to avoid the time-consum-

ing process of preparing, curing, and splitting sandwich cells.
3. Atomic Force Microscope

To determine pitch physically and without parallax, a singleSizing of CLC Flakes
CC3767 flake was mounted vertically against a small piece of To separate flakes by size, a stack of stainless steel screen
glass using epoxy/ The flake was placed in an atomic force sieve$? is used. Table 74.V lists the mesh sizes and nominal
microscopé8 whose tip consisted of a pyramidal crystal of particle-size ranges when stacked in order of increasing mesh
silicon nitride attached to a cantilever. The edge of the flakaumber. Flakes in methanol slurry are dripped into the sieve
was rastered under this cantilever. Deflections of the cantstack, using methanol to wash the flakes through. Each stage is
lever by the surface resulted in an image profile of the surfacgashed with methanol until the effluent appears visually clear.
like the one shown in Fig. 74.76. Our images are consisteMaterial retained by each sieve is collected by methanol slurry
with the microtomed and free-surface AFM images of choland allowed to dry by evaporation. For a typical initial charge
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Table 74.V: Sieve designations and measured ranges of CLC670 flakes.

Sieve designation | Nominal particle-size range (um) Median and standard deviation of each sieve group of
(mesh size) that should be trapped in sieve CLC670 flakes measured by Horiba LA-900 (um)
80 >180 218+204
170 90-180 124428
325 45-90 66126
635 2045 35+16
Pan <20 24+14

of about 5 g of flakes, the sieving process typically requireseparated. The vertical lines indicate the nominal ranges based
about 5 h to completely separate the larger-sized flakesn the sieve designations listed in Table 74.V. The medians and
(>45 um) into three groups. The “20- to 4Br” sieve cut modes are well separated. In general, however, the
takes an additional 4 h of sieving time. All separated samplés180-um” group contains flakes that exceed the Horiba LA-
are allowed to dry for 4 days. 900 size-detection limits. The “<2@m” group shows some
agglomeration. Otherwise, each mode falls within the sieve-
To test whether the sieve separation technique was efficiersize designation. There is overlap among the groups within the
each sieve cut (what was trapped in the sieve as well as the fisédndard deviations for each distribution, so we may expect to
bottom collection pan) was tested for particle-size distributiosee trends in optical behavior related to size but probably no
using the Horiba LA-900 Particle AnalyZ2rin this instru-  optical behavior unique to a particular size-group since each
ment, the particles are suspended in a fluid. For the CLC flakegroup contains some flakes whose sizes are common to adja-
this fluid was methanol. No additional surfactant was usedent groups.
since initial testing with detergent as a surfactant led to the
formation of pubbles, which intgrfered with par.ticle detection. 20 45 90  180um
A small-fraction sample container of approximately 50-mL 25
volume was used. In the small-fraction container, particles <
were kept in suspension in the instrument’s light beam using aEL, 20
magnetic stirrer. The particles scattered and diffracted light &
from both a HeNe laser beam and a beam from a halogen lamp.
The latter was equipped with two filters: one to pass 610-nm
light and one to pass 480-nm light. Size distribution was
determined based on an instrument algorithm that calculates §
the distribution of spherical particles that would give the same @ 5
scattering pattern as the sample particles. The distribution of
the algorithm’s spherical particles is given as a percent fre- 0
quency F%. The size range detectable by the Horiba LA-900 is 10 100 100c¢
0.04 to 100Qum. Plots are typically Gaussian in shape on a Size um)
semilogarithmic scale for a natural distribution of partiéfes.
For particles that are not uniform in shape, such as the CLC — >180 45-90
flakes, the particle analyzer detects the largest dimef8em, | ---------- 90-180 — — — 20-45
the median value of such a distribution lies on the high side of —-—- <20
the sieve designation. The measured results are shown in e
Table 74.V.

nt frequency
= =
o a1

rc

Figure 74.77

Each size-group of CLC670is pIotted in Fig. 74.77 to SI,]O\/\I,Effectiveness of sieving for separating size-groups. The vertical lines indi-
. . . i . cate the nominal size limits of the sieve designations.
if the different size-group distributions are well or poorly

LLE Review, Volume 74 143



CHoLEsTERICLIQUID CRYsTALFLAKES—A New ForM oF DomAIN

Orientation of CLC Flakes are uncontaminated by any processing steps. The CLC flakes
Glass disk substrates made from a conveniently availabkre also not subject to the alignment deformities that might be

float glass ip 0= 1.533, 25-mm diameter, 1 mm thick) were caused by confining walls.

weighed; then 1 mL of deionized water was dropped by

graduated pipet onto each substrate to cover it to the edge. The additional optical tests performed on these CLC flake

Flakes in methanol slurry were dripped onto the water bead tsamples will allow us to make comparisons by flake-size of

a medicine dropper. The flakes oriented themselves with thearientation quality. In particular, we will look at the angle

largest surface parallel to the meniscus. When the surface wdspendence of both the selective reflection wavelength and the

visually covered with flakes, the underlying fluid was removedscattering, considering CLC flakes as distributions of discrete

by medicine dropper. Each sample was allowed to dry. Atholesteric domains.

regular intervals, each sample was weighed until three identi-

cal readings were obtained, indicating that the samples had

completely dried (about 48 h total). After all the optical tests , , , ,

were completed for a given sample, its thickness was measured

by contact gaug¥ in five spots and averaged. The gauge tip

tended to disturb the flakes, so thickness measurements could

not be made until optical testing was completed.

Ul
ol
I

90-180

%T

Since the >18Q#m and <20um sieve groups for CLC670 35~ T
were of anomalous size, they were excluded from optical 45-90
testing so that comparisons of size effects on optical behavior 25— =7 =~ 7 —
could be drawn with more certainty by being based on the other ~ p---------ceo T ..20-45
three sieve groups. In addition, the >188- flakes, when . | T |
oriented by water bead, did not completely cover the substrate. 400 500 600 700 800 900
The <20um flakes, when oriented by water bead, tended to
aggregate into visually observable inhomogeneities. There>**
fore, even qualitative comparisons involving these extreme

sizes were not feasible. Figure 74.78 _ _
Transmittance profiles of three sieve groups.

Wavelength (nm)

Selective Reflection

Transmittance profiles of each size-group were determined
by spectrophotometet at & incidence. The results of three
size-groups are shown in Fig. 74.78. There is a dramatic drop 40 I I I I
in overall transmittance with decreasing flake size; however,
each size-group continues to show the selective wavelength
Leffgfg(,)sn. (manifested by a transmittance valley) characteristic 3 Left-hand circular —

N 25 Right-hand™
In addition, a CLC670 “45- to 90m” sample prepared by 7 circular

water-bead orientation was examined in transmission using 20 [~ 7
right-hand circular and then left-hand circular incident polar-
ization. Figure 74.79 shows that the CLC flakes continue to
exhibit the selective polarization-handedness reflectivity also 1 I I I I
characteristic of CLC’s. 400 500 600 700 800 900

Wavelength (nm)

%T

G4161
Clearly, we have discrete CLC domains of prealigned

Grandjean texture that continue to exhibit the selective wave-
length and polarization of unfractured CLC films or of CLC Figure 74.79

. . Selective polarization handedness of CLC flakes.
polymer-dispersed or gel systems. These domains, however,
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Angle Dependence of Selective Wavelength tance of samples, where lower transmittance corresponds to
Three to four samples from each size-group were preparegpteater scattering. This section will show that the primary
and examined in transmission at seven incidence anglessurce of scattering by CLC flakes is the misalignment of the
(0°-60°). The center of the selective wavelength band wakelix axes of individual flakes with respect to the substrate.
estimated by visual integration and recorded,aseas. The
wavelength at Owas recorded &%, Equation (1) was used to The same CLC670 samples prepared for angle-dependent
calculateA,-theo. When measuring in transmission, the im-wavelength studies were used for turbidity calculations. Tur-
plicit assumption i, = 6;. The value ofny, is 1.6, based on bidity was measured with a horizontal-pass HN32 Polaroid
Abbe refractomet&f measurements of the unfractured CLCpolarizing filn®8 in the spectrophotometer as part of the
films by a technique determined earlier for nematic liquidbackground correction protocol. As incident angle was in-
crystal polymers. Figure 74.80 shows how well the averagecreased, the incident polarization remaifepolarized. The
selective-reflection-wavelength measurements from each sizeravelength chosen for turbidity measurements needed to be

group agree with the calculated theoretical values. well outside the selective reflection region, outside the region
of substrate or CLC absorptivity, and part of a normal transmis-
660 T | | | | | . sion scan that would not involve lamp, detector, or other
voltage-dependent instrument changes; therefore, the chosen
640 | measurement wavelength was 900 nm.
€
£ The %T of a “blank” sample, i.e., a sample with everything
£ 6201 N but the liquid crystal, as well as the %T of the sanyitl
g liquid crystal were recorded at the same incident angle. Turbid-
2 600 = 90-180 | ity was calculated for all samples using Eq. (3) and averaged
g within each size-group at each incidence angle. Figure 74.81
0 % 45-90 shows the turbidity ranges of multiple samples of each group
5 580r . as well as for an unfractured continuous film. For each sieved
° size-group, the turbidity increases as the incident angle in-
o 560 20-45 | creases. The smaller the flakes, the higher the turbidity per
— Calc unit thickness.
540 | | | | | | |
50 T T T T T
0 10I .(210 30 |694(zo) 60 120 B
ncident angleb,
G4162 100+ .
Figure 74.80

Angle dependence of selective wavelength reflection as a function of
flake size.

Turbidity T per mm

The 45-to 9Qum flakes show better agreement with Bragg’s
Law in the form of Fergason’s Equation than do the other two
size-groups. We attribute this to a better orientation of the
medium-sized flakes on the substrate. Their aspect ratio is

large enough that the largest dimension is perpendicular to the Incident angle®; (°)

thickness, so, during the water-bead orientation, the helix axis

can align perpendicular to the substrate. 20-45 —} 45-90 --I--90-180 —:[— Film
G4163

Scattering

We will interpret “scattering” here to refer to any redirection
of light from its original path of propagation. As such, use of19ure. _ _
turbidity as a measure of Scattering simply compares transmi‘{yrbldny ranges of multiple samples of each sieve group of CLC670 flakes.

igure 74.81
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As we saw in Fig. 74.78, transmission scans of flakenarrower selective reflection band than uncoated flékes,
samples of decreasing median size grow gradually wider arsiliggesting that the overcoating process improves the orienta-
flatter with overall lower-percent transmittance. Due to theittion of the flakes. This may explain why there was only a slight
small aspect ratio, smaller flakes are not necessarily alignetifference in turbidity between moderately and nearly index-
with their helix axes perpendicular to the substrate. There willnatched CLC flakes: It is not the index match but rather
then, be many angles of incidence and reflection for which

some wavelength of a spectral scan will meet the Bragg/ 40 : . : . :
Fergason criterion of Eq. (2). Selective reflection may be () 90-180um
expected to occur fairly uniformly across the spectrum as the 35

30
25
201 -

variety of CLC flake orientations increases. As flake sizes get
smaller, more flakes are required to cover the same sample
area, resulting in this increase in orientation possibilities.

Consequently, the turbidity increases as the disorder of the

Turbidity T per mm

smaller flakes redirects more light out of the original propaga- 15 Dn < 0.04

tion direction. 10[ Dn ~ 0.2
The flakes are still not small enough to be of the size of 5t i

the measurement wavelength so we are examining the scatter- : : : : :

ing geometrically. In anticipation of eventually being able to 60 : : : :

make CLC flakes as small as the domains of the other more (b) 45-90um

common mixed-media syster?$the use of turbidity as a 50

measure of scattering is used in this study even though it was
developed originally for the so-called anomalous diffraction
regimé&9:61in which the wavelength is only slightly smaller
than the scatterers.

. . . . Dn~0.2

In analogy with mixed-media systems that employ index W
match or index mismatch to control scattering, the CLC flake 10 .
samples were overcoated with one of two transparent hosts:
(a) a silicone elastomer designated SEX¥dhich has an
~0.2 index difference)n, from the average cholesteric index
of CLC670 or (b) a transparent enamel filt&&dom a 50 F
commercially available paifftwith a <0.04 index difference,
Dn, from CLC670. In the overcoating process, 1 mL of host in
a graduated medicine dropper was added dropwise to the
center of the flake sample. Each host flowed uniformly and in
its own time to the edge of the sample substrate. The overcoated
flake samples were measured in the same way as the others, and 5
turbidity was calculated for seven incident angles.

40- Dn-~06

Turbidity T per mm
w
o
T

(c) 20-45um

Dn~ 0.6

N
o
T
|

Turbidity T per mm
w
o

The turbidities of an uncoated sample, a sample overcoated
with the moderate index match (SE2061), and a sample
overcoated with the close index match (Testor’'s Enamel) are g4164.65,66 Incident angled; (°)
plotted for each size-group in Figs. 74.82(a), 74.82(b), and
74.82(c). In every case, overcoating with a host reduces thgyure 74.82
turbidity of the flake samples. There appears to be less of G@mparison of turbidities of each flake size-group as a function of index
difference between a moderate and a good index match th&gtch and incident angle. Each legend indicates the index mismatch of the
between a coated and an uncoated sample regarding turbldﬂfyes and host: 0.6 is air, 0.2 is SE2061, and <0.04 is enamel. The flake size-
of the larger flakes. In addition, the overcoated flakes show &°4P° shown are () 90 to 14, (b) 45 to 3um, and (c) 20 to 4m.
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the flowing action of the hosts that reorients the flakes andACKNOWLEDGMENT

reduces scattering.
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tive arts, we have shown elsewH&rthat CLC flakes, with or
without a host, can be successfully modeled and measured b
standard colorimetric methods. As such, CLC flakes in 5

suitable host, such as the enamel used in this study, providéd-

versatile paints and inks, which we have applied by brush,

airbrush, and fountain pen to surfaces including paper, cloth, -
metal, and glass. 3.

CLC flakes may also be considered for use in document ,

security. Polymerized CLC films have been suggested for this

purpose as overlay CLC flakes can be embedded into paper >

currency, for example, avoiding the problem caused by thin,

brittle films. The use of CLC's allows angle-dependent color ¢,

suitable for first-line identification. The unique polarized-

reflection capability of CLC flakes provides a further deterrent 7
to counterfeit reproduction. 3.

Finally, CLC flakes are discrete cholesteric domains, which 9.
exhibit none of the limitations of polymer-dispersed and gel

systems such as boundary deformations, high-voltage require-
ments, or domain contamination. With narrower sieve cuts to11
provide better flake-size uniformity, CLC flakes can provide

an excellent physical model of the other mixed-media systemso.

in which the domain is not so clearly characterized. Some work

must be done to reduce CLC flake sizes for even closet™
modeling capability. Toward this end, small quantities of CLC 14,

flakes that are only m thick have been prepar€®.

Conclusions 15

We have shown that CLC polysiloxane oligomer films can

be fractured into smaller domains called flakes. These CLCLé:

flakes can be separated by size and oriented using flotation on

an aqueous meniscus. CLC flakes maintain the wavelengthz.

and polarization selectivity of the original film. The CLC

flakes can also be embedded into an isotropic polymer as a nel"
kind of mixed medium in which the cholesteric domain struc- 19,

ture is not contaminated, diluted, voltage dependent, or de-
formed. As work with this new mixed medium continues, we
anticipate that narrower sieve cuts and smaller flakes will allow

better use of CLC flakes as models for polymer-dispersed andi.

gel CLC systems.
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Demonstration of Dual-Tripler, Broadband Third-Harmonic
Generation and Implications for OMEGA and the NIF

A critical concern for Nd:glass fusion lasers such as OMEGA HG conversion efficiency was measured as a function of this
and the National Ignition Facility (NIF) is the uniformity of angle. Since an angular tilt of the incident IR beam is equiva-
irradiation experienced by the fusion target. Uniform beamgent to a change in its wavelength (this relationship is linear to
are generated by beam-smoothing schemes such as smoothéngood approximation, with <160 urad equivalent to 1 A,
by spectral dispersion (SSBwhich vary the instantaneous a measured increase in the angular acceptance of the THG
speckle pattern on target on time scales that are short compaimhversion is equivalent to a proportional increase in the
with relevant hydrodynamic time scales. In a simplified picturéeTHG acceptance bandwidth.
of beam smoothing, the laser presents a new speckle pattern to
the target every coherence time, where the coherence time isOne important parameter investigated in the experiment
given by the inverse of the bandwidth. The beam is smootheaslas the separation between the two triplers. The relative phase
because the target responds hydrodynamically to the averay@ between the three interacting waves (definefi®s @4
of alarge number of independent speckle patterns. The ratio 6f®, — ®,, wheredi is the phase of harmonitcan change
the coherence time to the relevant hydrodynamic time is thudue to a number of factors, including dispersion in the air path
a key parameter. Alternatively stated, the time required tbetween the triplers, dispersion in the windows of the crystal
obtain a given level of uniformity is inversely proportional tocell, and phase changes due to the coatings on the crystal
the laser bandwidth. surfaces. (The relative phase within a tuned crystal is zero by
the definition of phase matching.) Using the formuial{

Smoothing achieved using present fusion lasers is limited 10’ = 2726.43+ 12.288A2 + 0.3555A%, wheren is the
by the bandwidth acceptance of the KDP crystals that are useefractive index and the wavelengths in um 6 4.0 cm of air
for third-harmonic generation (THG). Conventionally, THG is predicted to be equivalent to a full cycle of phase shift [i.e.,
involves frequency doubling in a first, “doubler” crystal fol- (ks—ko—kq)L =271 wherek; is the wave vector in air of harmonic
lowed by sum-frequency mixing in a second, “tripler” crystal. i andL = 4 cm]. In the experiment, the relative phdse
Eimerlet al3 recently proposed, however, that broader-bandemerging from the first tripler was unknown due to dispersion
width THG can be achieved by using dual triplers, i.e., twan the output cell window; thus, to ensure the optiniifmat
tripler crystals in series with slightly different angular detuningshe input to the second tripler, it was necessary to adjust the air
from phase matching and appropriately chosen thicknessagap to the optimum position within this 4-cm range.
Oskouf* showed that by adding a second tripler to the existing
conversion crystals in each beamline of the OMEGA laser This article extends the work of Ref. 7, which reports the
system it is possible to increase the bandwidth acceptance byperimental results, to include details of the dual-tripler
a factor of 3, and he developed an optimized design. Convedesign currently being implemented on OMEGA and a dual-
sion of OMEGA to dual-tripler THG is now underway. tripler design that could provide a comparable bandwidth on

the NIF.

This article reports on what is believed to be the first
experimental demonstration of dual-tripler THG. A secondExperiment
(type-Il) KDP tripler, with 9-mm thickness, was added to a The laser beam used in the experiment originated from a
tripling cell (used on the former 24-beam OMEGA laserNd:YLF-based, diode-pumped, mode-locked oscillator that
system) containing two type-ll, 16-mm KDP crystals. All generated a train of bandwidth-limited, 100-ps-duration
crystals were antireflection coated. The dual-tripler configurapulses. A single pulse was switched out and amplified in a
tion was tested using a narrow-bandwidth, high-power lasdtash-lamp-pumped, negative-feedback-controlled, regenera-
beam whose angle of incidence on the crystals was varied. Ttiee amplifie® and two subsequent single-pass, flash-lamp-
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pumped, Nd:YLF amplifiers separated by spatial filters. This The conversion efficiency was measured as the ratio of the
produced a collimated beam with 100-ps time duration, up tenergy of the third-harmonic beam at the output of the second
25 mJ of energy, and an approximately Gaussian spatial profitepler to the energy of the fundamental beam at the input to the
with a FWHM diameter of 4 mm. doubler. For each angular position several measurements
(typically 5 to 7) were made, and the averaged value was used
The experimental setup is shown in Fig. 75.1. The inpuas the measured conversion efficiency. Typically the averaged
laser beam was reflected off an adjustable mirror, which wagata had an uncertainty (standard deviation) of the order of 1%
used to vary its angle of incidence on the crystals. Backor less, although in a few cases the uncertainty was as large
reflections from the crystal surfaces were transported throughs ~5%.
a 1-m focus lens onto a CCD camera to monitor the beam
alignment relative to the crystals and the relative alignment Small scaling factors were applied to the experimental
between the crystals. The polarization of the incoming beammeasurements (0.95 to the angle and 1.04 to the conversion) to
was adjusted using a half-wave plate to bev@ih respectto account for systematic uncertainties in the accuracies with
theo axis of the first crystal. The second tripler was mountedvhich the values of angles and intensities were measured.
on a stage with a 5-cm translation range, which was required These scaling factors were determined from one data set and
optimize the relative phase between the three interacting wavesre then maintained constant for the remainder of the experi-
incident on the second tripler. The crystals were set up using tineent. The calculations assumed that the first tripler was detuned
converging-lens technig8evith a separation of ~0.77 mrad to be phase matched for a beam tilt-6f44 mrad on the
between the phase-matching directions of the two triplers, thisorizontal axes of Fig. 75.2. The corresponding tilt for the
angle being the optimum predicted separation. second tripler was 0.33 mrad, all tilt angles quoted in this
article being external to the crystals. (The absolute values of
these angles were not known experimentally.) The optimum air

Single pulse Filters gap [corresponding to Figs. 75.2(a) and 75.2(e)] was assumed
1>0§53 nr; /—)—HI— CCD to be 1.5 cm away from the point of no net dispersion [midway
—100 [)ns Lens between that in Figs. 75.2(c) and 75.2(d)]. The sign of this

4-mm FWHM|l == E=1m distance depends on the orientations of the optic axes of the
triplers, which were parallel in this experiment. The calcula-
Polarizer Doubler tions shown in Fig. 75.2 assumed a 4.1-cm period, which was
A ! Energy found to fit the data slightly better than the predicted 4.0-cm
A2 <> Filters  meter period; this small difference is ascribed to different tempera-
> > ) tures, humidity, etc., from those of Ref. 6.
L 1w 1w 3w
Adjustable E 2w The nominal laser intensity,,, defined as
mirror T 3w

Ener First Second
met(gry tripler tripler E/(m'%'WTFWHM)’
0=-0.44 6=0.33
mrad mrad )
E8928 whereE is the laser energy and gy and tgyy are the
spatial and temporal FWHM’s, respectively, was 1.2 G\W/cm
Figure 75.1 corresponding to a peak intensity in space and time of
Experimental setup. 0.78 GW/cnd. The low conversion efficiencies shown in

Fig. 75.2 are primarily a result of the non-optimum beam

The experimental results are shown in Fig. 75.2 for fiveprofile (Gaussian in both space and time), for which 50% of the
values of the air gap spanning the 4-cm range in 1-cm incréR energy is incident at less than 30% of the peak intensity. This
ments. The results are in excellent agreement with predictionis illustrated in Fig. 75.3, which reproduces the data and
of the plane-wave code Mixette (based on Ref. 2), whiclealculated curve of Fig. 75.2(e) and adds predictions for what
calculates the conversion averaged over the assumed Gaussiauld have been obtained with different beam spatial and
spatial and temporal beam profiles at a nominal intensity aemporal profiles. It is seen that conversion efficiencies up to
1.2 GW/cnt. 80% would have resulted for beams flat in space and time.
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Design for OMEGA beam cross section, and, at each time, it will exhibit a similar
Figure 75.4 shows predictions for single rays (i.e., beamgariation across the beam aperture. The net conversion inte-
that are flat in space and time) for the OMEGA laser systengrated over the beam will then correspond to some average
assuming that an 8-mm tripler crystal is added to each beaover wavelength of the curves of Fig. 75.4, depending on the
after the existing conversion crystals (which are both 12.2-mnspecific parameters of the SSD design used.
type-1l KDP crystals). Here the first tripler is detuned
0.62 mrad (to phase match -#8.84 A), and the second is  The dual-tripler design being implemented on OMEGA
detuned-0.38 mrad (to phase match at 2.36 A). The air gagalls for the triplers to be spaced 1.0 cm apart with a tolerance
is 1.0 cm. Curves are shown for intensities from 0.5 tef £0.1 cm, and for their relative angular separation to be
1.5 GW/cn#, spanning the range of normal operating condi-accurate within 10Qurad. Curves illustrating the effects of
tions, and for small signal (0.1 GW/émnAt 1.5 GW/cr, these deviations are shown in Fig. 75.5 for the peak anticipated
the FWHM bandwidth is 13.8 A, corresponding to 1.1 THzoperating intensity of 1.5 GW/cmin both cases, the varia-
at 351 nm, and at lower intensities the bandwidth igionsinthe predicted conversion curves are considered accept-
slightly greater. able. The variations experienced in the spatially averaged
conversion efficiency will be less (of the order of 1%—2%)
100 . . . . . . . because the curves resulting from deviations from the design
Single tripler lie above the design at some wavelengths and below the design

r /(1.5 GW/cn?) at others.
) w

80

It is worth noting that the alignment accuracy required by
dual-tripler THG is no greater than that already in place on
OMEGA. Currently the crystals are tuned to a much smaller
tolerance than 100rad.

o2}
o

Design for the NIF

Very similar broadband conversion may also be obtained on
the NIF. Two designs are considered here (see Table 75.1): The
“11/8/10" design was suggested in Ref. 3, although with
slightly different tuning angles. (It should be noted that all
angles quoted in Ref. 3 are internal to the crystal, i.e., 1.5 times
smaller than the external angles quoted here.) The “11/9/9”
design is an alternative design that is compatible with the NIF
two-crystal base-line design (“11/9").

THG conversion (%)

0 : s \
-20 -15 -10 -5 0 5 10 15 20
IR wavelength shift (A)

TC4624

Figure 75.4 A comparison between the two dual-tripler designs is shown
Predicted performance of the OMEGA laser system as a function of IRn Fig. 75.6. The “11/8/10” design provides slightly more
wavelength shift, for the addition of a second tripler of 8-mm thickness at @ gnversion and allows slightly more bandwidth; otherwise, the

separation of 1.0 cm. The curves correspond to intensities ranging from 1t9vo designs are very similar. The curves are remarkablysimilar

to 0.1 GW/cm. The dashed curve corresponds to the existing system at . . . ; .
1.5 GW/cn?. At this intensity, the extra tripler increases the FWHM band-to those of the optimum OMEGA dESIQn of Fig. 75.4; again,

width from 4.9 Ato 13.8 A (1.1 THz in the UV). The curves in this and similarth€ range of wavelengths that can be efficiently converted is
figures are calculated for monochromatic beams with varying wavelengthincreased frort2 A to+6 A.

The shape of the dual-tripler curve at 1.5 GW/ds Comparing either dual-tripler design with the two-crystal
advantageous for the conversion of a broad-bandwidth phadease-line design, shown superposed on both plots of Fig. 75.6
modulated beam. The THG conversion is maintained in that the nominal operating intensity of 3.0 GW#ciit is clear
60%-90% range as the IR wavelength varies thragh. In  that there will be some loss in overall conversion when averag-
contrast, the single-tripler curve results in significant lossng over a broadband beam, but probably no more than 10%
beyond+2 A. In a typical SSD laser beam, the instantaneoubased on the 3.0-GW/&uurve. (The loss at lower intensities
wavelength will vary in time through6 A at any point in the is less.)
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The effective beam uniformity resulting from dual-tripler evant hydrodynamic time that is important. The coherence
conversion on the NIF may be even greater than that aime is the same on each system, but the hydrodynamic time
OMEGA, based on the reasonable presumption that it is trecales are a few times longer on the NIF.
ratio between the coherence time (1/bandwidth) and the rel-

100 T T T T T T T T T T T T
(a) Air gap 1.1cm (b) AB5 — 480prad
—— —380urad
80 | — - —280urad-
S
&
7]
>
[
8
) 40
T
|_
2 -
0 I
;o\

0 4 :

-20 -15 -10 -5 0 5 10 15 2020 -15 -10 -5 0 5 10 15 20
roarsass IR wavelength shift (A) IR wavelength shift (A)

Figure 75.5

Sensitivity of the base-line design for dual-tripler THG on OMEGA to (a) deviations in the air gap between triplers froraridqlondeviations in the tilt
angle of the second tripler fror880 urad. All curves are for the maximum anticipated operating intensity of 1.5 G®/Dewiations of no greater than
(a)+0.1 cm and (bx100 urad are acceptable.

Table 75.1: Existing and dual-tripler designs for OMEGA and the NIF. Tilt angles A@, are external to the crystals, with a
positive angle indicating an increase in the angle between the propagation direction and the optic axis.
OMEGA crystals are al type-Il KDP; NIF doublers are type-l KDP and triplers type-1l KD*P. Subscript “1”
indicates the doubler, “2" the first tripler, and “3” the second tripler.

Crystal thickness (mm) Crystal tilt (urad) Gap between
triplers (mm)
Ly L, Ls AB; A6, AB; gap
OMEGA, present 12 12 - 0 0 - -
OMEGA, dual tripler 12 12 8 0 620 -380 10
NIF “11/9" base line 11 9 - 350 0 - -
NIF “11/8/10" 11 8 10 325 900  -1000 0
NIF “11/9/9” 11 9 9 325 750  -1000 0
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Figure 75.6

Predicted performance for two enhanced-bandwidth designs for the NIF: (a) the “11/8/10” design of Eimerl (Ref. 3) andriigtaredl 1/9/9” design that
leaves the base-line, two-crystal, “11/9” NIF design unchanged.

One important difference between OMEGA and the NIF idseam since some curves lie below ideal at some wavelengths
that the optimum “11/8/10” and “11/9/9” designs for the NIFand above ideal at others. Results for a tolerane@®firad
require no relative phase change between the triplers. This widke clearly better than those 50 urad.
indeed be the case on the NIF since the base-line design calls
for the crystals to be mounted in vacuum. It is anticipated that At 1.5 GW/cn?, the greatest deviations from ideal occur as
the antireflection (AR) coatings on the output of the first triplera result of detunings of the doubler from the design orientation.
and the input to the second tripler will not significantly affectThese deviations are essentially the same that occur for the
the phase at any wavelength. base-line, two-crystal NIF design and result from the sensitiv-

ity of the angle-detuned, type-l/type-Il design to doubler

Transmission losses between crystal surfaces have not bemmentation? thus, the addition of a second tripler to the NIF
included in the calculations presented here for OMEGA andoes not require any greater angular alignment accuracy than
the NIF since the AR coatings have not yet been designeib already included in the base-line design.

Small losses will be incurred since one cannot simultaneously

eliminate reflections at all three wavelengths; however, thi€onclusion

does not significantly affect the results presented here. The dual-tripler scheme for broadband frequency conver-
sion has been experimentally demonstrated. The close agree-

The sensitivity of the “11/9/9” dual-tripler design for the ment between theory and experiment provides high confidence
NIF to angular misalignments of the crystals is shown irthat the scheme will work on OMEGA and the NIF. On the
Fig. 75.7. In each case, the ideal conversion curve was calcbasis of these results, plans are being made to convert the full
lated together with eight variants. In each variant, each crysteMEGA system. A similar design exists for the NIF. For
was tilted by eitherAB or —A6. The shaded areas on the both laser systems, an approximate threefold increase in band-
plots indicate the envelope of all eight of these variantsyidth can be expected, which should result in a threefold
including the worst-case combinations. Again, less variatiomeduction in smoothing time and correspondingly more-uni-
may occur in some cases for the average over a broadbafwdm target implosions.
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Figure 75.7

Sensitivity of the “11/9/9” NIF design to crystal alignment errors. In each case the solid line indicates the ideal cawegesidhe shaded area indicates
the full range of possible curves (eight combinations) resulting from simultaneously applying ettvéd@tternal) to each of the three crystals, whigfe
=50urad [(a) and (c)] and 28rad [(b) and (d)]. The results for 3.0 GW/&rthe peak operating intensity [(a) and (b)], are not greatly different from those for
1.5 GW/cn? [(c) and (d)].
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Ultrahigh Dynamic Range Measurement of High-Contrast
Pulses Using a Second-Order Autocorrelator

In high-intensity, ultrafast laser—plasma interactions with solid Devices simultaneously possessing subpicosecond resolu-
targets, the intensity of prepulses with a typical time duratiotion and high dynamic detection range are noncollinear beam
of ~1 ns, arriving before the main laser pulse, must be less thaorrelators based on frequency conversion. The pulse to be
~109W/cn? to avoid having the high-intensity pulse interactmeasured is split into two parts, one of which may be delayed
with a preformed plasm&2 Currently, the highest available by the time delayr, attenuated, and perhaps modified in
peak laser intensities are x3.019 W/cn? with 30-fs pulse$  frequency. The two parts are recombined in a nonlinear me-
for small-scale laboratory lasers and4W/cn? with 500-fs  dium. In high-dynamic-range autocorrelation (HDRA), the
pulses on a large-laboratory schlEhe development of opti- sum frequency is generated noncollinearly to avoid the direct
cal parametric chirped-pulse amplificattomay allow the exposure of the detector by each individual beam. In second-
construction of small-laboratory-scale, truly tabletoporder (SO) HDRA, where the noncollinearly recombined rep-
subpetawatt lasers with peak intensities in the range?étd0 licas of the beam are identical, the second-harmonic energy
1073 W/cn¥;6 therefore, the dynamic range of temporal pulseE, (1) as a function of delay is proportional to the second-
measurements must exceed 2@ predict if, where, and order intensity correlation functiéf (autocorrelation func-
when a preformed plasma will be produced. Detailed knowltion):
edge of the temporal shape of the pulse is crucial to the study
of high-density .plasm.a physiE;The ?nteraction of la high- . Epy(1) O G(Z)(r) Of1(t)1(t-1)dt,
contrast pulse with a high-density solid target or a high-density
plasma is completely different from that of a low-contrast
pulse. In particular, efficient production of the ultrafast x-raywherel(t) is the intensity.
emissio? may require a high-contrast pufse.
In third-order (TO) HDRA, one beam is frequency doubled

In some cases the intense pulse will contain a long, lowbefore noncollinear recombination, and the resulting third-
contrast prepulse with known temporal shape. The temporalrmonic signdkz, (1) is proportional to the third-order inten-
shape of this prepulse must be known since it will affect thsity correlation functiot?®
outcome of the interaction. At 4D W/cn? intensities, a
prepulse at the level of ~1% below peak intensity produces
a preformed plasma, while one at the 0.1% level of peak
intensity can ionize atoms and ponderomotively accelerate
electrons out of the focus before the main pulse arrives. A pulse The advantages of SO over TO HDRA are simplicity, longer
of this kind is used in the fast ignitb¥,where a long, low- wavelength of the recorded signal, and better temporal resolu-
contrast (~103 below peak intensity) prepulse bores a hole fottion. Deteriorated temporal resolution in TO HDRA can be due
the main pulse. The temporal history of the prepulse wilto the limited acceptance bandwidth of the trigfiéand, for
critically affect the propagation of the intense laser pulse in ahorter pulses (~100 fs and shorter), due to the dispersion of the
large-scale coronal plasma and the energy deposition procgasise in the doubler or relay optics of autocorrelafThe
in the overdense region. main advantage of TO over SO HDRA is that it can distinguish

prepulses from postpulses.

With current state-of-the-art, ultrashort, high-peak-inten-
sity lasers, the ideal device for measuring the temporal profile The required proportionality dE,,(7) on the square of
of the pulse would be a device with temporal resolution of tenthe incident intensity,E,,, (7 =0) O (Iw)z, is satisfied over
of femtoseconds and a dynamic range d£10 many orders of magnitude of incident intensities, so no

Ea,o(1) DG (1) DS 1(t)12(t - 7).
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modification in the optical part of the autocorrelator or in thecorresponding autocorrelation function in a single shot, as
attenuation of the input beam is required when the delay shown on Fig. 75.8. Figure 75.8 illustrates type-I noncollinear
is increased. A square-law, slow detector (with nanoseconghase matching for two wide beams of diamBteepresented
resolution) is usually attenuated with calibrated filters to keejby ordinary waves with carrier frequenmy(o,w) propagating
the noncollinear, sum-frequency signal at approximately the a doubling crystal with thicknegs at angled with respect
same level. In addition, the detected signal can be electrortb each other. The direction of the noncollinearly generated
cally time gated (on a time scale of ~10 ns) to minimize angecond-harmonic extraordinagZ«) beam is determined by
extraneous noise associated with long-time-scale optical ohe phase-matching cond|t|okblw +ko2 W= keZo.) To main-
electrical background. tain the correspondence between the transverse signal profile
S,.{2) and the autocorrelation functi@t2)(r) over the most
Ultrafast pin diodes or streak cameras possess neither th#ense temporal portion of the pulse, the transverse $ijes (
required temporal resolution nor the required high dynamiof the interacting beams should be large to avoid distorting the
range. The typical dynamic range of a streak camera witbhape of the SH beam due to the spatial shape of the fundamen-
picosecond resolution is 100. It can be boosted toby0 tal beam. The following two conditions should be satisfied: the
nonlinear shutters, by operating at lower temporal resolutionspatial walk-off of each beam along theoordinate in the
and, for stable laser systems, by averaging over many lasgickness of the crystal, tan(q>/2), should be at least three
shots!® The main disadvantage of correlators is that they arémes smaller than the beam diameter size alorzinection,
an indirect method of detection, i.e., the transformation of the cos(®/2), giving L tan(®/2) = (D/3)cos(®/2), and the
signal froml(t) to G()(1) occurs nonlinearly, allowing the size of the interaction region (diamond-shaped region in
existence of multiple solutions during reconstruction of the~ig. 75.8) should be at least three times smaller than the
primary signal from the correlation signal. Both streak camtransverse size of the bed giving Lp/tan(dD/Z) D/3.
eras and autocorrelators lose important temporal-phase infol-p = (c/n0 w) p is the physical length of the pulse inside the
mation of the pulse. Recently, several methods have beenystalcisthe speed of lighty, ,is the index of refraction, and
developed to completely characterize ultrashort pulses, i.e., to
obtain the temporal-phase and intensity information about the
most intense portion of the beam. This is done with
autocorrelators that frequency resolve the autocorrelation sig-
nal. The single-shot technique, which is able to completely
characterize the most intense portion of the pulse, such as
frequency-resolved optical gating (FRO®)is well devel-
oped with SO and TO noncollinear autocorrelators. These
techniques, however, have not demonstrated a dynamic range

approaching 1% \
Sx(2)
For ultrashort intense pulses, it is necessary to perform
additional high-contrast autocorrelation to obtain information 7
about the temporal-energy distribution outside the most in- | | z L
tense portion. In this article, we perform only high-contrast | L | Detector
autocorrelation measurements, although the autocorrelator Coreo ¢ array

used is “FROG-ready” and can work in the single-shot regime
if the on-crystal focusing lenses are removed. The phase-
sensitive measurements were not performed because the meEgure 75.8
sured pulse was close to its bandwidth limit. Single-shot setup for the noncollingar second-order autocorrelator. Two
wide, ordinary beams witk-vectors kol,w and koz,w, propagating in the
. nonlinear crystal at angl® with respect to each other, create a second-
Noncollinear Autocorrelator for Temporal-Pulse- harmonic beamze,z,u. The width of the generated second-harmonic beam
Shape Measurements depends only on the duration of the pulses if beam diamBtare large.
The z coordinate (transverse) of the spatial profile of theThe shape of the second-harmonic beam, which is proportional to the
wide second-harmonic (SH) bed®rlQ or third-harmonic second-order autocorrelation functi@f2)(1), is recorded with a linear

beam® may be linearly mapped to the delajo obtain the —detector aray.
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T, is the pulse duration. The single-shot setup is limited to athe pulse duratiofA7 < 7, /10. Figure 75.9 can be compared
~10- to 100-ps range of delays,(due to the finite sizes of the to Fig. 75.8. In Fig. 75.9, the beam diameters are reduced by a
crossing beams and/or the nonlinear cryStaind to a dy- factor of 10, and, consequently, theidth of the SH beam is
namic range of ~X0to 10/.1520The finite dynamic range is reduced by factor of 3 with respect to the original single-shot
due tothe scattering of the intense portions of the noncollinearkize. The transverse sibe= 2w, of the crossing beams should
generated beam into low-intensity portions. satisfy D/{ Lp/sin(qb/z)} =< 0.3. The sizes of the beams and
their crossing angle will define the temporal resolution

To obtain a higher dynamic range with a delay of hundreds
of picoseconds, one must work in the scanning regime when AT = (1.2/y)(Dn0 w/C) tan(CD/Z), (1)
only one point of autocorrelation function (onds recorded '
during asingle shot. Thisis shownin Fig. 75.9, where the linear
detector array is replaced by a single-point detector. In awhereyis the form factor relating the FWHM ft) to that

experiment, the averaged autocorrelation function of G)(1).
. 1 THAT/2 For ~100-fs and shorter pulses, dispersion may be a factor
G(r,AT)=— G(r')dr in the temporal resolution, or more correctly, dispersion will
TAY g . . .
T-4r1/ affect the width of the measured autocorrelation function

because the lengths of interacting pulsgswill be different
is recorded, instead &f(7), due to finite sizes of the crossing upon arrival at the interaction point.
beams. To avoid the effect of averagi@{r) =G(r), the
transverse beam sizes at the intersection pointinside the crystalln the case of the finite transverse width of the probe pulse
must be reduced to one-third of the beam size obtained inaad negligible dispersion, the recorded autocorrelation func-
single-shot setup, or the time window determined by theion is proportional to the pulse sha@ét) O 1 ,(t) at all times
crossing beams must be less than approximately one-tenthwherel t) changes slowly, i.e., far from the most intense

| Probe
Pulse w (2w)

L
Figure 75.9
Geometry of the crossing beams in a noncollinear scanning autocorrelator. Two
CryStaI focused beams cross inside the crystal and generate the sum-frequency signal
|_ noncollinearly. For a particular delay between the pulse and the probe beams, the
energy generated in the interaction region is proportional to the autocorrelation
function. This geometry gives only one point of the auto-correlation function for
a particular delay between the two beams (scanning regime) but allows one to
After- crystal obtain the higher dynamic range required for measurements of intense, ultrashort

slit (razor blades) pulses. The light scattered from the first surfiagghown with arrows originating
from the rough surface) can be frequency doubled during propagation through the
bulk of the crystal and can reach the detector. An after-crystal slit is installed to
reduce it. Each individual beam can be frequency converted along the passage
\ (30.)) through the crystal and then can scatter into the direction of the detector, producing
\ a delay-independent background. We assume that only some portion of the beam
path between poin; andB; is visible from the detector due to the presence of

E9153 the after-crystal slit. We refer to this type of background as bulk-scattering noise.
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region. The most intense portion is modified due to theontrast and ~1& energy’’ which effectively nullifies the
autocorrelation transformation [integrationl i (t-7)]. For  influence of ASE of subsequent amplifiers to the level of
example, for the temporal Gaussian/Sgotilse shape dft) 10712 For OPA CPA where co-propagating amplified and
with a symmetric low-intensity pedestal, 1B€)(7) is 1.4 to  pumped pulses are timed and matched in duration, the long-
1.5 times wider thaf(t) and gives a pedestal intensity that isduration ASE noise does not exist, due to the absence of an
overestimated by factor of 2.8 to 3. inverted medium. In many of the above-mentioned, experi-
mentally realized schemes, the estimated contrast of picosec-
In several previous works, authors have measured 0.1- tmd and shorter pulses may be higher thal? bat has not
1-ps pulses with SO HDRA25 with dynamic ranges of been measuretf—3°
10° to 1 and with TO HDRA&S-31with dynamic ranges of
10° to 1. In two works3:13 the dynamic range with a TO ~ We have analyzed the factors that limit the dynamic range
autocorrelator is up to 3®for 10-ps and 30-fs pulses with a of the noncollinear autocorrelators and have systematically
temporal resolution of ~1 ps and ~0.1 ps, respectively (affectadinimized them. The main physical factors are the finite
by dispersion). In the latter reference, the recorde@nergy of the pulse, scattering from the surface of the crystal,
autocorrelation function does not foll@®¢3)(1) over the most  and bulk scattering. Minimizing or eliminating noise resulting
intense portion of the pulse, and additional second-ordefrom these factors dictates the geometry of the crossing beams
single-shot, low-contrast autocorrelation is performed tan the autocorrelator and the size and quality of the crystal for
complementthe high-contrast measurements. In all of the citexdgiven pulse duration. Our estimate for the dynamic range is
references, there were no estimates of the factors that limit tiearried out for SO HDRA but can be applied to TO HDRA as
available dynamic range. well because both use the second-order nonlinegifyof
the medium [a cascaded?:x(? process in the case of
In modern short-pulse laser systems, a contrast measufE© autocorrelation measurements] to produce the noncol-
ment of 18 may be insufficient. In a conventional CPA laserlinear signal.
system, where a nanojoule-level oscillator determines the
high-dynamic-range structure of the pulse, the contrast of The dynamic range of the autocorrelator can be conve-
optical background is ~£@r lower32-35This optical back- niently defined as the ratio of the noncollinear signal at zero
ground usually propagates through the CPA system and ielay (= 0) to the sum of signals; andE, due to each beam,
present in the final amplified and compressed pulse. In addéne at a time, sensed by the detector when the other beam is
tion, after stretching and relay losses, the amplified pulse maylocked:
acquire a background associated with the amplified spontane-
ous emission (ASE) of the amplifier itself. As a rule of thumb, DR=E (1= 0)/(E1 + Ez)- 2)
the contrast of the compressed pulse resulting from ASE noise
of an amplifier can be expressed as the number of injectethis definition is independent of the temporal pulse shape and
photons within the gain-narrowed spectrum, if the injectedbeam delay. Herg,;, E;, andE, are the energies that reach a
pulse spectrum is wider than the gain-narrowed spectrumetector from the noncollinear signal at zero delay and from
supported by this amplifier. Typically, with a pulse energy ofeach individual beam, respectively. It is assumedghdi, «
~100 pJ injected into the first regenerative or multipass amplE,,, and that the detector is frequency filtered to detect only the
fier, the ASE background may be of the order oft@lowthe  sum of the frequencies. The noise sigiglandE, reaching
peak intensity in the compressed pulse. the detector can be scaled according to the second-harmonic-
generation (SHG) equatihwith additional spatial averaging
In the case of insufficient pulse contrast, several schemésto the detector:
have been proposed to increase it. These include the use of the
nonlinear birefringence of the fibetdPockels cellg? satu- L, IK(Q)LD
rable absorberd! frequency doubling of the amplified E12 015 2(2w) D_fdgff L? sinc?
pulse38:37degenerate optical parametric amplification (OBA),
amplification based on stimulated Raman scattetthand
self-induced plasma shutterifgUsing feedback-controlled
mode-locked (FCM) lasetwith a saturable absorber inside Heresinc(x) = sin(x)/x,dQ g is the solid angle subtended by
the cavity makes it possible to create 1-ps pulses witf ~1@he detector from a point in the interaction regl¢m,Q) is the

Ifz(w, Q)dQ et - 3)
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fundamental harmonic intensity into the direction of the detecwherely andlg are the incident and scattered intensitleis,

tor, L is the interaction length for SH@k is the phase the wavelength of the incident radiation, adds the rms
mismatch, andde is standard shorthand for the effective surface roughness. Equation (4) is valid for near-normal inci-
second-order nonlinearity. Equation (3) assumes that the rdence and relatively smooth surfac&s . It is assumed that
gions of the surface and of the bulk of the crystal traversed Hight scatters from the surface isotropically. With typical num-
the beams become weak secondary sources of light at the sbersd=50 A andA = 1 um, we findl /I, = 0.4%, which is very
frequency (the frequency of noncollinear signal) due to théaigh. The fundamental light scattered from the surface can
scattering followed by frequency conversion or due to the@ropagate through the crystal, be frequency doubled, and reach
frequency conversion (of strong but SHG phase-mismatcheatie detector, shown in Fig. 75.9 as arrows originating from the
beams) followed by scattering. The highly directionalrough surface. The detector is assumed to be blocked against
noncollinear (nc) signal is scaled with the same param&éfs: the fundamental light. Using the scaling of Eq. (3) with
Enc 003 ncliclilz (for Ak = 0). Ly can be roughly I(w,Q)=(Y4m)ls, dQue = 1072 steradians, a mismatch
estimated as the walk-off distance when one beam crosses taetor sincz(AkLC/Z) =107°, and the SHG length of the sur-
other. These equations allow an estimate of the amount édce-scattered noise equal to the crystal bulk length
noncollinear signal produced by two beams and the backgrouridc[Lm =L.~1 mm(Lscat/LnC = 10)] , the signal-to-noise
produced by each individual beam. With the known position ofevel is approximately 0 This is about three to four orders
the entrance pupil of the detector and the scattering propertiesaffmagnitude lower than required. The scattering in a particu-
the crystal, the noncollinear signal can be compared to the sigriat direction can be enhanced if the surface is manufactured
produced by the scattered light, and the dynamic range of théth a characteristic roughness period, which acts as a diffrac-
noncollinear autocorrelator can be estimated. tion grating.

Finite Pulse Energy To reduce the surface-scattering effects, an aperture or slit
When the energy of the amplified pulse exceeds severahn be placed just after the crystal to block the surface-
millijoules, the current state-of-the-art lasers can operate onlycattered light from entering the detector. We refer to this slit
at a low repetition rate—typically 1 to 10 Hz for the first as an “after-crystal” slit (see Fig. 75.9). It is evident that this is
amplification stage and less for the second and higher stagesore effective at higher crossing angles, with smaller en-
In this case, a multipulse averaging technique (such as lock-trance-pupil angles of the detector, and/or with thicker crystals.
detection) is impossible. A detector signal corresponding t&or the two beams crossing halfway in the bulk of the crystal,
below 1 photon per pulse in the incident radiation is nothe condition for reducing surface-scattering noise can be
practically extractable. If we assume that the equivalent noisstated as follows: an observer at the detector should not see
level of the device is 10 photons per pulse, to obtain theegions where the interacting beam hits the surface, or the
dynamic range of 3, 103 photons, or 34J of energy, are backward image of the detector entrance-pupil angle onto the
required in the second-harmonic noncollinear signal at thfirst surface of the crystal should be within the “dark area” (see
peak ¢ = 0) for 1um fundamental light. The undepleted Fig. 75.9),
second-harmonic signakg. U 141,) can be produced with

~10% efficiency; hence, a 3(1')} pulsg_is required at the dy +quet(|_sI + Lc/nzew)
entrance to the crystal. For high-repetition-rate lasers, such as
oscillators, lock-in detection can reduce requirements for the < L tan(®/2) - o /cos(®g /2). ()

energy of individual pulses by 3 or more orders of magnitude.
For example, several types of ultrashort-pulse oscillators, witfihe left-hand side of Eq. (5) is the size of the backward image
individual-pulse energy in the range of 1 nJ, have been charaaf the detector onto the first surface of the crystal with slit size

terized with dynamic ranges of 4835 dg, crystal thicknesk,, and distance from second surface of
the detector to the slity. The right-hand side is the size of the

Surface Scattering “dark area” on the first surface of the crystal where the two
Light scatters from a rough surface accordirftf to beams, with waist sizev,, separated by the distance

L. tan(®/2), are attenuated to 18 . This is due to the phase-

matching and intensity effects on the conversion efficiency.
|_s:§ﬂﬂ5g ) Equation (5) determines the minimum crossing angle or
lo A0
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thickness of the crystal for efficient surface-noise filtering. ltcrossing plane is approximately the same and is determined by
also fixes the optimal linear size of the detedg; in the  the divergence of the SH beam. This gives a@#Gsize of the
crossing plane. The other dimension of the detector is detdsackward image of the detector onto the first surface of the
mined purely by the divergence of the noncollinear SHG beantrystal and the size of the “dark area” as BODA 2- to 3-mm-
To maximize the dynamic range, we must chdégg to be  thick crystal is required to efficiently filter the surface-scatter-
approximately equal to the divergence of the noncollinear Skhg noise. With a low-birefringence crystal such as KDR £«
beam, assuming that the detector is in the far field. = 20°), a 6- to 8-mm-thick noncollinear crystal is required to
satisfy Eq. (4) and to filter out the surface-scattering noise. In
The following factors should be considered simultaneouslyll previously reported SO HDRA's utilizing a nonlinear crys-
with Eq. (5): tal for frequency conversiof;2°the dynamic range at the
level of 1® to 1P was probably limited by surface scattering.
1. The size of the fundamental beams determines the resolu-
tion of the autocorrelator, the size of the SHG beam, and tHgulk Scattering
size of the after-crystal slit. Bulk scattering is always present in the background and
presents the fundamental limitation to the dynamic range of the
2. The crossing angles are limited by the finite birefringenceautocorrelator. Each beam propagating through the crystal can
of the crystal. For example, far= 1 um, the maximum be scattered into the direction of the detector and converted to
crossing angle for Lil@and BBO is 39, while for KDP it ~ SH noise or can be converted to the SH and then scattered. The
is 2C°. latter process is more probable because the scattering is in-
versely proportional to the fourth power of wavelengthl
3. The closer the slit is to the crystal, the better. The razdi/A%. R, expressed in cisr 1, is the bulk-scattering intensity
blades are positioned at an angle with respect to each othatiol /Iy per unit length traveled in the bulk of a solid material
that minimized_q, while keeping the area of contact of the per unit solid angle. Bulk scattering depends on the macro-
razor blade with the crystal as small as possible. Anothescopic index-of-refraction inhomogeneities of a dielectric,
reason for such positioning is to avoid blocking each fundaAn,4°
mental beam because backwardly reflected light may give
additional background. C

—(an)?, (6)

R=

>

4. Smaller Waists{wo =D/2 « 0.3Lp/[25in(¢/2)]} are im-
practical because the SHG conversion efficiency will dewhereA is expressed ipm andC = (2 to 4)x 10° um* cm
crease dueto the reduced interaction length. Tighter focusirsg 1. The angular and polarization dependence of the scattered
would require higher intensities to keep the energy of théght is omitted for the purposes of these estimates. Well-
noncollinear signal at the same level, which could result imanufactured amorphous glasses have 1074-107° cmi™1
damage or saturation of the crystal. and follow theA™ laws 46 Good-quality optical crystals may
haveAn = 106 cm™ andR = 1078 for visible light. For the
The following example illustrates these constraints. Focussmaller bulk-scattering ratioR& 108-10° cm srl), the
ing two identicaivg =2 mm beams witfie 250 mm lenses into  scattering from a single molecule can be comparable to the
a noncritically phase-matched Lij@rystal (maximum pos- scattering from macroscopic inhomogeneities.
sible @ = 39.5) with L, = 5 mm will produce a second-
harmonic beam with sizg ,,,= 100um and divergenc#s,,, Here we describe the level of noise scattered into the
~1072rad. For 30xJ total energy of the two beams, wdthy . detector from a single beam converted to the second harmonic
= d3;= 4.2 pm/V* the estimated conversion efficiency will and then scattered. We assume that SHG occurs over a 1-mm
be ~10%, giving the required 48 per pulse of the noncol- length along the&-vectors (Eol,w and Roz,w) of the beams.
linear signal. The corresponding peak intensity of each fund&his gives the ratio of the bulk-generated to noncollinearly
mental beam will be ~500 GW/&for a 1-ps pulse duration. generated intensities:
For a crystal-slit separati®g;= 10 mm, one needs a slit width
dg = 400um to transmit 99% of light and a linear angular size _ 2 . 9 —1n-3
O?Ithe detectok e = 3W,,, = 3 x 1072 rad. The other linear Vaeopuie/ 20 = (Lt L) Sne?(Md i /2) =107
angular size of the detector in the plane perpendicular to the
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TakingAn ~ 10° cm ™ givesR, = 1077 for A = 0.5um. The  the direction of the detector from the segment pBiB{] is
highly fluctuating function sirgfx) may be replaced on aver- (Ry16) Lj,,dQqer = 10711 The SHG (even perfectly phase

age with 1/22. With the solid angle of the detectd® ;= matched) is the square of this expression. Even if the SHG
10 2 steradian, the fractidRyL;,,dQqe= 107 100f the lightwill  length of this scattered beam is an order of magnitude higher
be scattered into the direction of the detector, giving backhan the effective SHG length of the main noncollinear signal,
ground noise at the level 10x 10710 = 10713 Here,L;,, ~ the estimated dynamic range is 14 naking this scattering

1 mm is the length of the path of the single beam inside thgrocess negligible.

crystal, which is visible from the detector as shown in Fig. 75.9

with end point$, andB, and with L;,, = |Bl - Bz|. This path Portions of the individual beams directly converted into the
segment is the secondary source of SHG noise, which createscond harmonic and then scattered into the direction of the
delay-independent background into the detector. The nomletector limit the dynamic range of the autocorrelator to the
collinear signal will be ~% 1012 times stronger than the bulk- level of 5x 10'2with the refractive bulk inhomogeneities in the
scattering signal. 1-mm-thick crystal at the level @&n ~107 cm ™.

Here we discuss the bulk-noise level into the detector in thExperimental Setup and Results
case where the fundamental beam first scatters in the bulk and The experimental setup is shown in Fig. 75.10. The high-
where the scattered portion is converted into the second hamntrast pulse is generated in a chirped-pulse-amplification
monic. The portion of the fundamental harmonic scattered int@CPA) system utilizing a chirping fiber. The system consists of

Chirping
A2 &%% M4 P M2 _
SN [ g Stretcher —s|POckels_| Regenerative |
U U au ) cell amplifier
|
|
, OPC | Pockeld
0 cell
@
) ) B Kinematic
Small compression gratings mirror
Ml%
Autocorrelator v
1.3 ps, .
0.25 mJ 9-mm amplifer
M2 L/
I Il
<! LIy 30-mm amplifer
. JANLI
Motorized
translation
SA  Down
stage cell collimator
LilO, Large
compression gratings
2w
Q Calibrated filters 1.8 ps, 23
Computer PMT o

E9154

Figure 75.10
Experimental setup for production and measurement of ultrahigh-contrast, 1-ps pulses. OPC: the optical pulde glekanizer;A/2 andA/4: half- and
quarter-wave plates, respectively; BS: beam spliklarandM»: mirrors;L; andLy: on-crystal focusing lenses; and PMT: photomultiplier tube.
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a Nd:YLF oscillator followed by a fiber, a stretcher, threechirping fiber. The satellites and long pedestal can be sup-
amplification stages, and a grating compressor. The pulse trgimessed by two and one-half orders of magnitude by using
from the Nd:YLF oscillatdt’ is made up of 100-MHz, 45-ps optical pulse cleaning (OPC) with the nonlinear birefringence
bandwidth-limited pulses at a wavelength of 1053 nm. Thesef the chirping fibef:°0A quarter-wave plate and a polarizer
pulses pass through an 800-m-long, single-mode optical fibesiye inserted, as in Ref. 51, rather than an additional fiber, as in
which imposes a frequency chirp on the pulse with a bandwidtRef. 32 (Fig. 75.10). The half-wave plate after the OPC is used
of up to 40 A. A grating stretcher is then used to expand thi restore the polarization necessary for the grating stretcher.
pulse to 450 ps. After the stretcher, one pulse is selected wilthe spectrum leaving the chirping fiber was substantially
a Pockels cell for amplification. reshaped, as shown in Fig. 75.12. The original spectrum,
leaving the fiber without a quarter-wave plate is shown with a
The chirped pulse is amplified in three stages. All threesolid line. It has peaks #20 A from the central frequency and
amplifiers are flash-lamp-pumped, water-cooled rod amplifitwo wave-breaking sidelobesat +30 A. After rotating the
ers that have Ni:glass as an active host. The first stage is avave plate and polarizer for maximum rejection of low-
non-cavity-dumped, linear regenerative ampliftef8which  intensity light and maximum transmission of high-intensity
provides most of the gain. It operates at a 1-Hz repetition ratéght, the spectrum became centrally peaked with reduced
After about 85 passes, one pulse from the regenerative amptieaks at-20 A and completely eliminated side lobes, as
fier train with an output energy of ~0.5 mJ is switched out orshown with the dashed line in Fig. 75.12. The spectral intensity
the leading edge of the pulse-train envelope. The total cumwof the amplified spectrum is primarily determined by the gain-
lative B-integral of this pulse is ~0.7. This pulse then passesarrowing in the regenerative amplifier and is almost indepen-
through a 9-mm-diam rod amplifier where its energy is raisedent of the injected spectrum. The pulses with contrastimproved
to ~60 mJ. The 9-mm rod amplifier amplifies the pulse in oneby OPC are shown in Fig. 75.11 with open diamonds. The seed
two, or three passes. The energy of the pulse can be furthemergy contained within the shape of gain-narrowed spectrum
boosted by 50 times in the third stage with a single-pass$s ~5 pJ. This imposes an ASE background with contrast ~10
30-mm rod amplifier. The amplified pulse is compressed wittwhen the pulse is compressed, as seen in Fig. 75.11 [curve (b)]
a pair of compression gratings. The energetic parameters fafr delaysr > 130 ps. This background is very sensitive to the
the CPA system are listed in Table 75.11. When compressedlignment of the seed and can be increased by one or two orders
1.6-ps pulses can carry energies in excess of 2 J and candfenagnitude by a slight mispointing of the seed pulse. The
focused onto a target with peak intensities up & ¥o/cn?. insetin Fig. 75.11 shows the amplified spectrum (solid curve)
corresponding to the autocorrelation data (a) and the spectrum
The amplified compressed pulse exhibits a pedestal consistfter OPC (dashed curve) corresponding to the autocorrelation
ing of two broad, equal-intensity satellite pulses separatedata (b). The spectral width of the amplified OPC-modified
from the main pulse by ~60 ps, as shown in Fig. 75.11, curveulse was 11.5 A (FWHM), with the shape close to Gaussian.
(a), with solid circles. The existence of two symmetric satelWith a form factory =1.4, the autocorrelation measurement
lites was ascertained by performing TO HDRA measuregives a pulse duration of 1.4 ps and a corresponding time-
ments2l Their origin is the overlaid pedestal from the bandwidth product of 0.44.
oscillatod3 and uncompensated phase distortions from the

Table 75.11: Parameters of the CPA system

Total gain Peak Output

In Out (gaininthe active host) |  fluence spectrum B-integral
Oscillator 1 nJ45 ps - 04A
Fiber 1nd 0.3 nJ/150 ps 0.5 - 30A ~100
Regenerative
amplifier 3pJ450ps | 0.5mI150 ps 1036 0.1 Jem? 12A 0.7
9-mm amplifier
(thra:_: passes) 0.3mJ 60 mJ 400 0.1 Jem?2 12A 0.2
30-mm amplifier 40mJ 27J 50 0.5 Jem? 12A 0.6
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The contrast of the amplified compressed pulses was furtheell was 1 cm, with ~12.5-mm wall thicknesses. Within the
boosted by a fast saturable absorber (SA)%€llhe com-  range of incident fluences between 0.01 and 20 n#JAtra
pressed pulse was down-collimated to a waist of 0.7 mm beforecident-fluence-dependent absorption coefficient
the SA cell to obtain a peak fluence of 25 mFevith 1.4-ps, [T = exp(—aL)], as measured with compressed 1.6-ps pulses,
0.25-mJ pulses. The SA was Kodak dye #9860 in nitrobenzeneas

with molar concentrations,) varying from 50 to 7M. The
relaxation time of this SA is ~4.2 p8.The thickness of the

1
a:ao+o{ﬁ[l+(\]mc/\]ﬁ)n] ,
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T
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~ ° and (c) the 1.4-ps Gaussian-curve fit to both of these
fp ° N autocorrelation functions. The origin of the pedestal
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with ag/ny = 0.02 et uM™1, ag,fny = 0.16 cmt uM™1,  autocorrelator optics is ~0.3. After transmission through the
Jsat = 1.28:0.02 mJ/crd, andn = 1.5Qt0.04. For incident SA cell, the duration of the pulse was reduced from 1.4 ps to
fluences higher than ~30 mJ/grmcreased nonlinear absorp- 1.0 ps. The peaks at 54, 100, and 125 ps are Fresnel reflections
tion was observed instead of saturable absorption (decreasem optics inthe autocorrelator. The pulse is measured to have
in transmission by 2%-3%). The operating incident intensityn intensity contrast in excess of-10

was chosen near 20 to 25 mJ#ifhe measured transmission

of the cell was exp{agL) = 22% with a Kodak-dye concen- The dynamic range of the autocorrelator, measured as the
tration of ~75uM, and the expected contrast boost wasratio of the peak of the signal to the sum of the signals measured
expagyl) ~ 1C. from each arm while the other arm was blocked, was 10

without the after-crystal slit and ¥bwith it. Noise from each
The autocorrelator was constructed as follows: A 10smm arm represented a constant addition to the signal, independent
10-mm, 4-mm-thick LilQ crystal with rms surface roughness of the delay, but proportional to the square of the energy of the
below 50 A and bulk index-of-refraction inhomogeneitiesfundamental light at the input of the autocorrelator. That
below 10° cm™1 was chosen as the noncollinear crystal. Theadditional noise can be subtracted from the signal for each shot,
two beams had a crossing angle= 19° (~75 in the air). leaving not the noise level from each arm, but rather the
Without a down-collimator and on-crystal focusing lenses, theincertainty of the noise level of each arm. The uncertainty of
autocorrelator was used to measure the pulse duration intlze noise level of each arm was 20% of the noise itself; thus, the
single shot. The diameter of each individual beam wgs2 system was able to resolve the signal with a dynamic range of
5.6 mm. With a down-collimator before the saturable absorbd.5x 102, The signal at large delays was about twice as large
cell and with the insertion 6& 125-mm lensek; andL, (see  as the noise.
Fig. 75.10), the two beams were focused onto the crystal with
waist sizes of 4pim. The crystal was cut for type-1 noncritical ~ The estimates based on the simple geometric layout shown
phase matching. An after-crystal slit with a widthdyf = in Fig. 75.9 with Gaussian beam profiles show that our ap-
300um was placedly; = 1 mm behind the crystal, as shown in proach can be applied to pulses as short as 100-fs duration. For
Fig. 75.9. The autocorrelator was carefully aligned with repulses shorter than ~100 fs, both the geometry and the phase-
spectto any geometrical displacement of the probe beam insideatching conditions over the 10-nm spectrum may make it
the crystal when the translation stage is scanned. A photomulificult to reduce the surface-scattering noise, which may
tiplier tube (PMT), heavily filtered against the fundamentaldecrease the dynamic range of an autocorrelator. The shorter
frequency and attenuated with variable-calibrated neutrapulses require higher temporal resolution (smal@and thus
density filters to keep the signal on the same level, was used stwaller crossing angles. Smaller crossing angles would require
the detector. The signal from the PMT was additionally timea longer crystal. Longer crystals would cause the distortion of
gated to avoid any noise associated with two-photon fluoreshe temporal shape of the pulse (due to material dispersion)
cence, or any other long-time-scale optical noise. The signakfore it reached the interaction region. Tighter focusing
from the PMT was an electrical pulse ~4 ns in duration. Thisvould bring noncollinear frequency conversion closer to satu-
electrical pulse was integrated within the gate time of 80 ns andtion with lower energies of the crossing fundamental beams
converted into counts. One count from our acquisition systerand would give smaller noncollinear beam energies. The after-
corresponded to 4 optical photons. The combined optical amaystal slit still might be a solution with 1Q@n-thick crystals
electrical noise level with the PMT exposed to the experimerand tighter focusing for multikilohertz systems able to gener-
tal surroundings, without attenuating neutral-density filtersate ~30-fs pulsésecause one can utilize lock-in detection.
and without blocking the noncollinear signal, was 2 counts.
In conclusion, we have demonstrated for the first time
The second-order autocorrelation measurements of pulsescond-order autocorrelation measurements of ultrashort pi-
cleaned with OPC and SA are shown in Fig. 75.13. Each poigbsecond pulses with dynamic ranges of ~01®2. To our
of the autocorrelation curve in Fig. 75.13 corresponds to aknowledge, this is the highest dynamic range obtained in time-
average of five laser shots. The inset shows the measuregisolved dynamic-range measurements with tens-of-
spectrum before and after the SA cell. From the spectrdémtoseconds resolution. To our knowledge, this is also the
measurements, it can be seen thaBtietegral accumulated first consideration of dynamic-range limitations for non-
in the SA cell is ~1. The estimatBdntegral in the rest of the collinear, high-dynamic-range autocorrelation measurements.
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Figure 75.13

Normalized second-order autocorrelation of the OPC-cleaned pulses (as shown in Fig. 75.11 with open diamonds) afterrirdmemgssibe SA cell. A
1012 signal corresponds to ~4 photons per shot. The final autocorrelation function has peaks at 54 ps, 100 ps, and 125 @islaratiei®© below the
peak intensity. These are Fresnel reflections in the autocorrelator optics and in the SA cell. The 54-ps peak is askdb@tedewition from the 5-mm-thick
non-wedged mirrorNl2 in Fig. 75.10) in the translation-stage arm. It can be eliminated by using a wedged mirror. The 100-ps peak is the sfleatidary r
in the plano-convex € 125 mm, thickness 10 mm) on-crystal focusing lenses @ndLy in Fig. 75.10). This expected peak was at a different position when
focusing lenses with a different thickness were used. It can be reduced and eliminated by better coating and with digigh¢miséthe focusing lenses.
The 125-ps peak is the Fresnel reflection from the 1/2-in.-thick wall of the second SA cell. It disappeared but was repkgelhibygeak at 10 ps when a
SA cell with 1-mm-thick walls was used. The inset shows the intensity spectrum of the pulses before (dashed line) alhd laf@rt(aasmission through

a SA cell for incident fluences of ~25 mJ&mAfter transmission through the cell, the pulse duration decreased from 1.4 ps to 1.0 ps. The dashed and solid curves
are, respectively, 1.0-ps Gaussian and éthto this autocorrelation data.
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Using lon-Beam Techniques to Determine the Elemental
Composition of ICF Targets

The precise elemental composition of any inertial confinemerdesirable for analyzing ICF targets. Another technique adapted
fusion (ICF) target (capsule, flat foil, or a package attached tfor ICF-sized shells—x-ray fluorescence—is also nondestruc-
a hohlraum) must be known to interpret the results of théve and is used to identify dopants (chlorine, titanium, germa-
implosion. The accuracy of this information was never an issugium, silicon) in individual shells according to their
in earlier experiments: the composition was well known beeharacteristic x-ray emission sigfaCarbon, hydrogen, oxy-
cause the targets were straightforward designs (i.e., glagen, and nitrogen cannot be detected. Again, the actual ele-
capsules and micro-encapsulated polystyrene shells) that wareental composition can be quantified if a suitable external
fabricated using well-characterized polymer chemistry methealibration of the technique can be established. The techniques
odologies that yield known compositions. Targets used todagiscussed here provide a third nondestructive method for
are more complicated than those used previously and aassaying individual capsules, with the added virtue that they do
fabricated by new methods that are still in their infancy andnotrequire external calibration. This eliminates several sources
accordingly, are less understob@hese techniques involve of uncertainty in the measurement.
the plasma-induced (a low-temperature, glow-discharge) po-
lymerization of gas-phase monomers. The energy from the In this article the capabilities and limitations of the ion-
plasma and the presence of ions allow gas-phase and gasam techniques along with the accuracy that can be achieved
surface interactions to occur that are otherwise unattainabie the absence of external calibration are discussed. An analy-
using classical solvent chemistry because numerous reactisis of current ICF capsules and some flat-foil targets is pre-
mechanisms are now thermodynamically and kinetically alsented. This is not the only work that has used ion-beam
lowed. The resulting materials are amorphous solid-state soltechniques to characterize ICF targets: recently, Sandia Na-
tions where the composition cannot be infermgatiori from  tional Laboratory reported on using ion tomography to mea-
the processing conditions. The overriding importance of thisure the density and density uniformity of foam targets used in
target-fabrication technique, however, is that thin-wall capSandia’s ICF prograrh.
sules, and capsules with discrete radial regions of the capsule
wall doped with mid- to high-atomic-weight elements, canRutherford Backscattering Spectroscopy
now be produced.The associated uncertainty regarding the The first of two ion-beam techniques used to determine the
composition of these targets now requires the evaluation ardemental composition of ICF targets is Rutherford backscat-
application of suitable analysis techniques. tering spectroscopy (RBS). This technique analyzes the energy
of ions elastically recoiled off a surface. The stoichiometry,
When a target is made of commercially available materiakreal density, and presence of impurities in the top 5 o120
the material assay is accurately known. When targets are madethe material can be absolutely determined. Elements with
using coating processes, only the composition of the sour@omic numberZ >4 can be identified at concentrations as low
(precursor) material is well known; independent analysis of thas 100 parts per million (the sensitivity depends on the atomic
as-deposited material is needed if the composition is to bmass of the elements involved). The typical surface area of the
accurately known. This analysis is done by many methods: Thanalysis beam isX1 mm, although smaller probe dimensions
most common technique is electron microscopy using eithdtimit: 1-um diam) are achievable by using quadropole electro-
energy-dispersive or wavelength-dispersive x-ray detection taptics to focus the beam. The principal disadvantage of the
identify the elements. These techniques are well establisheBBS technique is that it cannot be used to detect elements at
and quantitative data can be obtained with the use of NISfface concentrations: it has moderate sensitivity to heavy
standards. The diagnostic probe size is small (typicallyml- elements in mid- to light matrices (threshold is 1 in®yHhd
diameter, 5um deep) and nondestructive, features that ar@oor sensitivity to light elements in heavy matrices (threshold
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~1 part in 10). Fortunately, these limitations do not apply talepends on the distribution of the identical substrate atoms
the ICF targets investigated for this article. A second limitatiorthrough the film depth: ions that recoil from deeper within the
of the RBS technique is the logistical one of having readwolid possess lower recoil energies as they lose energy travers-
access to the equipment. The equipment is expensive to pimg the substrate. The ratio of the engfgyf the incident ion
chase and operate and exists only in a few universities anal the energyEiA of the high-energy side of pe&kis the
commercial organizations. kinematic factorK , = EiA/EO , which is specific for the inci-

dent ion, the target atom, and the scattering angle. The kine-

RBS also quantifies the composition of the film at varyingmatic factor is also given by

depths: the minimum resolvable depth incrementis 5to 10 nm,
and the maximum depth the technique can probe depends on ) 2 2
the material composition of the film and the ion beam. For K :{[(MZZ - Mlzsmz 9)1/ * Mlcosel/(M1+ MZ)} '
example, a Hebeam at 2.0 MeV can distinguish chlorine in a
hydrocarbon matrix to a depth of gf; a H" beam at 1.4 MeV  where@is the laboratory angle through which the incident ion
can distinguish chlorine in the same polymer down tprR0  is scattered anil; andM, are the masses of the incident ion
These capabilities allow the location and concentration cénd target atom, respectiveliX, My, E,, andf are all known,
dopants in a multilayered polymer capsule to be accuratelllowingM,to be determined. (Itis physically intuitive that the
characterized. (A concern in the fabrication process is that thggeater the mass of the substrate atom, the higher the energy of
dopant may diffuse out of its original layer when the capsulethe recoiled He ion.) The physical basis for this equation is that
are processed after the vapor-phase, plasma-polymerizatitme kinematic factor depends on the conservation of energy and

process is complete.) momentum in a two-body collision, a realistic approximation
at these energies (0.5 to 5 MeV for'flevhere the collisions
Principles are pure Coulombic and where relativistic and off-resonance

Analysis ions are accelerated to a well-defined energpuclear reactions do not occur. Tables of the kinematic factors
(typically 1 to 10 MeV) and are focused onto the target. Mosare available for many incident ions (includdj” and*He")
ions lose energy through inelastic collisions with the targeand substrate atoms at discrete recoil angle3 An added
substrate and are implanted into, or are transmitted througkignificance of the kinematic factor is that it influences the
the substrate. A very small fraction of the incident ions elastimass resolution of the technique; the incident ion and ion
cally recoil off atoms in the target substrate, and a furtheenergy can be varied to resolve elements with similar masses.
fraction of the recoiled ions have sufficient energy to escap®ther important factors affecting the accuracy and sensitivity
from the solid and be detected. The energy of the recoiled iom$ the technique are the resolution of the surface-barrier
is measured using a surface-barrier detector, and the numbedaftector and energy straggling by the ion beam as it penetrates
ions in a predefined energy range (referred to as a channel)iigo the surface (i.e., statistical fluctuations that cause the
counted. The substrate atoms are identified by measuring tirétially monoenergetic ion beam to assume an increasingly
energy of the recoiled atom, allowing for the energy the ionwide energy range as the penetration depth increases).
loses traversing (both entering and exiting) the substrate. The
number of atoms per cross-sectional area is determined from The areal density of thiéh element is determined from the
the total number of recoils detected. knowledge of the experimental configuration [Fig. 75.14(a)]:

the detector solid angl@; the integrated peak coufy, for a

A schematic representation of the recoil process is shown known number of incident ion®; and the measured, or
Fig. 75.14(a), and the resulting backscattered spectrum, galculated, cross secti@y(E,6):
Fig. 75.14(b). The abscissa displays the energy of the recoiled
ions, where the bandwidth of each energy channel is the energy Nt = A cos 6
resolution of the detector (16 keV) and the highest channel eYe) o;i (E,0)’
number has the greatest energy. The abundance and distribu-
tion of element#\ andB are calculated from the peakgand  whereN,; is the atomic density of thiéh element and is the
Ag. The peak height depends on (1) the absolute number fifim thickness. If the scattering is Rutherford, the cross section
identical substrate atoms at each resolvable discrete depth amd,6) can be calculated:
(2) the kinematics of the ion—atom interaction. The peak width
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Nuclear Resonance Analysis of Hydrogen
o(E,0) = (2122e2/4E)2 Accurately quantifying the amount of hydrogen in materi-
als is extremely difficult. Most analytical techniques are un-
able to detect hydrogen. Those that can detect hydrogen quantify

2
4[(|v|22 - MZsin? 9)]/2 +M, cosel the atom indirectly by probing those atoms/complexes that
% . . .
" 2 2a2aW2 incorporate hydrogen, i.e., classical spectroscopy looks at the
Mz sin 0(M2 M{ sin 0) absorption/emission of hydrogen-bonded complexes; elec-

tron-detection—based techniques (i.e., x-ray photoelectron spec-
troscopy and electron-energy-loss spectroscopy) quantify
whereZ, andZ, are the atomic numbers of the incidention anchydrogen from the electron-energy-loss spectrum. More con-
target atom, respectively, apdl= 1.44x 10713 MeV-cm. ventional methods (i.e., combustion analysis) that can quantify
the hydrogen content typically require a large sample size. This
This analysis typically yields3% uncertainty for the areal introduces an additional source of uncertainty when analyzing
density measurement and less than 1% uncertainty for th€F targets since many (typically in excess of 100) capsules are
average stoichiometry. This precision decreases as deepequired to obtain the necessary mass. The measured hydrogen
layers are analyzed because of energy straggling. content is thus an aggregate value that averages several pro-
cessing batches and many capsules from the same batch.
Material analyses using these techniques are typically dor@nsequently, itis impossible to know how much the hydrogen
with “He ions and modest accelerator energies (0.5 to 2 MeVgontent varies from one target to the next.
At higher and lower energies, the elastic-scattering cross
section departs from the Rutherford cross section (i.e., near lon-beam-based techniques have been used for more than
Coulombic): at lower energies the deviation is due to thd0 years to measure hydrogen concentrations in thin films.
nuclear charges being partially screened by the electron sheBgcause these techniques are sensitive to small variations in
of both nuclei; at higher energies the deviation is caused by theydrogen concentrations and require only a small sample size,
presence of short-range nuclear forces. Helium is typicallyhey are convenient for analyzing ICF targets. Two ion-beam
used because the backscattering cross sections with all atotashniques exist: One technique, elastic recoil detection (ERD),
larger than beryllium are nearly Rutherford in this energyis the reverse of classical RBS since heavy incident atoms
region, and there is extensive experimental data regarding tferward-scatter loweF- substrate atoms @ Z < 9) and are
kinematic factors and Rutherford-scattering cross sections.themselves kinematically recoil@dhe second technique is

(a) (b)
2000}
t B A
E; =4 Ey
X Qions at i % l
0, § 1000F
P i R A
<0 J e, Ag A
\El\n \\\J
Q detector 0 . . . . . . . |
AmBn 0 500 1000

71386 Channel number

Figure 75.14
(a) Schematic of the experimental geometry used for RBS. (b) Associated Rutherford backscattered spectrum for a two-&gaidAiByton a
lower-mass substrate.
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nuclear resonance analysis (NRA). This technique measurasalyzed materials are plastics and are susceptible to bulk
the gamma-ray producg)(of a nuclear reactién heating effects. Typically the total charge delivered to the
substrate is less than LC/cr?. This threshold was chosen
based on a related report that found that bombarding a teflon
film with 6-MeV nitrogen ions decreased the fluorine concen-
tration by only 198 Since carbon-hydrogen and carbon—
The reaction cross section at the resonance energy (6.38%orine bonds have comparable strengths, this ion-beam
+0.005 MeV) is large and decreases rapidly off resonance; thiereshold is believed to have a minimal perturbation on the
cross section is four orders of magnitude lower and 8 keV offarget’s composition. This was confirmed by measuring the
resonance. Thesray yield is proportional to the hydrogen hydrogen content of solution-cast polystyrene films to be
concentration at the resonant energy and is accurate to withsd at.%, the theoretically expected value. The total dead time
2 at.%. Depth profiling is achieved by varying the incidentof the detector is kept below 10% by controlling the ion-beam
15N** energy, and as the ion loses energy traversing the solidyrrent. Finally, particle-induced x-ray emission (PIXE) data
a region develops within the solid where the ion energy is atere acquired and used to help qualitatively identify the
resonance (6.385 MeV) apdays are produced. The detection elements present in the material.

“window” equates to a depth of ~7.5 nm in the solids analyzed

for this article. This technique’s advantage over ERD is greatddata Analysis

depth resolution and sensitivity, and it is this latter technique The first step to determine whetherion-beam techniques are

SN+ +1H _ 12¢ +4He +y(4_43 MeV).

that is used to analyze ICF targets. suitable for analyzing ICF targets is to calculate the behavior
ofan energeticioninan ICF target. Of interest are the trajectory
Experimental Conditions and penetration range of different ions, at specific energies,

The ion-beam work was analyzed using the Dynamitronvithin the material. These data are available using “Stopping
Accelerator (Model P.E.A.-3.0) at the Accelerator Laboratoryand Range of lons in Materials™a software that uses the
at the State University of New York at Albany. The three ionknown collisional cross sections and stopping powers to per-
used wereH*, 4He*, and1°N** at energies of 1.4, 2, and form a Monte Carlo simulation of an ion’s path through the
8 MeV, respectively. Three beamlines were used. One beamlineaterial. In this manner the divergence (“straggling”) of the
was configured for standard RBS analysis (nominal 1smm beam as a function of depth can be determined. Also, the
1-mm spot size). The laboratory geometry [Fig. 75.14(a)] wasnergy lost by the ion to the substrate as it penetrates deeper
as follows: the angle between the beam and the detegjer, ( into the material can be determined.
6,), was 14; the angle between the sample normal and the
detector,8, ,was 7; the sample normal was’ Above the An example of this simulation is shown in Fig. 75.15. The
equator; and the solid angleof the surface-barrier detector modeled substrate is a multilayered polymer capsule, as pro-
was 31 msr. The second beamline was configured for micreided by General Atomics, and analyzed by RBS
probe analysis (spatial spot size pifrdiam); the detectorwas (Fig. 75.16). The incident He ion is at 2 MeV and is defined as
above the incoming beam i + 6, = 23°; the sample was a point source on the surface of the substrate. The ion pen-
perpendicular to the beam; and the solid angle was 87 msr. Thgrates 9.44um into the plastic with a depth “straggle” of
third beamline used®N** for hydrogen analysis. A Nal 0.18um and a radial divergence of ~Quéh [Figs. 75.15(a)
scintillation detector was positioned directly behind the inci-and 75.15(b)]. Figure 75.15(c) shows the energy lost as a
dent ion beam. function of depth as the He ion penetrates the material; on

average, the ion loses ~20 eV/A. This information is useful for

Data recorded during the 5 to 10 min typically required taletermining whether the ion beam is heating and possibly
acquire a RBS spectrum are (1) the number of recoils at eaelitering the substrate. These data confirm that a microprobe
discrete energy resolvable by the surface-barrier detectbleam with a 2#m-diam spot size will sample a cylindrical
(FWHM resolution is 16 keV); (2) the total current and chargesolume no greater thang8n in diameter and ~8m deep.
striking the target; and (3) a correction for the dead time of the
pulse-height analyzer. The total charge and current incident on The Rutherford backscattering spectrum is analyzed using
the surface were optimized to obtain a satisfactory signal-ta standard code—Rurfp-which uses known kinematic fac-
noise ratio while minimizing any ion-beam damage to thdors, Rutherford cross sections, and stopping powers to simu-
substrate. This latter effect is of special concern as most of th@te a backscattered energy spectrum for any material
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composition. The procedure is to first simulate the RBS specomponents (i.e., C, N, O) and 5% to 20% for trace (<10 at.%
trum using a “guessed” elemental composition and then contetal concentration) dopants such as Cl, Si, Ge, and Ti.

pare the theoretical spectrum with the actual spectrum. The

guessed composition is then refined and the theoretical spec- RBS detects elements with atomic numbers greater than 4.
trum recalculated. The process is iterated until the stimulatedis this excludes hydrogen, a major component of ICF polymer
recoil spectrum corresponds with the actual spectrum. Wherapsules (~50 at.%), its concentration was determined using
the material is not isotropic, it is necessary to specify thauclear resonance analysis. The hydrogen concentrgiidn (
composition of the material at discrete layers. Agreemeris related to the experimentally measured gamma-ray yigld (
between the theoretical and actual spectra of various ICly

polymertargets is shown in Figs. 75.16—75.18. The accuracy of

these analyses i2 at.% of the absolute value for the primary Y = [Qpy(x) o(x) dx,

(@)

lon trajectories Transverse view

Figure 75.15

Monte Carlo simulation of a 2-MeV He ion penetrating intoa 1-mm-
diam CH capsule containing an aluminum shinethrough barrier
(100 nm) and a buried chlorine-doped region (3 at.2n2leep and

7 um from the surface): (a) the lateral and radial projection of the ion
in the substrate; (b) the longitudinal (depth) projection of the ion
beam (9.540.18 um); and (3) the ion-energy loss per angstrom

traversed as a function of depth.

@
I T
0o

—_ LT
<O
< i |

0 200 1
Depth distribution igm) Lateral distribution jfm)

(b) (©)
lon Ranges
lon range = 9.44im Straggle = 1756 A 26
24
28,000 2o f
&
% 24,000 < 20
g = 18
ES; 20,000 ? 16
= (@]
‘€ 16,0001 E
’ (@)]
§ E 12
S 12,000 w 10
< 8
8,000 6
7T 4
4,000+ <-© )
0 : 0
0 20 20
Depth (am) Depth (um)

T1420

LLE Review, Volume 75 175



UsING lon-BEAM TECHNIQUESTO DETERMINETHE ELEMENTAL CompPosITIONOF ICF TARGETS

whereQ is the number of incident ions amdis the cross the material being analyzed; for example, to calculate the
section. Clearly, this cross-sectional dependency requires tlaenount of hydrogen in a hydrocarbon:
film’s elemental composition (elements other than hydrogen),
f!lm thlckpess, end density to be accurately known—informa- P (a.9%) = (0.45 x 1019)(dE/dX)CH
tion that is obtained from the RBS analysis.
(measured # counts/ 0.5—-uC total charge),
Using dx = dE/(dE/dx) gives

and

pu(E) o(E)

v =QrPHiE T 4e

P 4E o (/0. = Xc(dE/AX) . + Xy (dE/cx)
ok = Pen XcMWe + xyMWy

where

ol ?/4 where 0.45x 109 is the constank, dE/dx is the stopping
(E - Eres)2 +r2/4 power of the CH substrate, MW is the molecular weight, and
X is the atomic fraction. The penetration depth is equal to
is the Breit-Wigner formuld,ay is the cross section at the
resonance energy, ahds the full width at half-maximum of [E(15 N) - Eraon(6-385 MeV)]/(dE/dx)
the cross section. Integration yields

o(E)=

_ Qpym/205T Clearly, to completely analyze a polymer capsule, both
dE/dx RBS and NRA data sets must be obtained and iterated until
each data set can be accurately simulated with the same
or elemental composition.
P (x) = K(dE/dx) Y(X), Results

1. Plasma Polymer Capsules
The elemental composition of all types of ICF capsules used
where K is a constant incorporating all the cross-sectiorat LLE are summarized in Table 75.11l. For the most common
parameters (including detector efficiendy)s independent of type of ICF target, a hydrocarbon capsule made by plasma

Energy (MeV)
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Table 75.111:  Therange of composition of each element in capsules and flat films provided by GA, as measured using
ion-beam analysis.
Composition (fractional-atom content)
Film
Material Carbon Hydrogen | Silicon [ Germanium Titanium Chlorine Oxygen
CH 04-0.48 0.5-0.55 0.02 - 0.06
CH-CI 044047 | 0.50-0.53 <0.01-01 0.01-0.04
(pyrolyzed)
0.02-0.08
(unpyrolyzed)
CH-Ti 0.33-043 | 0.42-0.62 0.015 - 0.067 0-0.015 0.02 -0.08
CH-Si 0.40 0.47 0.06 0.07
CH-Ge 042-044 | 0.48-0.50 0.02-0.04 0.02 -0.08

polymerization, the hydrogen concentration ranged from 50 tdifferent batches. As with the silicon-doped capsules, the
55 at.%. There is insufficient data to determine statistically ifermanium concentration was uniformly distributed through-
this variation is inherent in the plasma-processing method or dut the wall of the capsule (shown in Fig. 75.18), and oxygen
the fluctuation is a measure of the repeatability of the procesaias present. The measured germanium concentrations varied
Oxygen was also identified in the polymer; the quantity variedrom 2 to 4 at.% from one capsule to the next. The variation is
from <1 at.% to a maximum of ~6 at.%. It is speculated thaa measure of the repeatability of the processing conditions:
oxygen is adsorbed from the environment and that the conceplasma polymer capsules fabricated at the same time varied by
tration depends on how long the capsule was exposed to d&ss than <1 at.% while those made in different batches varied
(The maximum of 6 at.% was observed after the plastic haoly a factor of 2. Although the processing conditions were
been stored in the laboratory for several months.) intentionally identical for all the batches analyzed, the varying
germanium concentrations demonstrate the inherent control
Data obtained from analyzing capsules doped with highand repeatability of the process.
atomic-number elements are summarized below.
c. Titanium-doped gasules. The ion-beam analysis tech-
a. Silicon-doped gesules. The concentration was constaninique was used by LLE to assist GA in developing Ti-doped
at 6t1 at.% in all the shells and flat films analyzed. More-plasma polymer capsules. Capsules were produced using pur-
over, silicon was uniformly distributed throughout the depth oposely varied processing parameters, and the resulting tita-
the shell wall, as far as the ion beam could prohar(s Fig- nium concentrations varied from 1 to 8 at.%. High titanium
ure 75.17 (spectrum 3) shows that the leading edge of tle®ncentrations (6 at.%) were accompanied by high oxygen
silicon signal was suppressed when a hydrocarbon plastievels (9 at.%) and lower hydrogen concentrations (41 at.%).
overcoat was applied (as was expected). Importantly, thisigure 75.19 shows this correlation; the depth-profiled hydro-
signal remained suppressed when the capsule was pyrolyzedy@n concentrations at 0.1, 0.28, and Qui# are shown for
necessary processing step to remove the mandrel). The atro films containing different titanium concentrations. Cur-
sence of any signal due to silicon having diffused to the outeently, capsules with titanium concentrations of from 3 to
surface of the capsule demonstrated the thermal stability of tieat.% are available.
silicon-doped plastic; hence, this material is suitable for pro-
cessing by the current target-fabrication techniques. The oxy- d. Chloline-doped cpsules. The chlorine content was
gen content was 7 at.%. analyzed using both helium and hydrogen ion beams; the
former provided greater sensitivity and accuracy while the
b. Gemanium-doped gzsules. The germanium-doping latter provided greater penetration that allowed the complete
fabrication process was evaluated by examining Ge-dope2D-um wall of the capsules to be profiled. The quantity and
capsules made simultaneously in the same batch and alsopiosition of the chlorine were found to be strongly dependent on
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RBS spectra of three silicon-doped capsules show that the silicon is uniformRBS spectrum of a Ge-doped capsule. Germanium is uniformly distributed
distributed through the capsule wall and is thermally stable: (1) Si-doped CHhrough the first 5um of the capsule wall.

(2) Si-doped CH after pyrolysis; and (3) Si-doped CH overcoated with CH

and then pyrolyzed at 300.
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how the polymer capsule was processed. When the capsule was
pyrolyzed at 300C after fabrication (as is typically done to
remove the decomposable mandrel), chlorine diffused from
the originally doped layer and was distributed throughout the
shell wall. The chlorine concentration at any depth would vary
from <1 to 10 at.%, with the higher concentration measured in
a very thin band at the external wall of the shell. The distribu-
tion is shown in Fig. 75.16. Here, chlorine was intended to be
located in a 24m region 7um beneath the surface. In reality,
chlorine was detected throughout the top 5. of the
capsule—the maximum depth at which the He ion at 2 MeV
could detect chlorine in plastic. A hydrogen ion beam was used
to extend the depth sensitivity to detect how far chlorine had
diffused into the capsule’s wall (a different capsule from the
one analyzed above). The resulting spectrum is shown in
Fig. 75.20. The chlorine-doped layer was intended togoa 1
thick and 6um below the surface with a concentration of
6 at.%. Actually, the layer was distributed through the top
10 um of the capsule with an average concentration of
0.05 at.%; no chlorine was detected at greater depths.

Analysis of many chlorine-doped capsules shows the chlo-
rine concentration to be 2 to 3 at.% and thermally stable when
the chlorine-doped layer is deposited after the pyrolysis is
complete. The consequence of these results for designing

Depth-profiled hydrogen concentrations (expressed as an absolute denstargets for ICF experiments is that capsules with a chlorine-
and an atomic fraction) in two Ti-doped plastic films: film (a) consists Ofdoped layer within gim of the inner surface are not achievable;

44-at.% carbon, 6-at.% titanium, and 9-at.% oxygen content, and f””?:onversely
(b) consists of 42-at.% carbon, 2-at.% titanium, and 6-at.% oxygen. ’
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capsules with a chlorine-doped layer more than
3 um from the inner surface are feasible.
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Energy (MeV) 2. Flat-Foil Targets
0.0 0_5 1.0 15 . A type of target used in .plasma physics experiments con-
- M sists of several layers of different elements used to spectro-
CHCI scopically diagnose the plasma temperature. The more
0.05 at.% C' accurately the number of atoms in each layer is known (from
CHCk 3.0um h d film thick iti d areal densi
0.38 at.% C : the measured film thickness, composition, and areal density),
the more accurate is the temperature measureh@mtrent
8.0um sputter-deposition and evaporation techniques measure the
5001 ‘ deposition rate using quartz crystal monitors, a method that can

2000

7.4um
1500} :

10001

Counts

measure the film thickness to within 3%-8% but cannot

measure the elemental composition. An independent nonde-

0 600 800 structive method for analyzing targets after they are assembled
Channel is needed, and RBS is a suitable technique.

T1391

o —— A target analyzed here consisted of a 1-mm-diam plastic
Thge experimental RBS spectrum of a Cl-doped CH capsule overlaid with thgaCH) film overcoated with two thin Iayers of Ti and KCI. The
simulated fit. A 1.4-MeV H-ion beam profiled the entire 1@m-thickness thickness was measured with 3% accuracy. The titanium Iayer
of the capsule wall. consisted of 30-at.% oxygen (not surprising since titanium is
an effective oxygen getter), and the stoichiometric ratio of K to
Clwas 1to 1. These data allowed the total number of titanium,
e. Deuteated capsules. The fully deuterated polymer potassium, and chlorine atoms to be determined.
capsule is an important type of ICF target. It is made by
polymerizing deuterated-gas monomers onto a pely- A type of target used for hydrodynamic instability studies
methylstyrene mandrel and then pyrolyzing the composite tases an open-cell foam (2- tq&a pore size; 1-mm diam and
remove the mandrel. Itis important that no hydrogen be preseb®0 um thick) overcoat to help minimize the growth of the
in the capsule wall after the process. [It is possible that thRayleigh—Taylor instability. Whereas the target design called
deuterium in the CD wall and the hydrogen in the poly- for a thin, gold overlayer on the foam, fabrication complex-
methylstyrene (PAMS) wall could exchange during the pyrolyities made it impossible to ensure that the gold was confined to
sis process.] Hydrogen was not detected in the CD capsullee foam’s outer surface (given the open cell structure of the
wall, which, given the threshold sensitivity of the NRA tech-material). The RBS spectrum determined that the sputtered
nique, limits the hydrogen content in the deuterated plastic tpold atoms had penetrated 30fn below the surface
be below 1 at.%. (Fig. 75.21). These data demonstrated that the target, as-
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fabricated, differed significantly from what was intended. Thisstoichiometric values; however, both materials possessed ex-
information helps define the capabilities and limitations ofcess nitrogen (~2 at.%). This information has allowed the

different target-fabrication methodologies, which is essentigbrocessing parameters to be refined with the goal of optimizing
for building new types of targets. the mass flux of the two precursor monomérs.

3. Polyimide Shells As discussed previously, RBS provides areal density infor-
The ion-beam analysis technique has also been used nmation, and additional information about the actual (theoreti-
assist the polyimide-shell-development efff€ompositions  cal or measured) density is required to extract the film-
of films deposited by different processing conditions werdayer-thickness information. Conversely, if the film thickness
determined using both RBS and NRA. Examples of the depthis known, then the actual density can be determined. This
profile data are shown in Fig. 75.22. These data show that bodipproach was used to determine the density of the precursor
the elemental ratio in the polyamic acid precursor and théolyamic acid) and final (polyimide) films. Films of
resultant polyimide material were very close to the expectetheasured thickness were analyzed, and the density of the
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Figure 75.22

The experimental RBS spectra (with the simulated spectra overlaid) and NRA spectra of polyamic acid [(a) and (c)] and [flo)yamided)] films. The
polyamic acid is 2.1@m thick, consists of 47-at.% carbon, 35-at.% hydrogen, 7-at.% nitrogen, 11-at.% oxygen, and has a density o8 1T2& gialyimide
film is 1.78 um thick, consists of 55-at.% carbon, 26-at.% hydrogen, 7-at.% nitrogen, 12-at.% oxygen, and has a density 0#1.44 g/cm
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polyamic acid and polyimide films was determined to beREFERENCES

1.29:0.02 g/crd and 1.440.02 g/cnd, respectively. The value
of knowing these data is twofold: (1) the implosion dynamics
can be more accurately modeled, and (2) significant changes in

density and porosity can induce significant changes in the %

residual intrinsic stress that affects the survivability and ulti-
mate strength of the material.

Summary
Two ion-beam techniques, Rutherford backscattering spec-

troscopy and nuclear resonance analysis of hydrogen, used i

conjunction, provide an accurate method for analyzing the
complete elemental composition of individual capsules. These

data are used to interpret ICF data and to support the develops.

ment of suitable targets. The strengths of these techniques are

(1) they are absolute measurements that do not rely on externag

calibration to infer the composition of the substrate material,

and (2) they provide depth-resolved information, essential data’-

to confirm that the fabricated targets are what they were
designed to be.
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K a Cold-Target Imaging and Preheat Measurement
Using a Pinhole-Array X-Ray Spectrometer

Two-dimensional (2-D) monochromatic imaging of laser-im-continuum radiation is not monochromatic; rather, the photon
ploded targets®is useful for diagnosing target compressionenergy across the image (in the dispersion direction) varies
and stability. Here we present a simple method for suchver afinite interval. A single spectral line will show the image
imaging, using an array of about 300 pinholes placed in frordf only a narrow section of the target (in the dispersion
of a flat-crystal x-ray spectrometer. The main advantage of thdirection); however, the compressed core can be imaged by a
method (in addition to its simplicity) is the ability to simulta- spectral line of sufficient spectral width. In the direction of
neously obtain a large number of images over a wide range dispersion, the shift in the average photon energy between
photon energies. This is particularly useful for imaging theadjacent images is typically ~100 eV. The line of pinholes in a
emission region of a single spectral line from a doped targedirection perpendicular to that of the crystal dispersion is
where images around the wavelength of the line can be simulightly tilted, causing a small photon-energy shift (of the
taneously obtained and subtracted from the image at the linerder of ~10 eV) between two adjacent images in that direc-
Imaging a spectral line of a dopant can be useful for studyintgjon; thus, an array of 3010 pinholes can produce 300 images
mixing of target layerstHere we use the array to imagexK with energies spread over the range of, say, 4 to 7 keV. The
fluorescence from a titanium-doped target (excited by coradvantage due to the tilt in the vertical lines of pinholes can be
radiation) and thereby obtain an image of the cold layer atviewed in two ways: (a) for a given target location, adjacent
peak compressiofThis image can otherwise be obtained onlyimages correspond to slightly shifted photon energy, or (b) for
through backlighting. Using a flat crystal limits the field of a given spectral line, adjacent images correspond to slightly
view, but this limitation is shown not to be severe when imaginglifferent sections of the target. The properties of array imaging,
the compressed target core. On the other hand, the narrow field

of view translates into improved spectral resolution. We show Dispersion——>

that sufficient intensity can be obtained in monochromatic
imaging even without the gain in intensity when using a °© °© °© °© °© °©
focusing crystal. In addition, the array provides spectra of high
spectral resolution because of the reduction in the effective °© © © °© °© °©
source size. Finally, we show that, in addition to the core- 58um
pumped Kx emission, a secondd<emitting zone of a larger © © © ° © © ©
radius appears in the image. Thisr kkmission is pumped
during the laser-irradiation pulse, indicating preheat by supra- ° © ° ° ° © °
thermal electrons. 750um

E 10O [¢] o o [¢] o o

Figure 75.23 shows the geometry of the pinhole array 811

placed in front of a crystal spectrometer. The dispersion direc-| ™ ~© ° ° ° ° ° °

tion indicated in Fig. 75.23 is determined by the orientation of gggs7

the array with respect to the crystal. Rays from the target

traversing different pinholes fall on the crystal at differentrigyre 75,23

angles; thus, different wavelengths are diffracted. The distana@e geometry of the pinhole array placed in front of the spectrometer. Each

between adjacent pinholes (7&®) is chosen so that adjacent of about 300 pinholes yields a narrow-band, 2-D image at a slightly shifted

images on the film are close but not overlapping. Rays frorﬂhoton energy. The 58m shift due to the tilt in the vertical direction yields

different parts ofthe target traversing the same pinhole also fagi] energy shift between adjacent images of ~6 to 10 eV in the range of 4 to
. . keV.

on the crystal at different angles; thus, the target image from
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in conjunction with the test results shown in Figs. 75.24 andvident. Both the Ti-i line and lines of A% (helium-like)
75.27, will be further discussed below. and TP (hydrogen-like) ions are marked. Thé%iHea line
and its dielectronic satellites reappear on neighboring images.

Two arrays of the type shown in Fig. 75.23 were used tdhis is due to parallel rays emanating from different target
image targets imploded on the 60-beam OMEGA laser sys$ecations and traversing adjacent pinholes. Without the array,
tem./ In both cases, the target consisted of a polymer shethese two groups of lines would be part of a broad spectral
containing an embedded, titanium-doped layer. We show twieature representing emission from the whole target. The array
examples of such tests: In the first shot (a) an array pih®0- transmits rays from only two target slices.
diam pinholes (in 2%m-thick Pt foil) was used, and the
results are shown in Fig. 75.24 (this figure is used mostly to Individual lines yield monochromatic images of only a
illustrate the properties of array imaging). In the second shatection of the target (because rays from other target sections do
(b) an array of 25#m-diam pinholes (in 12.m-thick Pt foil)  not satisfy the Bragg diffraction condition for that line). On the
was used and the results are shown later in Fig. 75.27 (thisher hand, the continuum radiation gives rise to complete
figure is used mostly to illustrate the imaging of the coldtargetimages; however, these images are not monochromatic—
compressed shell throughaKine fluorescence). Except for the photon energy shifts across the image in the direction of
the pinhole size and foil thickness, the two arrays had the sandespersion (by ~100 eV). The energy shift between adjacent
geometry as in Fig. 75.23. images in the dispersion direction varies from ~80 eV (at
4 keV) to ~130 eV (at 5 keV). The tilt in the vertical direction
causes a photon-energy shift between two adjacent images that
varies from ~6 eV (at 4 keV) to ~10 eV (at 5 keV).

The narrow field of view for individual lines (in the direc-
tion of dispersion) can be remedied by replacing the flat crystal
with a curved crystal in the Rowland-circle geométAf
however, Fig. 75.24 shows that typical lines can be spectrally
wide enough for imaging the core even with a flat crystal. This
is seen simply in the fact that the lines are about as broad as the
target core (e.g., in the lowest image in the column marked

Titanium lines T T T “K a”). The width of the lines in this context refers to their
(keV): Ka 4.50 Hex 4.75 Ho 4.97 spectral width, transformed into a spatial width in the image.
E8952 This transformation is obtained by differentiating the Bragg
law for diffraction, from which the spatial extexx covered by
Figure 75.24 a single spectral line of widthE (in the direction of disper-

Part of the ~300 array-spectrometer images obtained with an array &fion) can be obtained. The resultis = (AE/E)L tan Og, in
50-um pinholes, from a titanium-coated target implosion [shot (a)]. Becaus¢arms of the Bragg angly and the target distance to the film

of the vertical tilt in the array (see Fig. 75.23), the target section imaged bgalong the relevant ray). The spatial width of thelkae in the

a given spectral line shifts for successive images in that direction. Lines. . . . . L
(such as the Heline) from a different target location can reappear on a irection of dlspersmn Is ~130m. Part of it is due to the

neighboring image. pinhole size (5@:m), but most of it is due to the spectral width
of the Ka line (a larger pinhole size increases the field of view
in the direction of dispersion but reduces the spatial resolution
Properties of Array Imaging in both directions). Deconvolving the pinhole broadening from
In shot (a) a CH polymer shell of 8@irm inner diameter and  the total width shows that the spectral width of the line is ~5 eV
13.7um thickness was doped with titanium at 7% by atomand that the spatial width would be ~120 when using a very
number, overcoated by 13/8n-thick undoped CH. The fill small pinhole. Thus, a flat crystal can yield 2-b &Konochro-
gas was 10 atm deuterium. The laser pulse was a 1-ns flat putsatic images of only the core; however, there is no limitation
(to within £5%) with 0.1-ns rise and fall times and 29.8 kJ ofon the field of view in the direction perpendicular to that of the
energy. Figure 75.24 shows part of the array images obtainéispersion. Furthermore, because the pinholes tilt in the verti-
with a Ge(111) diffracting crystal. The dispersion direction iscal direction, the position of a given spectral line shifts across
horizontal—a tilt in the images in the vertical direction isthe target image for successive images in that direction, as is
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clearly evident in Fig. 75.24; thus, the combination of succepinholes limit the effective source size and thus improve
sive images in the vertical direction delineates the total emispectral resolution. For example, the fine-structure splitting of
sion region of the line. This works particularly well for the K the Ha line of titanium is clearly seen in Fig. 75.24, indicating
line since its linewidth (~5 eV) is about the same as the averageresolution higher than 500. Without the pinhole array the
energy shift between successive images in the vertical direvshole target would radiate the line and the spectral resolution
tion (~6 eV). In higher-performing implosions the shell tem-would be less than 100. In Fig. 75.25 the lineout in the direction
perature would be higher so that savhshell electrons would  of dispersion shows that a high-resolution spectrum can be
be ionized; in that case, thetine would be broader due to the obtained from a large source for lines that are much stronger
overlapping of shifted lines from various charge states, and ththan the continuum. In that case, the images formed by the
field of view would then broaden. Also, in such implosions thecontinuum can be subtracted and the net line emission ob-
compressed core is smaller and would thus require a small@ined. In general, the lineout can be recorded as a function of
field of view. target position (perpendicular to the direction of dispersion).
To facilitate the continuum-image subtraction, the lineout in
The TF% and T lines in Fig. 75.24 are seen to be emittedFig. 75.25 was chosen to avoid the core emissions. To further
from the target periphery, i.e., the hot laser-absorption regioinillustrate the high spectral resolution, we compare (in
On the other hand, theddine is emitted by the cold part of the Fig. 75.26) part of the spectrum of Fig. 75.25 with that ob-
Ti-doped layer following the photoionization iéfshell elec- tained simultaneously by an identical spectrometer where the
trons. The source of this radiation can be either the coronginhole array has been replaced by g&®wide slit. In the
emission during the laser irradiation or the core radiatiomatter spectrum, the lines are considerably broadened due to
during peak compression. Theiine emission in Fig. 75.24 the source size (~0.8 mm). They are further affected by the
is seen to come from a layer inside the hot corona region: ttepatial distribution of target emission; because of the limb
diameter of the coronal rings is ~90M, whereas the length effect, the spectral lines appear on film as partly overlapping
of the Ko emission region perpendicular to the dispersiorrings, giving rise to spurious splits in the spectrum. An
direction is only ~75Qum, and it peaks near its extremities. 0.8-mm source size corresponds in the present arrangement
Thus, the radiation from the laser-heated corona pumps théthout the array to a spectral resoluti&A\E of ~130,
fluorescence of i in the cold shell underneath the coronalwhereas the pinhole-array spectrum in Fig. 75.26 shows a
region. An additional peak can be seen at the target centspectral resolutioB/AE higher than ~500.
indicating the possible &emission pumped by core radiation.
This pointis discussed in more detail in the next section, where , : , : , :
the results of shot (b) clearly indicaterluorescence pumped " Titanium spectrum
primarily by core radiation. 5

- Hea -

An important advantage of this device is the ability to
reliably subtract the continuum images off a spectral line from
the image on the line, thus obtaining the image of the region
emitting that line. This is further discussed in conjunction with
Fig. 75.27, where the cold shell is imaged through its K
fluorescence. Additionally, the core spectrum can be easily |
separated from the coronal emission and plotted over a wide 0 | | | | | | | |
spectral range with good spectral resolution. Additional useful 43 44 45 46 47 48 49 50
information in Fig. 75.24 is the absence of target cores in the
spectral range of ~4.5 to 4.7 keV and above ~4.9 keV due toFses4
absorption of core radiation in the cold titanium layer. This

Film density
N w ESN

=

Photon energy (keV)

. . . . . . Figure 75.25
absorpt!on is due to titaniums22p ak?sorptlon lines and Lineout of Fig. 75.24 in the direction of dispersion (avoiding the cores),
absorption above the K edge, respectivefy. showing that a high-resolution spectrum from a large source can be obtained

by using a pinhole-array spectrometer. For lines that are much stronger than
The array spectrometer can be altema'[ive|y used for achiethe continuum, the images (that are due to the continuum) can be subtracted

ing high spectral resolution: in the case of a Iarge emittingway- The line at ~4.8 keV is the Ti tldéine (from a different target loca-

. . . 1on) transmitted though an adjacent pinhole.
source (such as emission prior to peak compression) the
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(b)

tion period (lasting about ~1 n$);-during the shell coasting
when no radiation is emitted (lasting about 0.8 ns); tanad
during peak compression, or stagnation (lasting about 0.2 ns).

Ti Hea It is clearly seen that the2f Heq line is emitted during the
%?A%%?SI laser irradiation; more precisely, the streak record shows that

it is emitted toward the end of the laser pulse, when the
burnthrough of the polymer overcoat has reached the doped
layer. On the other hand, theaKine is emitted during peak
compression. This is entirely consistent with the conclusions
drawn from the spatial patterns of these lines. In addition to the
0 ! ! ! Ka line, the spectrum at peak compression also shows strong
4.65 4.70 4.75 4.80 4.70 4.75 4.80 4.85 absorption above the K edge. This is absorption of core
Photon energy (keV) radiation by the cold shell around the core and is precisely the
source of photoionization leading taaKfluorescencé: this
observation provides an additional indication that thdiKe
Comparison of the Ti Heline manifold obtained simultaneously with and !S pumped by core radiation at peak Compress.lon' The drop of
without the pinhole array. The lgdine (1P-1stransition in T#%) is well intensity above th& edge can be used to estimate the areal
resolved from its low-energy satellites when using the array. Without thélensity pAr) of the doped layer at peak compression and from
array the lines are considerably broadened by the ~0.8-mm source size. here the totgbAr of the compressed shell. It should be pointed
out that there is very little change in theshell absorption at
a given energy whehll- or L-shell electrons are ionizéd.In
Imaging the Cold Shell with Ka Fluorescence this case, however, the transmitted intensity abovK thege

In shot (b), an empty CD polymer shell of 888+ inner is too weak to determine the areal density, and only a lower
diameter and 5.9#m thickness was coated with an 1um-  limit of the pAr can be obtained. Assuming transmission of
thick layer of CH doped with titanium at 2% by atom number]ess than ~10% at the edge, the areal density of the doped
overcoated by 13.®m-thick undoped CH. The laser pulse layer is pAr > 22 mg/cm. The total areal density of the
shape was the same as in shot (a), and its energy was 27.1dampressed shell (that includes the undoped mandrel) can be

estimatel aspAr > 32&6) mg/cn?.

Figure 75.27 shows part of the array images from target shot
(b) obtained with a PET(002) diffracting crystal. The laser-
irradiation uniformity in this shot was deficient, leading to a
nonuniform implosion. We chose to display a section of the
array images where theddine image is centered on the target
core (second image from left). Forimages above and below thi
image the Kr line moves off target center toward the left and
right, respectively. The %#* lines (indicative of hot plasma)
are seen to be emitted from the periphery of the target. On th
other hand, a ring of emission at the wavelength of theaTi K
line (indicative of a cold plasma) is seen to be emitted aroun
the compressed core. This is evident when comparing the '
emission around the core in the second image from left to thatssss
in the other images. The nonsphericity of the &mission
pattern is discussed below. The spatial features of these lines
indicate that the Ti He line is emitted during the laser- Figure 75.27
irradiation time, whereas thedKline is emitted around peak  part of the array images from target shot (b). TR&Tlines are seen to be
compression and is pumped by core radiation. These conclémitted from the periphery of the target. On the other hand, a ring of emission
sions are consistent with the streaked spectra obtained for shathe wavelength of Ti Kline is seen to be emitted around the compressed
(b). Figure 75.28 shows lineouts of streaked spectra at thre@"e: The Kr line is excited by core rad-iation, and its image delineates the
different times of the implosiorn;— during the laser-irradia- cold shell at peak compression (see Fig. 75.28).

Film density

E8825

Figure 75.26

Ti-Ka Ti-Hea

| |
4.5 4.6 4.7
Photon energy (keV)
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Figure 75.27 indicates that thexinewidth is insufficient  the overall shape and dimensions of the intensity ring. Alterna-
for imaging the full extent of the cold shell in the dispersiortive off-Ka profiles could be chosen by moving above and
direction. Since no limitation of field of view applies to the below the Kx image in Fig. 75.27 (sufficiently for thed
perpendicular direction, thedKimage is elliptically shaped. emission to disappear); however, the closeness of peak inten-
The vertical profile of the i emission shows the true dimen- sity of the two profiles in Fig. 75.29(a) indicates that the
sion of the cold shell. By combining successive images in thehoice adopted here is adequate. The nonuniformity of the
vertical direction, we can obtain at least a qualitative view ofmplosion seen in the images of Fig. 75.27 is also evident in
the 2-D image of the cold shell. As mentioned above, in futur€ig. 75.29(b). Figure 75.29(a) also shows Emission at a
high-performance implosions a single image may be sufficient300um radius. This delineates the position of the cold shell
for obtaining the 2-D image of the cold shell. during the laser pulse, when it is pumped by radiation and

suprathermal electrons from the laser-heated material; this is

Using vertical lineouts in Fig. 75.27 we can obtain thefurther discussed in the following section. Figure 75.29(a)
dimensions of the cold shell in that direction. Figure 75.29(aghows higher ¢ intensity around+300 um than around
shows two such lineouts: (a) through the center of the secor@00um, again indicating nonuniformity. This nonuniformity
image from the left (“on &") and (b) an average of lineouts mirrors the nonuniformity during peak compression: the peak
through the centers of the neighboring images on each sidéthe Ka profile around-80um is higher than the peak around
(“off K a"). The peaks of the two profiles varied by about 10%-80 um. This is surely the result of the irradiation nonunifor-
(possibly due to fluctuations in pinhole sizes) and were nomnity as evident in Fig. 75.27: The coronal emission in the four
malized to the same height. The difference between these two
curves [shown in Fig. 75.29(b)] delineates a ring-shaped layer 2.0 - . - . - . -
of cold Ti-doped shell. Changing the relative intensity of the ()
two profiles in Fig. 75.29(a) within the 10% uncertainty
changes mostly the central minimum in Fig. 75.29(b), but not

(R

1.5

Off Ka

(continuum)
1.0

0.5

Intensity (arbitrary units)

OO 1 | 1 | 1 | 1
0-5 T T T T T T T

Intensity (arbitrary units)

| )
S 04
. P
@
1L _ Ti K-edge E 0.3
t, (coasting) 8
0 ) @
c
_1 1 1 1 % 0.1
35 4.0 45 5.0 55 - 0.0
oot Photon energy (keV) —400 —200 0 200 400
Radial coordinatem)
Figure 75.28 E8937a

Spectra recorded by a streaked spectrograph at three times during the

implosion of shot (b). The #9* line emission occurs during the laser-pulse Figure 75.29

irradiation,t1, whereas th&-edge absorption and the concomitamt lihe (a) Lineouts through images of Fig. 75.27, in the vertical direction (perpen-
emission occur about ~1 ns after the end of the laser pulse, at the time of patikular to the direction of dispersion). The “oo’kcurve is through the center
compressiontz; to is a time during the intervening coasting. These resultsof the second image from the left; the “offrKcurve is an average of lineouts
confirm the conclusions from Fig. 75.27. Positive axis direction correspondthrough the centers of the two neighboring images on each side. (b) The
to downward direction in Fig. 75.27. difference between the two curves in (a) delineates the cold Ti-doped shell.

186 LLE Review, Volume 75



Ka CoLb-TARGETIMAGING AND PREHEATMEASUREMENTUSING A PINHOLE-ARRAY X-Ray SPECTROMETER

images is more intense on the lower half of the target, correaust know the component of the total opacity (given by the
sponding to a higher intensity ofdK(the positive axis in tables)thatis related to photoionizatioieghell electrons. At
Figs. 75.29 and 75.30 corresponds to the downward directidghe K edge, this component is easily found from ikhedge

in Fig. 75.27). Figure 75.29(b) indicates, for the cold shell, gump in the opacity tables; for all higher photon energies we
ring of ~90umthickness and an average diameter of w80  make use of its known dependence on photon energy. Finally,
In a previous experimeftthe Ka from a similar Ti-doped the Ka emission is transported along straight cords in the
targetwas imaged in one dimension using a slitin front of a flatdirection of observation, and the resulting profile is convolved
crystal spectrometer. With one-dimensional (1-D) imaging, avith the instrumental broadening function (due to the pinhole’s
ring-shaped source results in a flat-topped profile, and only thinite size).

outer diameter of the ring can be reliably determined. The

FWHM of the Ko profile in Ref. 9 (~25@m) is similar to the Figure 75.30 compares the resulting igrofile with the
FWHM in Fig. 75.29(b); however, the array yields an actuameasured profile (from Fig. 75.29), normalized to the simu-
image of the ring of it emission (the profiles in Fig. 75.29 are lated profile. Two ring-shapeddemission zones are seen: an
slices through a 2-D image rather than 1-D images). Tdhe Kintense ring at a radius of ~g#h and a weaker ring at a radius
emission profile and thi€-edge absorption relate to the sameof ~300um. In the experiment (Fig. 75.27), only sections of
target region, namely, the cold doped layer; thus, the ringach ring are observed (along the vertical axis) because the
thickness from Fig. 75.29(b) and the areal density derived frororystal limits the field of view in the direction of dispersion.
theK-edge absorption can be used to estimate the shell densithe simulations show that the strong, inner ring is emitted
As noted above, the ablated part of the doped layer emits taeound peak compression and is pumped by outgoing core
Hea line of titanium, whereas the unablated doped layer emitsadiation; on the other hand, the weak, outer ring is emitted
the Ka line. The thickness of the doped layer (#80) found  during the laser-irradiation pulse and is pumped by ingoing
in Fig. 75.29(b) is larger than the actual thickness at peatoronal radiation. The nonuniformity in the measured image
compression because of the time integration. Also, the areg@digher intensity at positive radial distances) was discussed
density estimated above was only a lower limit; thus, a loweaibove. Figure 75.30 shows that the position of the cold shell
limit for the density of the doped layer can be obtained byuring the laser pulse and during peak compression is in rough
dividing the estimategAr of that layer (22 mg/cR) by its  agreement with one-dimensional code predictions, in spite of
thickness (~9Qum) to yield p > 2 g/cn®. This low density the marked nonuniformity. It should be noted, however, that
(albeit only a lower limit) is to be expected in view of thethe inner, undoped shell is not detected by theekhission;
deficient symmetry of the laser irradiation in this experiment.

A better determination of the shell density can be obtained byg 4 ' ' ' ' ' ' '
(a) lowering the level of doping to avoid compléte=dge g - Model \ T
absorption and (b) time-gating the spectrometer to avoid smears 3 - -
ing due to time integration. g | Model -
o ode Experiment
. . g 2f x230 \Cxperment 4
Preheat Measurement Using Early Kr Emission = | . . |
L . ) L = / w_7 ;
In addition to Ko emission excited by core radiation at peak 2 4 [: Y Y / \
compression, K radiation is also emitted during the laser- @ \_\/\ vd \
irradiation pulse. The latter emission can be seenin Fig. 75.27= [ ) . Y . ) . 1

(secopd .image from.the left) and in Fig. 75.29 as a weak ring —9100 _360 200 —100 O 100 200 300 40
of emission at a radius of ~3@®n. To better understand the

origin of this emission, we simulate the transport through the _g,,,
target of radiation giving rise todkemission, both the primary
(or pumping) radiation and the secondary (or fluoresceat) K ~9ure 7530

- . Measured and simulated radial profile af Emission for target shot (b). The
radiation. We use profiles of target parameters calculated t?X P 9 (®)

. - ner ring of ~80um radius marks the position of the cold shell around the
the one-dimensional codeLAC to compute the transport of {ime of peak compression and is pumped by core radiation. The outer ring of
radiation of photon energy above the RHedge, flowing  ~300-um radius marks the position of the shell during the laser pulse and is
radia||y outward and inward. The radiation is derived from theumped by coronal radiation. The simulation includes only radiation trans-
OPLIB astrophysical opacity tabl"émsing the LTE approxi- port, and the required multiplication by a factor of 230 shows that the outer

mation. To calculate the pumping ofakfluorescence we ring is pumped by suprathermal electrons rather than by radiation.

Radial coordinateym)
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the behavior of that segment of the shell is most indicative ofields the image of the cold shell at peak compression without
target performance. using backlighting. Sufficient intensity has been shown to be
obtained with 254m pinholes and a flat, nonfocusing diffract-
Whereas the position of the outesrlémission ring is quite ing crystal. Additionally, high spectral resolution was shown to
well predicted by the code, its intensity is not: we musbe obtained with the array. This is particularly useful when
multiply its calculated intensity by ~230 to match the experi-measuring lines from the laser-interaction region, where the
ment. The only obvious explanation is that the outer ringof K size of the target limits the spectral resolution to ~100, whereas
emission is mostly excited not by radiation but by suprathermatith the array, the resolution can be five times higher. Finally,
electrons, which are not included in the simulations. Thigpreheatinthe amount of ~40 J was deduced froremdission
guestion can be asked: How does the assumption of LTE in tldeiring the laser pulse, which appears as an outer ring of
radiation-transport calculations affect these conclusions? First300um radius.
the LTE assumption affects mostly the intensity of the emission
rings rather than their position. Second, departures from LTECKNOWLEDGMENT
would be more severe in the outer ring (of lower density) and Thisworkwas supported by the U.S. Department of Energy (DOE) Office
would reduce the radiation available for pumping. Thus, th&f Inertial Confinement Fusion under Cooperative Agreement No. DE-FC03-

outer Ka ring would be even weaker with respect to the inne?28F19460, the University of Rochester, and the New York State Energ.y
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Ka ring than with the LTE calculations.
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matic, two-dimensional images with an ~100- to 1®0field
of view, sufficient for imaging cores of highly compressed 13- G-KnopandW. Paul, ilpha-, Beta- and Gamma-Ray Spectroscopy

. . 1st ed., edited by K. Siegbahn (North-Holland, Amsterdam, 1965),
targets. Images of the whole target are also obtained, with an 4 1, 12: 1. v. SpenceEnergy Dissipation by Fast Electrans
~100-eV bandwidth of the continuum. The method was ap-  National Bureau of Standards, Monograph 1 (U.S. Government Print-
plied to imaging the i fluorescence, shown to be excited by ing Office, Washington, DC, 1959).
the core radiation at peak compression. This latter method
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Forward and Backward Stimulated Brillouin Scattering
of Crossed Laser Beams

Stimulated Brillouin scattering (SBS) in a plasma is the decagoverning the simultaneous forward and backward SBS of
of an incident (pump) light wave into a frequency-downshifteccrossed beams; thus, many results of this article also apply to
(Stokes) light wave and an ion-acoustic (sound) watés  the SBS of an isolated beam.

important in direct and indirect inertial confinement fusion

(ICF) experiments because it scatters the laser beams aw@gverning Equations

from the target, thereby reducing the energy available to drive The SBS of crossed beams is governed by the Maxwell
the compressive heating of the nuclear fuel. wave equatioh

The SBS of an isolated beam has been studied in detail.
Backward SBS was studied in numerous early papers, and
near-forward, sideward, and near-backward SBS were studied
in some recent papets8 Because beams overlap in the coro-for the electromagnetic potential, together with the sound-
nal plasma surrounding the nuclear fuel, it is also importarwave equatioh
to analyze SBS (and other parametric instabilities) driven by
two (or more) crossed beams. For some scattering angles the
SBS geometries allow the pump waves to share daughter
waves?11 Because the growth of these daughter waves is
driven by two pump waves (rather than one), the growth ratéBhe electromagnetic potenti#, = (vh/cs)(n'b/rr';)]/2 is the
associated with these scattering angles are higher than theiver speed of electrons in the high-frequency electric field
growth rates associated with other scattering angles. Suchdg&/ided by a characteristic speed that is of the order of the
the case for forward and backward SBS, in which the Stokedectron thermal speedy is the low-frequency electron
wave vectors bisect the angle between the pump wave vectodensity fluctuation associated with the sound wave divided

by the background electron density; and thee signify that

The outline of this article is as follows: (1) We derive theonly the low-frequency response to the ponderomotive force
equations governing forward and backward SBS. (2) We solweas retained.
the linearized equations governing the transient phase of the
instability. These equations differ from the linearized equa- The geometry associated with forward SBS is shown in
tions governing the SBS of an isolated bédmacause the Fig. 75.31(a). The forward SBS of beam 1 is subject to
forward and backward SBS of crossed beams each involve ongatching conditions of the form
Stokes wave and two sound waves (rather than one). (3) We
solve the nonlinear equations governing the steady state of the W =wr +wg, K=k +kg, 3)
instability. These equations describe the nonlinear competition
between forward and backward SBS. (4) We discuss the entire
evolution of forward and backward SBS. Finally, (5) wewhere u;,k;) and (, k) satisfy the light-wave dispersion
summarize the main results of the article. equationw? = wZ +c?k?, and @y, k) satisfies the sound-

wave dispersion equatian® = c2k?. Similar matching condi-

In the Appendix we show that, in steady state, the equatiori®ns apply to the forward SBS of beam 2. Because the sound
governing the simultaneous near-forward and near-backwafdequencies depend on the magnitudes of the sound-wave
SBS of an isolated beam are equivalent to the equationgctors, but not on their directiornsy, = wy = ws

(07 + w2 - c?02) A, = —wdni Ay (1)

(aﬁ +c2 - Dz)nl = %c§D2<A§>. )
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(a) K ) tively. In Egs. (7) and (8ygN; andvgN5 are phenomeno-
2 Kk logical terms that model the Landau damping of the sound
\ s waves!2andvg n* andven* are phenomenological terms that
ks \ maintain the density fluctuations associated with the sound
> waves at their common noise levat in the absence of
) instability. Because the Landau-damping rates depend on the
1 Kgp magnitudes of the sound-wave vectors, but not on their direc-
/ tion, Vo = Vg = Vs

Equations (6)—(8) describe the initial (transient) evolution

(b) of SBS. In steady state,
_ 2 2
o o = g |l + 1ol A ©)
<’\’\ -~
T where
by = @Bk Ao vo. (10)
Figure 75.31 Apart from a factor 011A1|2 or |A2|2, L is the spatial growth

Geometry associated with the SBS of crossed laser beams: (a) forward SEi’%{'te of forward SBS in the strongly damped reg'i'm'Ehe
(b) backward SBS. . T 2 . L .
forward-scattered intensitl = |Af| satisfies the equation

By substituting the Ansétze d,F =24 (Pl + Pz) = (11)
Z i)

A, = [A&exp(ikl X —iawgt) + Ay exp(ik, X —icugt)

where B, = |A1|2 and B, :|A2|2 are the pump intensities.
+A¢ exp(ikf X - iwft)] +CC. (4)
The geometry associated with backward SBS is shown in
and Fig. 75.31(b). The backward SBS of beam 1 is subject to
matching conditions of the form
n = Ny exp(ikg X —iwdt)
T +Wy, k;=kpt+ky, 12
+N, exp(ik gy X —iwdt) +cc. (5) WL=0p T 17 % 70l (12)
where ¢o,kq) and ,, ky,) satisfy the light-wave dispersion
in Egs. (1) and (2), one can show that equation, anddy;, kg;) satisfies the sound-wave dispersion
equation. Similar matching conditions apply to the backward

9,A¢ =i (wg/Zono)(AlNI + AzNE)v (6) SBS of beam 2: as in forward SBBy = wy = @,

By adding to Ansatz (4) the term

*

(0 +va)Ng = -i(w? /205) AL A +ugn”, 7)
Ay exp(ikp X —iwpt) + C.C. (13)
(8¢ +vso)N; = -i(w2 [20) A3 Ar +vean” (8)
and to Ansatz (5) the terms

Becauseu << ay, we made the approximation in Eq. (6) that Ny exp(ikg (X —iwgt) + N exp(iksp X —iwgt) + c.c. (14)
the frequency and group speed of the scattered light wave equal
the frequency and group speggbf the pump waves, respec- associated with backward SBS, one can show that
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0,7, =i(wd /200v0) (AN; + AoN3), (15) (3¢ +vs)N = yr2As +ven, (23)

(0 +va)N; =-i(w?/205) A Ay +vgn®,  (16)  where

Yi1 = wews|A1|/ 2(0‘)0"'33)]/2 ) (24)
(at + VSZ)NE = _i(wg/zws)A;Ab + Vszn* . (17)

- 2
) . . ) Yio = wewslAzl/z(wOws)]/ . (25)
As in forward SBSyg, = Vg = Vg In its transient (linear)

phase, backward SBS is independent of forward SBS.
A is proportional to the action amplitude of the Stokes wave,
In steady state, the backward-scattered interBitﬂAb|2 andN; andN, are proportional to the action amplitudes of the

satisfies the equation sound waves. In the absence of dampipgand y, are the
temporal growth rates of the forward SBS of beams 1 and 2,
-d,B=2u,(R +P)B, (18)  respectively, in an infinite plasma.
where 1, is given by Eq. (10) and the values «f and vg By using the combined amplitudes
associated with backward SBS. Apart from a factqﬁgf' or
|A2|2, Uy, is the spatial growth rate of backward SBS in the N, = (yf1N1+yf2N2)/yf , (26)

strongly damped regimeé.

In the high-gain regime, the intensities of the scattered light N_ = y; (Nl/Vf 1= No/ys 2), (27)
waves as they exit the plasma are comparable to the intensities
of the pump waves as they enter the plasma, and one must
account for the depletion of the pump waves within the plasmavherey; = (yfzl + yfzz)]/z, one can rewrite Egs. (21)—(23) as
In steady state, the pump intensities satisfy the equations

0,A¢ = Vi Ny, (28)

d R =-2u¢FR - 2upBR, (19)

d,P = —2u¢FP, - 21,BP, (20) (8¢ +Vs)Ny =y Af +vgn,, (29)
where we made the approximation that the evolution of the
pump waves is one dimensional. One can verify Egs. (19) and (at + vs)N_ =vgn_, (30)
(20) by applying the principle of power conservation to
Egs. (11) and (18). wheren, = n(yfl +y; 2)/yf andn_ = ny; (]/yfl —:I/yfz).

Equations (28) and (29) are equivalent to the equations govern-

Linear Analysis of the Transient Phase ing the forward SBS of an isolated be&rand Eq. (30) is

The forward SBS of crossed beams consists of two mirrosimple. Consequently, the solutions of Egs. (28)—(30) can be
image processes that share the same Stokes wave and, hemcéten in the form
are governed by the coupled equations (6)—(8). By making the

. . 2 . * 2 . * 2

substltutlon*sa)g 2Af - Ay, TNy /wg - Ny, |weN2/a)g A (z,t) :I(t)fé Vsn+Gf(Z—Z', t—t')dz’ dt’ (31)
- Ny, iwen /a)g - n, andz/vg — z one can rewrite these
equations as
N, (zt) = Ié Jo VshiGi(z=2Z, t-t)dzdt’,  (32)
02At = YraNp + yi2No, (21)

(0r +vs)NL = yraAs +vgn, (22) N_(zt) :I(t)fg Ven_G_(z-z,t-t')dz dt’,  (33)
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where the Green functions tions (21)—(23) apply to other parametric instabilities driven
by crossed pump waves, provided that one type of daughter
Gt (z.t) = v¢ Io[ny (zt)l/z] exp(—vst), (34) Wwaveis strongly damped.

Nonlinear Analysis of the Steady State
G+(z,t) = ys (t/z)J/2|1[2yf (Zt)yz] The simultaneous forward and backward SBS of crossed
beams is governed by Egs. (11) and (18)—(20). By making the

xexp(-vst) + 0(2) exp(-vt), (35) substitutionP; + P, — P, one can rewrite these equations as

G_(zt) = 8(2) exp(-vt). (36) d,F =2y PF, (43)
I_n Eq§. (34) and (35),,is thg modlfled Bessel function of the ~d,B = 24, PF, (44)
first kind, of ordemrm. The original amplitudell; andN, are
determined by Egs. (32) and (33) and the inversion equations
dZP=—2(ufF+ubB)P. (45)

N, = [N + 2 2 N_], 37
! (yf 1/yf) * (yfz/yf) (37) Equations (43)—(45) apply to other simultaneous parametric

instabilities driven by crossed pump waves, provided that one
- —{y2 /2 type of daughter wave is strongly damped. For SBS,
N2 (yf 2/¥1 )’N+ (yf 1/yf )N_]' (38) = ;= y,” and one can use the substitutiz 2, zto rewr)ia'zf
Egs. (43)—(45) in the simple form
Solutions (31)—(33) describe the growth and dissipative
saturation of forward SBS. By analyzing the time dependence d,F = PF, (46)
of the Green functions, one can show that the saturation time

-d,B=PB, (47)
ts~y§z/vs. (39)
d,P =—(F +B)P. (48)
The steady-state limits of solutions (31)—(33) are
The substitution&/P(0) - F, B/P(0) - B, P/P(0) - P, and

- _ P(0)z - z nondimensionalize Egs. (46)—(48) but leave them
A¢(z,0) = (N vs/y ’exp y2z/v 1], (40)
(@) ( #Vs/ f) ( f / s) unchanged in form. Because the solutions of Egs. (46)—(48) are
complicated, it is instructive to review the limiting solutions

N4 (z ) =n, eXp(V%Z/Vs)! (41) that apply to forward and backward SBS separately.
1. Forward SBS
N_(z,oo) =n_. (42) In the absence of backward SBS, Eqgs. (46)—(48) reduce to
d,F = PF, (49)
Notice thaty? /vevo = it (|AL|2 +|A2|2), in agreement with
Eq. (9). Ifthe interaction length exceeds a few gain lengths, one d,P=-FP. (50)
can model Stokes generation as Stokes amplification with an
incident amplitudeAs (0) = (n+vs/ Vs ) It follows from these equations that
The backward SBS of crossed beams also consists of two P+F=1+N;, (51)

mirror-image processes that share a Stokes wave and are

governed by Egs. (21)—(25), withreplaced byb and z

replaced byli-z thus, Egs. (26)—(42), and the conclusionswhereN; = F(0) is incident (noise) intensity of the forward-
drawn from them, also apply to backward SBS. Equascattered wave. Sin¢&= 0, it follows from Eq. (51) that
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St <1+ Ny, (52) 2. Backward SBS
In the absence of forward SBS, Eqs. (46)—(48) reduce to
where$ = F(1) is the output (signal) intensity of the forward-

scattered wave anHis the gain length of forward SBS. -d,B=PB, (55)
Equation (52) reflects the fact that the signal intensity cannot
exceed the total input intensity. d,P =-BP. (56)

By substituting Eq. (51) in Eq. (49), one can show that It follows from these equations that

P-B=1-5,, (57)

(L+Ny)z=log 5 (53)

OoonoO

FI
f(1+ Nf - F) _ . . . .
where§,=B(0) is the output (signal) intensity of the backward-
scattered wave. Sinde> 0, it follows from Eq. (57) that
Equation (53) determines the interaction distanoequired
to produce the forward-scattered intensityBy inverting this S <1+Np, (58)
equation, one finds that
whereN, = B(l) is the incident (noise) intensity of the back-
N¢ (1+ N ) ward-scattered wave aht the gain length of backward SBS.
) (54)  Equation (58) reflects the fact that the signal intensity cannot
exceed the total input intensity.

F(¢)=

T N¢ +exp(-¢)

wherel = (1+ Nf)z. Solution (54) is consistentwith Eq. (52). By substituting Eq. (57) in Eq. (55), one can show that

The normalized intensities of the pump and Stokes waves in
a semi-infinite plasma are plotted as functions of the gain
distancezin Fig. 75.32, for the case in whibl= 107. As the
Stokes intensity increases, the pump intensity decreases, Tihe signal intensity is determined by Eq. (59) and the condition
accordance with Eg. (51). For future reference, notice that th#&(l) = N,,. By inverting Eq. (59), witls, known, one finds that
initial growth of the Stokes wave from noise is driven by an

undepleted pump wave. _ 50(1_ S))
B(¢) = P RERY (60)

(1-%)z=lod$(1- +B)/8|. (59)

where{ = (1- §,)z. Solution (60), which was first obtained by
Tangl3is consistent with Eq. (58).

Intensity

The normalized output intensity of the Stokes wave is
plotted as a function of the gain lengtim Fig. 75.33(a), for
the case in whicN, = 1076, The normalized intensities of the
pump and Stokes waves within the plasma are plotted as
functions of the gain distaneén Fig. 75.33(b), for the case in
Distance which N, = 1078 and| = 30. Because the pump and Stokes
waves propagate in opposite directions, the initial growth of
Figure 75.32 the Stokes wave from noise is driven by a depleted pump wave

Normalized intensities plotted as functions of the gain distance for forward_. L.
SBS in a semi-infinite plasma. The solid line represents the pump wave; t ('e:Ig' 75.33(b)]. Consequently, when pump depletion is impor

dashed line represents the Stokes wave. For forward SBS the outputinten.tszil-nt 4 > 10)'.the r"’.‘te at WhIC.h the Stokes output intensity
ties from a finite plasma depend on the plasma length in the same way that #ticreases with gain length is slower for backward SBS
intensities within a semi-infinite plasma depend on the distance from thfFig. 75.33(a)] than for forward SBS (Fig. 75.32). Backward

plasma boundary. SBS scatters the pump power less efficiently than forward SBS.

P1864
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<N ha
SN +—m,
St < Ng N+ N

S, < Np 4 MNo

Nf + Nb
By substituting Egs. (61) and (62) in Eq. (46), one can show
that
d,F = (R+ - F)(R- + F)’

where

+2R, =1+ N —Soi[(l+ Nt —so)2+4Nbe]J/2.

It follows from Eq. (66) that

R, —N¢)(R+F)O
(R++R_)2=Iog§R+_F)()R+Nf)E

(64)

(65)

(66)

(67)

(68)

S, is determined by Eq. (68) and the conditgh) = Ny, which
is equivalent to the conditioR(l) = (Nf /Nb) S, Byinverting

Eq. (68), withS, known, one finds that

(a) Normalized output intensity of the Stokes wave plotted as a function of the

gain lengtH for backward SBS. (b) Normalized intensities within the plasma
plotted as functions of the gain distancelfer30. The solid line represents

the pump wave; the dashed line represents the Stokes wave.

3. Simultaneous Forward and Backward SBS

follows from Eqs. (46)—(48) that
P+F-B=1+N; - §

and

FB=N;S,.

Equation (61) is a generalization of equations that apply to
the forward and backward instabilities separately, whereas
Eq. (62) is peculiar to the combined instability. SiRee0, it

follows from Eq. (61) that

Sf +%S1+Nf +Nb'

Equation (63) reflects the fact that the total signal intensity
cannot exceed the total input intensity. It follows from

Egs. (62) and (63) that

194

(61)

(62)

(63)

(o)

Ri(R+Ny)exp(¢) - R (R. ~Ny)

(R +N¢)exp(¢) +(R. = Ny)

(69)

where ¢ =(R, + R.)z. Solution (69) is consistent with
When forward and backward SBS occur simultaneously, iEq. (64). For the common case in whichS] >> N;, one

can use the approximate roots
R =1-§+N¢ /(1-S),
R =Ni$/(1-%),

to rewrite Eqgs. (68) and (69) as

H1-S)Ni S +(1-S)F]

R
and

1 el 5)[o0(0)-5)
Nt exp({) +(1- 50)2 '

respectively, wherg = (1— Sb)z.

O

(70)

(71)

(72)

(73)
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The normalized (total) output intensity of the (forward and In Figs. 75.32—75.34, the noise intensities for forward and
backward) Stokes waves is plotted as a function of the gaimackward SBS were equal. This choice made possible a fair
length | in Fig. 75.34(a), for the case in whidly, = Ny  comparison of the intrinsic scattering efficiencies of the two
= 10°%. When pump depletion is unimportamt<( 10), the instabilities. The noise intensity for forward SBS is larger,
Stokes output intensity of the combined instability is the sunmowever, than the noise intensity for backward SBS because
of the Stokes output intensities of the forward and backwarthe action sources that generate the light waves [Eg. (40) for
instabilities. The normalized intensities of the pump and Stokefrward SBS and its analog for backward SBS] are inversely
waves within the plasma are plotted as functions of the gaiproportional to the sound frequencédslo illustrate how this
distancez in Fig. 75.34(b) for the case in whid{, = N;  imbalance affects the combined instability, the normalized
=10"%and =30. The initial growth of both Stokes waves from output intensity of the Stokes waves is plotted as a function of
noise is driven by a depleted pump wave. Consequently, whene gain length in Fig. 75.35(a) for the case in whigh
pump depletion is important ¢ 10), the rate at which the =10"16andN,=10"". The normalized intensities of the pump
Stokes output intensity increases with gain length is sloweand Stokes waves within the plasma are plotted as functions of
for the combined instability than for the forward instability the gain distance in Fig. 75.35(b) for the case in whigh
[Fig. 75.34(a)]. =106,N, =107, andl = 30. It is clear from the figures that

forward SBS overwhelms backward SBS in steady state.
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Figure 75.34 Figure 75.35

(a) Normalized output intensities plotted as functions of SBS gain léngth (a) Normalized output intensities plotted as functions of SBS gain léngth
The forward and backward noise intensities are equal. The solid line repré&he forward noise intensity exceeds the backward noise intensity by a factor
sents the total output intensity for the combined instability. For comparisorpf 10. The solid line represents the total output intensity for the combined
the dot—dashed and dashed lines represent the output intensities when forwenstability. For comparison, the dot—dashed and dashed lines represent the
and backward SBS occur separately [Figs. 75.32 and 75.33(a), respectivelgutput intensities when forward and backward SBS occur separately.
(b) Normalized intensities within the plasma plotted as functions of the gairfb) Normalized intensities within the plasma plotted as functions of the gain
distance fot = 30. The solid line represents the pump wave, the dot—dashedistance fot = 30. The solid line represents the pump wave, the dot—dashed
line represents the forward Stokes wave, and the dashed line representslihe represents the forward Stokes wave, and the dashed line represents the
backward Stokes wave. backward Stokes wave.
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Discussion between the pump wavs2land the Bragg scattering of the
Initially, pump depletion is unimportant, and forward andpump waves? both of which are made possible by a sound
backward SBS grow independently. This (linear) spatiowave whose wave vector is the difference of the pump-wave
temporal growth is described by Egs. (28)—(30). Since theectors; thus, the interaction physics is even richer than the
growth ratey D(sin(p)]/2 [Egs. (24) and (25)], the sound- physics discussed herein.
wave damping rate/s O sing, and the saturation time
tg D]/(sin(v) [Eg. (39)], where @ is the scattering angle, Summary
backward SBS grows and saturates more quickly than forward In this article we studied in detail the simultaneous forward
SBS! The steady-state (nonlinear) spatial evolution of backand backward SBS of crossed laser beams. We obtained
ward SBS is described by Egs. (57) and (60). In the high-gaimew analytical solutions for the linearized equations governing
regime, backward SBS depletes the pump wave significantlhe transient phase of the instability [Egs. (21)—(23)] and
[Fig. 75.33(b)]; thus, the spatiotemporal growth of forwardthe nonlinear equations governing the steady state
SBS is driven by a pump wave whose intensity varies witfiEgs. (46)—(48)]. In their transient phases, forward and back-
distance, and Egs. (31)—(36) do not apply as written. Byard SBS grow independently. Initially, backward SBS grows
making the substltutlonzNJ,/yf - Ng, ne/y¢ - ng, and  more quickly than forward SBS. As the backward Stokes wave
J’O[yf ] dz' - zin Egs. (28)—(30), however, one can showgrows, it depletes the pump wave and modifies the growth of
that the forward Stokes wave. In steady state, forward SBS domi-
nates the combined instability because the forward Stokes
0,A; = Ny, (74) wave has a larger noise intensity from which to grow and
forward SBS scatters the pump power more efficiently.
(at * VS)N+ = Ap Vs, (75) In the Appendix we show that the equations governing the
simultaneous near-forward and near-backward SBS of an iso-
(at +VS)N_ =vgn_. (76) lated beam are equivalent to the equations governing the
simultaneous forward and backward SBS of crossed beams;
Since Eqgs. (74)—(76) contain no variable coefficients, theithus, the results of this article also apply to the SBS of an
solution can be inferred from Eqgs. (31)—(36). It follows that thasolated beam.
(linear) saturation time of forward SBS is given by Eq. (39),
with y2zreplaced b)j’olyf( )] dz'. Since the saturation time ACKNOWLEDGMENT
is proportional to the (integrated) gain distance, the reduction This work was supported by the National Science Foundation under
of the galn distance by pump depletlon shortens the saturati§pntract No. PHY-9415583, the U.S. Department of Energy Office of Inertial
time of forward SBS. Since the steady _state (nonlmea%onfmementFu5|onunderCooperatlveAgreementNo DE-FCO03-92SF19460,
. . . . e University of Rochester, and the New York State Energy Research and
Egs. (46)_(48) have a unique solution, the spat|al evolution evelopment Authority. The support of DOE does not constitute an endorse-
the combined instability is given by Egs. (61), (62), and (69)ment by DOE of the views expressed in this article.
even though forward and backward SBS grow at different
rates and saturate at different times. It is clear from Figs. 75.34ppendix A: Forward and Backward SBS
and 75.35 that the output intensity of the backward Stokesf an Isolated Laser Beam
wave is lower in the presence of the forward Stokes wave than In this appendix we show that the equations governing the
in its absence; thus, the combined instability is characterizesimultaneous forward and backward SBS of an isolated beam
by a burst of backward SBS followed by the ascendance afre equivalent to the equations governing the simultaneous
forward SBS. forward and backward SBS of crossed beams. The geometry
associated with the forward SBS of an isolated beam is shown
The major theme of thdonlinear Analysis of the Steady in Fig. 75.36(a). Each forward-scattering process is subject to
Statesection and the preceding discussion is that forward andatching conditions of the form
backward SBS coexist and compete for the pump energy. One
should remember that several other processes also coexist and Wy =ws tws, kg=kj t+kg, (A1)
modify this competition. These processes include double’SBS,
which is made possible by a sound wave whose wave vectonighere (u,, ko) and (v, ky) satisfy the light-wave dispersion
the sum of the pump-wave vectors, and the transfer of energgjuation w? = w2 +c?k?, and (s, ko satisfies the sound-
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(@)

(0 +ve)N" =i (w2 /20) AA; +vegn™ . (A5)

Ko ! In Eqg. (A5),vN* is a phenomenological term that models the

> Landau damping of the sound wave, agat is a phenom-

enological term that maintains the density fluctuations associ-

" Kgp ated with the sound wave at their noise lexeh the absence

Ky I of instability. Because the Landau-damping rates depend on
! the magnitudes of the sound-wave vectors, but not on their

directions, veo = Vg = Vg By making the substitutions

wngf - A, iweN"/wl? - N, iwen' /wd? - n, and

z/vg - z, one can rewrite Egs. (A4) and (A5) as

0,A¢ =Y¢N, (A6)
(8¢ +Vvs)N =y Af +vgn, (A7)
where
2
Ye = wewslpﬂl/z(wows)y : (A8)

Figure 75.36
Geometry associated with the SBS of an isolated laser beam: (a) near-forw

SBS: (b) near-backward SBS. aIédquations (A6) and (A7) are equivalent to Egs. (28) and (29),

the solution of which was described in the text.

wave dispersion equatian? = c2k?. Because the frequencies  Equations (A4) and (A5) describe the transient evolution of
of the daughter waves depend on the magnitude of their wa¥erward SBS. In steady state,
vectors, but not on their directionsy, = wx = w and wyp

e d,Ar = ¢ |Aof Ay, (A9)
By substituting the Anséatze
where
A, =[A0exp(|koD(—|w0t)+Af1exp(|kle<—|wft) iy = 2002 Aoy V. (A10)
+A¢o exp(ikfz D(—iwft)] +C.C. (A2)
Notice that /.lf|A0|2 = y%/vsvo is in agreement with
and Egs. (A6)—(A8). It follows from Eq. (A9) that the forward-
scattered intensitie$y :|Af1|2 and F, :|Af2|2 satisfy the
n =Ny exp(ikg X —iwgt) equations
+Ny exp(ikp XX —igt) + c.C. (A3) d,F = 21 PR, (AL1)
into Egs. (1) and (2), and making the slowly varying envelope d,F =2u; PR, (A12)
approximation, one can show that each forward-scattering
process is governed by equations of the form where P = |A0|2 is the pump intensity.
0,A¢ :i(o)g /Zono)AoN*, (A4) The geometry associated with the backward SBS of an

isolated beam is shown in Fig. 75.36(b). Each backward-
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scattering process is subject to matching conditions of the forstate, the pump intensity satisfies the equation

Wy = Wy + Wg, kO:kb+kS' (A13)

d,P=-2u¢(R+F)-2up(By+By).  (A20)

where @, Kg) and ¢, k) satisfy the light-wave dispersion By making the substitutions = F; + F, andB = B; + B, in
equation, and d, kg satisfies the sound-wave dispersionEgs. (A11), (A12), (A18), (A19), and (A20), one can show that

equation. As in forward SBSwy, = wy = w, and wy
=Wy = W

By adding to Ansatz (A2) the terms

Ablexp(ikbl X —iwbt)

+App exp(ikpp X —iwpt) +cc. (A14)
and to Ansatz (A3) the terms
N]_ eXp(Iksl X - |Ol)st)
+Np exp(iksp X —iwgt) +c.c. (A15)

the simultaneous forward and backward SBS of an isolated
beam is governed by the equations

d,F =24 PF, (A21)
~d,B=2u,PB, (A22)
d,P = ~2(uF + uB) P. (A23)

Equations (A21)—(A23) are equivalent to Egs. (43)—(45), the
solution of which was described in the text. It is clear from the
derivation of Egs. (A21)—(A23) that one can interfras the
intensity scattered forward over the entire range of angles for
which propagation in the direction is a reasonable approx-

associated with backward SBS, one can show that each badkyation, and one can interprBt as the intensity scattered
ward-scattering process is governed by equations of the forblackward over the entire range of angles for which propagation

-0,A, =i(w2 /2w0vo) AN” (A16)

(0 +v)N" = =i(w2 /205) AyA, +ugn® . (ALT)

As in forward SBSyg, = vg = Vg It follows from Egs. (A16)

and (A17) that the transient evolution of backward SBS is

governed by Eqgs. (A6)—(A8), with replaced byb andz

in the -z direction is a reasonable approximation. Equa-
tions (A21)—(A23) apply to other parametric instabilities driven
by an isolated pump wave, provided that one type of daughter
wave is strongly damped. For SB®,= 1 = ,” and one can

use the substitutiont2 — zto rewrite Eqgs. (A21)—(A23) in

the form of Egs. (46)—(48).
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Landau Damping and Transit-Time Damping of Localized
Plasma Waves in General Geometries

The collisionless damping of electrostatic plasma waves, firsvave-particle energy transfer calculated to second order in the
predicted by Landduin 1946 and since rederived in many field amplitudes. (The reasons for this will be discussed be-
ways and confirmed experimentally, has become perhaps thaw.) Calculation of the perturbed particle orbit in a time-
most well known phenomenon in plasma physics. Landauarying field is rather complicated, even for a plane wave,
damping plays a significant practical role in many plasmanvolving as it does iterated time integrals of the equation of
experiments and applications but has continued to be of greption. Such complications are contrary to the motivation for
interest to theorists as well. Much of this interest stems frora physical derivation of Landau damping, which is to provide
the counterintuitive nature of the result itself (that waves simple, physically intuitive explanation of the phenomenon.
carrying free energy dissipate with no increase in entropyfurthermore, they oughtto be unnecessary since the transform
coupled with the rather abstruse mathematical nature aferivation requires only unperturbed orbits and first-order
Landau’s original derivation. For these reasons there was eveunantities. One of the results that will emerge below is a
some controversy over the reality of the phenomeénantjlit  physical derivation of Landau damping based solely on unper-
was actually observed in experiments. turbed orbits.

The usual derivation of Landau dampiggins by linear- Strictly speaking, the term “Landau damping” applies only
izing the Vlasov equation for an infinite homogeneousto the damping of infinite plane waves in homogeneous plas-
collisionless plasma. The linearized Vlasov equation is Fourienas. Localized electrostatic perturbations in inhomogeneous
transformed in space and Laplace transformed in time, and tiplasmas, however, are also damped by collisionless processes.
resulting equations in transform space are then solved algebiRarticles transiting the region containing the wave exchange
ically to yield a relation between the perturbing field and theenergy with it; for a thermal distribution of particles, this
perturbed distribution function. Alternatively, this relation results in a net transfer of energy from the wave to the particles
may be obtained by directly integrating the linearized Vlasowand a consequent damping of the wave. This process is usually
equation in configuration space using the method of charactereferred to as “transit-time damping? Since, in general, the
istics? also known as “integration over unperturbed orbits,”Fourier transform method used by Landau is difficult to apply
and then performing the Fourier and Laplace transformsninhomogeneous plasmas, transit-time damping calculations
Integration of this relation over particle velocities then leads temploy the physical approach described above: the energy
the dielectric response function and a dispersion relation fdransferred to each particle is calculated and then integrated
the plasma waves. Performing the integration over velocitiegsver the particle distribution function. Again, however, this
entails the avoidance of a pole on the real axis by deforming thiequires that the perturbed particle orbits be determined and the
integration contour into the complex velocity plane. (Detailsenergy transfer be calculated to second order in the fields; for
can be found in most introductory plasma physics texts.) Whila localized field in an inhomogeneous plasma, this is much
this derivation is mathematically elegant, it is physically rathemore complicated than for a plane wave. Since Landau damp-
obscure, especially in regard to the introduction of compleing can be calculated based solely on the unperturbed orbits, it
velocities. For this reason, many “physical” derivations ofis natural to inquire if transit-time damping could also be
Landau damping have been published, employing only realalculated without invoking the perturbed orbits. One of the
physical quantities througho®€ In these derivations, the main purposes of this article is to show how this can be done.
energy transferred from the wave to each particle is calculated
directly and then integrated over the particle distribution func- First, we give a physical derivation of transit-time damping
tion to give the damping. In these physical derivations, howin a plasma slab of finite width based on unperturbed orbits and
ever, the perturbed particle orbit must be determined and thievestigate how the damping of a plasma wave confined to the
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slab varies with slab width and mode number. We also shotie localized volume then givésicethe collisionless power
that the result reduces to the usual Landau-damping expressimansfer to the electrons since the phase space is effectively
as the width becomes large. Next, we present a similar analysiecluded twice in the integration (both forward and backward
for spherical geometry followed by a brief discussion of than time).
cylindrical case, which is covered in more detail in a future
article10 Finally, in an appendix, we show formally that in  To illustrate, we now calculate the average energy gain rate
general geometries our approach gives results equivalent débelectrons crossing a one-dimensional slab region containing
those obtained by other methods that require the use of pexr-standing-wave electrostatic field. We will obtain a simple
turbed orbits and higher-order terms. expression for the field damping rate as a function of the slab
length (for fixed oscillation frequency and wavelength).

Transit-Time Damping in Slab Geometry

Our approach to transit-time damping may be outlined as Consider a standing-wave electrostatic potengiadf real
follows: Consider a localized oscillating electrostatic field thafrequencycw:
may be regarded as stationary in time, i.e., its oscillation
amplitude is unchanging. In practice, this may correspond to a
situation of weak damping, where the damping rate is much
smaller than the oscillation frequency (as is often the case for
Landau damping), or to a situation where wave energy lost ta the slab region with boundaries<at 0 andx=L. HereC s
damping is replenished by an external source, such as in theconstant inside the slab and vanishes outsideklan@ i
case of stimulated Raman or Brillouin scattering, where thwvith j a positive integer so that the potential is continuous. The
electrostatic wave is driven by interaction with an electromageorresponding electrostatic field is
netic pump wave. We assume that the particle distribution
functionfy depends solely on the particle enekyyand we
further assume that collisional damping is negligible and take
the plasma to be collisionless, so théE) satisfies the Vlasov
equation. Consider a six-dimensional phase-space volunWe also assume that electrons with a constant number density
elementV, which passes through the localization volume inng and a velocity distributiofy(E) are streaming constantly
time At and emerges as the volume elendt. Since the and freely through this region from the lefkat0 and from the
Vlasov equation conserves phase-space volume, we havight atx=L. The density and temperature are chosen such that
|dV* =|dV|, though the shape of the volume element mayo)‘%e >> 3k2v%,wherewge is the usual plasma frequency and
change. Through interaction with the field, each particth/in vt the thermal velocity, so that weak Landau damping and
acquires an energy incremekiE, which may be positive or quasi-steady-state conditions obtain. The frequenagnd
negative. Since the situation is stationary and the Vlasowave numbek then satisfy the Bohm-Gross dispersion rela-
equation is invariant under time reversal, the time-reversetion w? = w3, +3k?v# = w3,. We can also treat the case of
process must be occurring simultaneously. In the reversedronger damping, Withwlge ~3k2v%, if we assume that the
process, the volume elemai" enters the localization vol- steady state of the field is maintained by an external source
ume and emerges d¥, each particle in the voluntesingthe  such as the stimulated Raman scattering instability.
energy incremerE in timeAt. The net rate at which energy
is transferred to the particles associated withs then To first order in the field amplitud€, the velocity incre-
ment obtained by an electron of initial velooitgrossing the
slab is simply

Q= —%sin(kx) cos(cwt)

E(x,t) = Ccog(kx) cos(wt).

AP = <%[fo(E)dV - fO(E+AE)dV*]>

.
Av = —I% cos(kvt) cos(wt + @)dt,
0

2
({09 oy, "
At OE
where we have used the unperturbed orbivt. Heregis the
where the angle brackets indicate averaging over the fielghase of the field at the time of entrance of the particle, and
phase. Integration of this quantity over the phase space withih= L/v. To this order, the energy chand& is given by
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AE =mvAv. It is a simple matter to carry out the integral and Itis easy to show that this reduces to the Landau value in the
then average/E)? over the phase. Note thatT = kL = 275 infinite slab-length limit. Without loss of generality, we may

and hence expkvT) = 1. The result is take w andk positive. If v # w/k, the integrand is finite and
thus gives no contribution tpasL — o (keepingk fixed,
<(AE) > (evC) [wT[D 1 1 [7r which means increasing in wavelength steps, grin inte-
2 "oy 2 o+ kv a) w-kvB’ gral steps). Fov - w/k, the integrand varies directly &s
and becomes infinite. Clearly, the integrand is proportional to
and Eq. (1) becomes 6(v—w/k) in this limit. Replacing nonresonant values by

wkand defining the integration varialses 7i(L/A)(co/kv - 1),
whereA = 277k is the wavelength, yields

(evC)? 20T D

21 020 P
__,2 0w dfy
= S« . ) P V=m0 v

“Borkv  w-kB™

AP =-

1w smzq
dqg.
[ 20.) -mL/A q

The net power transferred is obtained by integrating thign the limit of an infinite homogeneous plasinfd - o, we
expression over the phase space within the slab volume, notingtain
that T = L/|v|. The result is

2 w y = - T dio (5)
po_ pC 220 O K2 v e
167 %E k
(01 + 1 f ViV dfo (2)  Which is the familiar Landau damping rate for electrostatic
“Horkv -k waves in a homogeneous plasma.

where we have divided by 2 to compensate for the double- Colungaet alll have also obtained an expression for
counting of phase space, as noted earlier. Note also thaénsit-time damping in a slab and noted that it can be repre-
although the familiar resonant denominators appear in theented as the Landau damping of the Fourier components of the
integrand, they do not represent poles because of the siluealized electric field, which also gives (5) as the size of the
function, so the difficulties in dealing with poles in the velo-slab increases. Their derivation, however, requires calculation
city integration that arise in Landau’s calculation do notofthe wave-particle energy transfer to second order (i.e., use of
appear here. perturbed orbits.)

The energy damping rate follows by dividing this result by We next investigate the damping rate’s dependence on the
the total plasma-wave energy within the slab volume. Thislab size and plasma parameters. Assuming a Maxwellian

energy is distribution forfg(E) and changing the integration variable to
z=w/kv, Eq. (4) becomes
E2(xt)\ , _C2L
L I P Cx T
(2m)¥? Lew (1— 22)223 .

where the angle brackets denote averaging over time; hence,
the fieldamplitudedamping rate isalf of (2) divided by (3): Here, F = w/kvy, with vy the electron thermal velocity.
For values ofF well above unity, we haves = e and
,® . L[ F = (kAp)~L. The integral above is readily evaluated, for fixed
y =-Whe[sn Coy O F, and its variation withj is shown in Figs. 75.37(a) and
0 75.37(b) forF = 6 andF = 4, respectively. What is actually
L o1 1 f v2 dfo( )dv @) plotted is the ratio ofto jj , wherey is the infinite slab limit
otk w-B L v O (L/A - ) of Eq. (6),
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Figure 75.37

Damping rates for a standing plasma wave in a slab of léngtbrmalized to the Landau damping rate for an infinite homogeneous pjasimaa)—(c)
results are presented for three values of the paranfetew/kv, , with smaller values df corresponding to stronger Landau damping.

B Dnmvz stge F20 modes with no angular dependencg (angular mode numbers
YL = g0 w eXPB 5 H (7) 1 =m=0); more complicated potentials and density profiles

will give rise to more complicated forms of the functiGn
defined in Eq. (10) below, but can be handled by the same

the usual Landau damping value. The Landau result ariséssic approach.

from the resonant part of the integral; the nonresonant part

gives rise to the finite geometry transit-time component of The potential inside the sphere is taken to be

the damping.

@(r,t) = Ajg(kr) cos(wt+ a), (8)

Note the monotonic decrease in damping to the usual
Landau value a4/A increases. The value of the ratio atcorresponding to a standing spherical wave, where
L/A = 1increases dsincreases and can be quite large; hencejg(x) = sinx/x denotes the spherical Bessel function of order
the transit-time damping can be much larger than the Landaero, andx is an arbitrary constant representing the phase of
rate for finite slabs. Note, however, thptdecreases exponen- the wave, to be averaged over below. The boundary condition
tially with increasing-. isjg(kR) =0, sckmay be any of a discrete set of wave numbers

determined by the roots of the Bessel function.

The nonresonant contribution does not always lead to aug-
mentation of the Landau damping rate. Aslecreases, the Lett=0 be the time when a particle is closest to the center
variation withL/A reverses and the dampimgreasesnono-  of the sphere. We obtain its change in energy by integrating
tonically to the Landau value, as shown in Fig. 75.37(c) foover the unperturbed orbit:
F = 2. The general trend seems to be that the finite geometry
increases the damping when the infinite geometry (Landau)
limit of the damping is small (larg€) and reduces damping
when the infinite geometry limit is large. An analogous trend
appears in the spherical and cylindrical cases, as discussddre 2ty =+ R? —bz/v is the time required to cross the
below, and a qualitative interpretation is presented in thephere, wherkis the distance of closest approach to the center
Conclusionssection. of the sphere. The total derivative of the potential is

AE = -¢[° vDg(r t)ct.
0

Transit-Time Damping in Spherical Geometry d 3
As an example of a finite three-dimensional calculation, we a(p[r(t),t] =V DD(p[r(t),t] + a("[r(t)’t] ,
now examine the damping of electrostatic modes trapped in a
sphere of radiuR with a homogeneous internal densigy To
illustrate the method as simply as possible, we consider ongo the above integral can be written
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AE = —ef " t° Dd r(t),t]—icl’[r(t),t]%dt- P= 4””0{.[0 drr 3 dw? [ dero "dg,
[ﬂt ot 0
2
The potential seen by the particle is the same before and after < g_l <AE >% . (12)
passing through the sphere, so 02 At oE

6,=¢, =0

_[ " d o[r(t).t]dt=0 For 6, = ¢ = 0 we can use the relatidyr =siné, to convert
t the integral oveg, to an integral ovel:

and [7'de, siné, - 2[7"%d8, sing, - 2;0dbL. (13)

\r2 -p?

From Egs. (9) and (10) we see thAE2) is independent af
for fixed b, 50 using Eq. (13) andt = 2V R2 -b2 /v, we can
Substituting the form of the potential, changing the integratioperform ther andg, integrals in Eq. (12):

variable tos = kvt, and averaging over the phasgives

AE = eI [ ).t]dt.

2mw?e? A%n
2052 A2 — o
<AE > 2k2y2 G %Rkb kT ©) K 0 (E)D
o0 R w(d
x [ dvw ==L “dbbG2 kR kb, ——. (14
where fo v T S0 Ho @BbG? KR kb (14)
) s The amplitude-damping rate is now given oyt = P/2cW,
G a(R, kb, — J’k: RR2 bbz whereW is the wave energy contained in the sphere:
"

x jo(xf k2b? + 2 ) cosé%gds (10)

)
W=]y{—) dv.
v 4 t
a function that must be evaluated numerically.

From Eg. (8) we have

Next we mustintegrate Eq. (1), the power loss in an element

of phase-space volume, over the six-dimensional phase space (E2), = lkZAz"z(kr)
inside the sphere. The total power being transferred to particles tTy lo '
in the sphere is then
o]

= [7'd6, sing, [2" dgy

E2 R
w={, 1max av== k2A2J'Or21 2(kr)dr = 4RA2 (15)

O

xé:drrzjgdwz_[gde\,_[g”d E—%< ~ > ?é% (11)
As R - oo with k fixed, the electrostatic wave will locally

where the factor 1/2 in the integrand compensates for theome to look like a plane wave with wave numktrrough-
double-counting of phase space, as noted earlierimahsit- out most of the volume of the sphere, so we might expect that
Time Damping section. Because of the spherical symmetryjn this limit Eq. (14) should give the usual Landau damping
the term in braces must be independenf,ciind ¢, so for  rate for such a wave. In Appendix A we show that this is indeed
convenience we can evaluate ifat ¢ = 0 and obtain the case.
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As in the slab geometry, we can characterize the wavedial. The cylindrical case is analyzed in detail in a forthcom-
parameters by the quantify= w/kv and calculate the damp- ing articlel? where the results are applied to the problem of
ing rates obtained from Eqgs. (14) and (15) as the radius of tltimulated Raman scattering in a self-focused light filament in
sphere changes. Figures 75.38(a)—75.38(c) show the results éolaser-produced plasma. Here we merely note that the damp-
F=6, 4,and 2, respectively. As in the slab case, we find that theg rate can be shown both analytically and numerically to
results lie above the Landau limit when the damping is weak (approach the Landau value as the radius becomes large, and we

large), and below when the damping is strdagrfall). show some results for the case of a purely radial wave vector
for the same values df = w/kvy as in the slab and spherical
Cylindrical Geometry cases [Figs. 75.39(a)-75.39(c)]. Once again, we find that the

The case of cylindrical geometry is somewhat more complifinite radius results lie below the Landau valueF@mall and
cated than the slab and spherical geometries because thereatveve forF large.
two independent components of the wave vector: axial and

35 ol ' T T I T T T T T T T
30 LIRS B S B S B S O S S S B B B N N {g 30 — (a) F = 6 —]
> r B —
(éi 25 _. (a.) F = 6 | é/ 25 - —
= - ] S 15F . -
S 15F - 2
=) - 1 Q 10 I~ ° I
& 10F | . g sk c. .
E i . 7 a e ° o
8 5 .'.. N 0 I T I.| %t pr e,
0_..........“.'.‘.'.'.'.'.-.-r._ 0 100 200 300 400
0 100 200 300 400 T 1 1 [ [ 1 [ &1 [T
14~ ]
—— — — - b)F=4 -
12 . T (b)lF . _ 12 (b) ]
10 = = 101 ]
_1or 1 < 10p -
£ 8r . 2 8 -
5 ol . 2 6f .
c 6 - £ _ i
5_ | i 8 4 B ° ]
% 4r ) 7 " : S . 7|
e - ... - 2__ """00000-.__
2 | ® e, ® e e e e — 0 P T T T NS S T S T T T AT S S S
ol 0 50 100 150 200  25C
0 100 200 1.0 i : i e
1.0- l...I...'...loo-'-(co)oFJ_oz R 08__ .'. (C)FZZ.__
__08f - B £ o6l ]
\;—' - i é 6~ _
< 06 . £ 1 ]
2 i i % 0.4 -
Q_ [~ -
0.4r- - a
g _ 02l ]
0.2 _— —_ 0.0 . | . | . | i
0.0 L 0 20 40 60
0 20 40 60 o185 R/A
R/A
P1855
Figure 75.39
Figure 75.38 Same as Fig. 75.37, but for a cylinder of radRublere F = w/kv, , wherek
Same as Fig. 75.37, but for a sphere of raRius is the radial wave number of the oscillation and the axial wave number is zero.
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Conclusions time damping of the finite system is larger than the Landau
In summary, we have demonstrated a new, simplified apdamping of the corresponding infinite system. This picture is
proach to calculating transit-time damping. Our approach usés qualitative agreement with the results we have obtained
the time-reversal invariance of the Vlasov equation to avoid thabove for the slab, cylinder, and spherical geometries.
necessity of calculating the wave—particle energy exchange to
second order in the wave fields. We have illustrated the method It should be noted that the essential advantage of the time-
by analyzing the damping of electrostatic oscillations in slabreversal invariance approach—the need to calculate the wave—
cylindrical, and spherical geometries, both analytically angarticle energy transf&k to only first order—is not dependent
numerically. In general, our results seem to show that finiten the particular geometry of the system under consideration.
geometry effects tend to augment Landau damping when Ror purposes of illustration, we have chosen simple geom-
would be small in an unbounded geometry, and reduce it wheatries; in more complex geometries and inhomogeneous plas-
it would be large. mas the phase-space integrals such as Eq. (13) will have to be
carried out numerically, but the simplification in the calcula-
These results suggest a qualitative physical interpretaticion of AE will then be even more valuable. In Appendix B we
based on regarding the particles interacting with the electreghow that the time-reversal invariance approach can be applied
static wave as falling into two classes: resonant and nonresonaint.quite general geometries, and verify that it gives results
Resonant particles are those whose (unperturbed) motion keagentical to the perturbed orbit approach.
them in a constant phase relationship with the wave; depending
on this phase they continuously either gain or lose energy frodCKNOWLEDGMENT
their interaction with the wave. As is well known, these are the This work was supported by the U.S. Department of Energy Office of
particles responsible for Landau damping in infinite homogel_nertial Confinement- Fus-ion under Cooperative Agreement No. DE-FCO03-
neous plasmas. Nonresonant particles, on the other hand, se8g -0+60 the University of Rochester, and the New York State Energy
. . Research and Development Authority. The support of DOE does not consti-
varying wave phase as they propagate, and alternately gain %UFS an endorsement by DOE of the views expressed in this article.
lose energy as this phase changes. In the case of an infinite
geometry, these gains and losses cancel out over the infinigpendix A: Large-Radius Limit of Collisionless
“transittime,” and the nonresonant particles make no contribusyamping in Spherical Geometry
tion to Landau damping. In the case of a finite system, the
“resonant” particles can be regarded as those that do not getTo evaluate the damping rate for large radii, we first inves-
significantly out of phase with the wave while passing througliigate the nature of the function
the system; since their transit time decreases as the system
becomes smaller, the number of particles that can be regarded
asresonantincreases as the confinement volume shrinks. It can
be showrf however, that the contribution of these nearly
resonant particles to the damping goes as the fourth power wbm which Egs. (14) and (15) contain fRdependence of the
the time, so that the net contribution to the damping of the neadlamping rate (here = w/kv and the factok is included for
resonant particles diminishes as the confinement volume amdnvenience to make the function dimensionless). From
the transit time become smaller. On the other hand, for a finitéq. (10) we have, usinfg(x) = sin(x)/x and definingt = s/kR
volume the energy gains and losses of the nonresonant pand x = b/R,
ticles no longer average to zero, and as the volume becomes
smaller, the contribution of these nonresonant particles to th&(kR,x 7) = ZJ,Ji—XZ sinkRyt2 + x2
damping becomes larger. Thus, the damping in a finite system ' 0
contains a smaller resonant componentand a larger nonresonant
component than in the corresponding infinite system. Wher: Im .
the Landau damping is large in the infinite systénsrhall), 0 Vt2 + x2
the decrease inthe reso.nant damping dominatgs the incre.ag,e in DikR(yW—zt) ikR(\;mm)
the nonresonant damping, so that the damping in the finite (e +e
system decreases from the Landau rate as the system size
pllmmlshe_s. When Landta(;J dar_nplr:jg is sr?ﬂllérgdeih thte o Imgd_xz ;[eika-(t) +eika+(t)]th A2)
increase in nonresonant damping dominates, and the transit- 0 m g

S(KR 2) = % [ dbbG2(KR kb,2), (AL)

cos(zkRt)dt

\fftz + x2

\‘:].—X2 1

]
8 8

206 LLE Review, Volume 75



LANDAU DAMPING AND TRANSIFTIME DAMPING OF LocALIZED PLAsMAWAVESIN GENERAL GEOMETRIES

where Using t = s/kR and x = b/R, this can be written
(,U+(t) = \/tz + X2 +zt. G(kR kb Z) ~ ZIKRM COS(ZS) ds
N ’ 0 /k2p2 +g2
We next use the method of stationary phase to determine the
dominant behavior o6(kRx,z) askR - . Using the Rie- @ sinvk2b? +s2 (9d
mann-Lebesgue lemma, it is readily shown that the integral in 0 Jk2p2 +<2 cos{z)ds
Eq. (A2) vanishes a¥/kR askR - o unless the functions
Al 15 s t _ ( /—2) obcf .,
) == = = 1mJglkbVl-2z7| for =———= +z°<1.
Wi(t) dt[\/t +Xx% tzt NEIe +7 o| Kb ‘RO
vanish at some point in theéntegration interva[O, V1- xz], Substituting in Eqg. (A4), we obtain
in which case the integral will vanish more slowly thadRHS
kR - . Clearly ¢/, (t) cannot vanish in this interval, so the 1 kRy1-22 >
dominant behavior o& is given by S(kR 2) ~ Rlo d(kb) (kb) G*(kR kb, 2)
/1-x2 1 KR = ;
G(KR x,2) ~ Im{ " ————— &kR¥-(gt T KR1-22
%0 2+ x2 E R o d(kb)(kb)Jg(kb\/l— 22)
for x2+z2<1. (A3)  forz<1.Using

The inequality in Eq. (A3)_is the necessary and sufficient
condition thaty” (t) vanishin|0, \W‘j .Whenthisinequal-

ity is not satisfiedG vanishes more rapidly &R — o and
hence may be neglected; thus, the dominant behavior tiis becomes
Eq. (Al) akR - o is given by

[ J3(ax)dx= X—;[Jg(ax) + le(ax)] ,

kR
- A RR 2
SKR 2) ~ kR, dxxG2(KR X, 2). (A4) S(kR2)~— 1-2)
The dominant contribution_to the integral in Eq. (A3) comes {Jg[kR(l— 22)] + le[kR(l— zz)]}
from the point in[?),xll—x2 where /. (t) vanishes, so we

may extend the upper limit of the range of integration without

changing the leading behavior Gf ~nmaskR - wforz<i,

kR[N 12 +x2 - where we have used the formula
GIR X2 ~ Im-———¢ e Zt)dt%
\ﬁt2+X2 E 2

lim x[JZ(x)+J2(x)| = =.

lim x[33(x) + IF(x)] ==

for x2+z2 <1,
Forz> 1, since the conditiox? + Z2 < 1 cannot be satisfied,

1sin(kR\/t2 +x2) S(kR,2) must vanish akR - . Defining
~2f[j— cos(zkRt) dt
V2 + x2 T ’ " gm,z<1
2)= lim 7) = ,
(2) Jim kR 2) Uo.251
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we see thal(2) is a step function im. y _ 2m?€e’ny dg(u)
lim £=-=-20
. . KR_ o0 @ kem du |,.@
Thus, using Egs. (14) and (15), the damping rate for large k
kR becomes _ g dg(u)
2k?  du [_@’
lim L= lim —— “

kRoo W kR-o 20W

_ 47'[2(1)62 00 0 afo 0
= —k3 nOJ'O dvv E‘a—EHT DED

_ 4rmwe? w 0
= Tnonfw/k dVVHa—EE (A5)

Note from Egs. (12) thafy here is the normalized three-
dimensional distribution function, assumed isotropic:

anf'v2 fo(v)dv =1.

Using

dfg _ 1 0fy
dE mv av’

the integral in Eq. (A5) is readily evaluated to give

lim Y = 2TW nofog%g. (A6)

which is just the Landau damping rate for plane waves of
frequencyw and wave numbék This is to be expected since,

as the radius of the sphere increases, an increasingly large
fraction of the volume of the sphere contains waves that are
locally planar, so that particles gain energy from them at the
same rate as from a plane wave.

Appendix B: Equivalence of Perturbed Orbit and
Time-Reversal Invariance Approaches to
Transit-Time Damping

Transit-time damping of a confined electrostatic wave in a
plasma arises from the transfer of energy from the wave to
particles passing through the confinement region. In many
cases of interest it may be assumed for purposes of calculating
the damping that the wave properties (amplitude, frequency,
etc.) are stationary in time. This means that background plasma
properties such as the size and density of the confinement
region are either constant or their variation is small during the
wave period and the particle transit time. It also means that the
wave energy lost to the damping is either replaced by another
process, such as stimulated scattering, or again is small during
the wave period and particle transit time.

Previous calculations of transit-time damping have taken a
straightforward approach: the energy gained or lost by a
particle transiting the confinement region is calculated, aver-

This result can be expressed in a more familiar form in termasged over the phase of the wave, and integrated over the flux of

of the one-dimensional velocity distributigndefined by

g(u) =2, dvvfo(\s‘”‘u2 + v2)

=271 dwvfo(v). (A7)

Differentiating this expression gives

1 dg

dg
—= = =2mufy(u), f =- .
du ™ O(U) o O(u) 27mu du

In terms of the one-dimensional distribution function,

Eq. (A6) becomes

208

particles weighted by the velocity distribution function. This
approach can be represented in general by Fig. 75.40(a), and
the power transferred from the wave to particles can be written

P =[5 dvx vx[dsfo(E)(AE(E,0,5.9))

—IiodvxVXJ’dst(E)<AE(E,I,s,(p)>(p. (B1)
Here the angle brackets denote averaging over the plrdse
the wave, and represents the coordinates and velocities

perpendicular to the arbitrarily chosen x axis:

ds = dydzdv,dv, .
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(a) (b)

Ey+ L(r2, Vo) (T2 Vo @)

Eq(ry v) (ry, vy, @)

Ez(rz, V2) (r v (pz) _','
2 V2,

By + L(rqy, vq) (1 v, @)

Eq(rq, v
3( 3 3) Figure 75.40

E4+ L(r4, V4) Schematic of transit-time damping calculation for a wave confined to an

arbitrarily shaped volume, as presented in Appendix B. The volume (shaded)

is enclosed within a slab. In (a) the enelglpst by the wave to particles

entering from the left and from the right is calculated separately to second

E3+ L(r3, V3) order and averaged over phase. In (b) each particle entering from the left is

E4(r4’ V4) matched with the time-reversed particle entering from the right and the net
energy change calculated to first order.

P1857

We include in our analysis all particles passing through a slab The energyAE gained or lost by a specific particle is first
extending fromx = 0 tox = | and containing the confinement order in the field amplitude, but the gains and losses cancel to
volumeV. (Of course, only those particles following trajecto- first order after phase averaging, so that the loss fundtiares

ries passing throug¥i actually contribute to the damping, but second order in the field. Evaluation of the loss functions thus
describing only these trajectories is difficult for a volume ofrequires that the energy changss also be calculated to
arbitrary shape. Including all trajectories passing through theecond order, which in turn means that the perturbed trajecto-
slab greatly simplifies the representation of the particle flux imies must be determined and integrated over. This can lead to
the general case and does not change the result since tmmplicated calculations in general. Details of the calculation
additional trajectories do not contribute to the damping.) Thef the loss functions and the resulting damping rates are given
functionsAE (E,0,5,¢) andAE (E,|,s,¢) give the energy change for some simple cases in Robinson.

for particles entering the slabyat 0 andx = I, respectively,

with energyE, phasep, and other parametessThe distribu- Our purpose here is to show that the integrations in Eq. (B1)
tion functionfy is assumed uniform and isotropic and dependsan be rearranged so thisE need only be calculated to first
only on the energ\e = m(vX +vy +vz)/2 order, which can be accomplished by integration over the

unperturbed orbits.
The next step is to calculate the phase-averaged energy
change: First we take the phase average outside the integrations and
write it explicitly as an integral oves

L(E.0,5) = (AE(E,0,5.9)),, for x=0, vy >0;
_ 1 on
L(E,|,s):<AE(E,|,S,(p)>(pfor X =1, VX<0- P—2 IO dfpfo de xIdeO( )

_21nJ.2ndqu' av vxj’dsfo( ) _(E'Lg,_)' (B2)

E(E,0,59)

LLE Review, Volume 75 209



LANDAU DAMPING AND TRANSIFTIME DAMPING OF LocALIzED PLAsMAWAVESIN GENERAL GEOMETRIES

where we have also denoted the integration parameters f8ince the process is assumed to be stationary, Eq. (B8) must be

particles entering the slab from the righkatl by an overbar

invariant under time reversal. The only effect of the time-

(this amounts only to a change of dummy variable at this poirreversal operator on Eq. (B8) is to change the sigg(sfrictly

and has no physical significance). We could, however, just agpeaking, it also changes the phase by a constant, but since we
well calculate the second integral in Eq. (B2) by integratingare integrating over a), this is irrelevant). The time-reversed
over the parameters with which these particles leave the slabfatm of Eq. (B8) is thus

x=0. Since we are dealing with a collisionless plasma, we can

invoke Liouville’s theorem to say that an element of phasey, _

space volume is invariant on passing through the slab:
dxdydzav,dvydv, = dxdydzdv, dv, dv, . (B3)

Using dg=wdt, dg=wdf, dx=v,dt, and dx=Vv,df,
wherewis the wave frequency, Eq. (B3) becomes

vy dydzdv, dv, dv,de = v, dy dz dv, dvy dv, do

or

vydv,dsdg = v,dV,dsdg . (B4)

Thus, the transformation from the integration parameters at
x =1 to those ak = 0 has unit Jacobian, and we can write

Eq. (B2) as
_ 1 on
P_erI df, dvy vy [ ds fo(E) AE(E, O,s,¢)
1 on

i de> dvy vy [ds fo(E) AE(E.1,5.9), (BS)

where E is now a function of the = 0 parameters:

E=2m(vZ+vZ +v2)+AE(E0,59)

N

=E+AE(E05s09). (B6)
Also, from the definitions oAE and AE, we have

AE(El59)=E-E=-AE(E0s@). (B7)

Substituting Eqgs. (B6) and (B7) in Eq. (B5), we get

1 2
= — [ d@[5 dvy vy [ ds fo(E) AE(E, 0,5, ¢)

+217112"d(pj dvy vy [ds fo(E + AE) AE(E,0,5,¢). (B8)

210

1 on
~52Jo dqoj dvy vy [ds fo(E) AE(E, 0,5,¢)

1 2
Zn_[ond(p_[o dvy vy [ ds fo(E + AE) AE(E, 0,5,¢). (B9)

Adding Egs. (B8) and (B9) and dividing by 2 gives

1 o
= —Ignd(p_[_m dvy |vx|

[ds] fo(E) - fo(E + AE)| AE(E, 0,5,¢)

oo

. B10
¢ dE (B10)

3 onpsleeosd)

Note that although this expression is second order in the field,
as it should be, it achieves second order only through the
squaring ofAE, so thatAE itself need only be calculated to
first order.

Equation (B10) is a surface integral, i.e., the values, of
ands in the integral are evaluated on the O surface of the
slab. It is useful to rewrite Eq. (B10) in a form involving a
volume integral rather than a flux. The integration in Eq. (B10)
is shown schematically in Fig. 75.40(b). Since we are calculat-
ing AE to first order, we can represent the particle trajectories
by their unperturbed orbits. Consider the six-dimensional
“flux tube” traced out by a phase-space volume element
crossing the slab along an unperturbed orbit (which need not be
a straight line). The rate at which phase-space volume enters
the tube isv,ds, and since in a collisionless process phase-
space volume is conserved, the volume of the flux tube is given

by
AV =t4(E, s)v,ds, (B11)

wheretg(E,s) is the time taken for a particle following the orbit
to cross the slab. Since phase-space volume moves as an
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incompressible fluid, flux tubes cannot intersect, and a set ®EFERENCES

these flux tubes whose collective cross section comprises the
x =0 plane will exactly fill the phase-space volume within the

slab. Furthermore, the (unperturbed) fiuds through the 2.

tube is a constant, so we may deform the slab boundary as
shown by the dotted contour in Fig. 75.40(b) without affecting
the validity of Eq. (B11); the volume of the tube and the time

taken to pass along it are reduced in the same proportion. As*

long as the deformed boundary is outside the volwhie

which the potential is nonvanishinyi is also unaffected, so s,

we may deform the original slab boundary to conform to the
boundary ofV and use Eqg. (B11) to convert Eq. (B10) to an

integral over the phase space witkin 6.

__1 3 3
P= EId rJ’dv

=%J’d3rj'd3vAP, (B12)

whereAP is the expression for the energy loss for a volume of
phase space we wrote down immediately on the basis of time-

reversalinvariance in Eq. (1) at the beginning of this article. Wel1.

have derived Eq. (B12) from Eg. (B1) here to demonstrate the
equivalence of our approach to earlier formulations of transit-
time damping, which are also based on Eq. (B1).
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Highly Stable, Diode-Pumped Master Oscillator
for the OMEGA Laser Facility

The OMEGA facility is a 60-beam, 30-kJ (UV) laser systemOMEGA Pulse-Shaping System

for performing inertial confinement fusion (ICF) experiments.  The heart of the OMEGA optical pulse—shaping system is
One of the main features of the OMEGA laser is an opticahn integrated-optic (I0) modulator. To obtain high-contrast,
pulse—shaping system capable of producing flexible tempordligh-precision, shaped optical pulses, the modulator must be
pulse shapés(Fig. 76.1). The recently developed diode- biased to provide zero transmission in the absence of an
pumped Nd:YLF master oscillatis capable of satisfying the electrical waveform (modulator minimization procedure). To
basic OMEGA requirements, such as single-frequency, longaccomplish this on OMEGA, cw laser radiation from a differ-
pulse, Q-switched operation with high amplitude stability. entlaser source than the master oscillator (the cw mode-locked
Some OMEGA operational issues (modulator minimizationlaser) is manually directed to the modulator. This operator
procedures, bandwidth characterization, increased repetitiantervention is time consuming and places unnecessary stress
rate, and temporal diagnostic calibration), however, have man fiber-optic connectors and components. This operator inter-
tivated the development of a new diode-pumped, multipurposeention is eliminated with a master oscillator that can be easily
laser. The new laser is capable of serving as the OMEGAwitched to cw operation.

master oscillator (stable, single-frequer@switched opera-

tion), as well as a source of stable, single-frequency cw By increasing the laser repetition rat€xswitched opera-
radiation (for modulator characterization and minimization)tion, precision pulse-shape and bandwidth measurements can
and stable, sinusoidally modulated radiation (for temporabe made with a high-bandwidth sampling oscilloscope. In
diagnostics calibration). addition, with careful laser-cavity-length control the laser can

38/76 MHz master ~ OMEGA
rf generator > timing system

v Y

cw mode-locked
oscillator

Electrical waveform
generator

Laser source -
for modulator
minimization and
characterization

AN

Shaped pulse

OMEGA to OMEGA
master IO modulator
oscillator
Bias input
E8907
Figure 76.1

Block diagram of the OMEGA pulse-shaping system.
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lase simultaneously on two adjacent cavity modes and provide
a precise, temporally modulated signal for temporal diagnos-
tics calibration (streak cameras, photodetectors, etc.).

o
w

0.2+ P i
Laser Characteristics

The basic design of the laser (Fig. 76.2) is similar to the one
described earlietAs a pump source we have chosen a single-
stripe, 1.2-W, cw SDL-2326-P1 laser diode (a modification
from the previous design) with a thermoelectric cooler that
eliminates the need for water cooling. The diode wavelength is
temperature tuned to 797 nm to provide maximum pump
absorption in the active element. The polarization of the pump
radiation is parallel to the-axis of the active element, which E8910
increases pump absorption to approximately 80%. Figure 76.3

Laser cw output power versus diode pump power for bidirectional operation.

Beam-conditioning optics for the diodes consist of an AR-
coated aspherical lens (NA~0.68) and an AR-coated cylindr200-ns (FWHM) pulses [Fig. 76.4(a)] at a repetition rate of up
cal lens. The pump radiation is focused into the active elemetd 10 kHz. The energy content of the sliced, flat-top portion of
through the dichroic end mirror. Transmission of the condithe pulse [Fig. 76.4(b)] is 0.2 to 18, depending on the pulse
tioning optics, focusing lens, and dichroic mirror is ~90% atvidth. Without removing the rf power to the AON){switch
797 nm. The active element is a 4-mm-diam by 5-mm, 1.1%igger off), the laser generates up to 100 mW of single-
Nd:YLF wedged and AR-coated rod oriented with the Brewstefrequency cw power (optical-to-optical efficiency is ~13%).
prismto provide 1053-nm lasing. The acousto-optic modulator
(AOM) used aQ-switch (GOOCH & HOUSEGO, QS080- The spatial laser beam profile is close to TfgMnd is
2G-RU2) is wedged and AR coated for 1053 nm. In the cvlaunched into a single-mode optical fiber delivery system for
operation regime (no rf power applied to the AOM) the laseall our applications. We routinely achieve a single-mode fiber
generates a total of 260 mW of cw power (in both countertaunching efficiency of the order of 85%, which indicates a
propagating beams) with an optical-to-optical efficiency >21%high-quality beam profile.
at 1053 nm (Fig. 76.3).

\

\

Laser cw output power (W)

o
o
O o

|
0.6 0.9 1.2
Pump power (W)

w

Laser Parameter Control and Stabilization
Unidirectional single-frequency operation is achieved by To achieve single-frequency, highly stable (in terms of
applying a low (<200-mW) rf power to the AOMBy remov-  amplitude, timing jitter, wavelength) laser operation we em-
ing the rf power from the AOM we obta@switched, 50- to  ploy several feedback loops:

Computer-controlled

HV cavity-length
A

Laser wavelength | Source feedback loop
adjusted via
Figure 76.2 temperature-tunegd
Block diagram of the multipurpose Nd:YLF laser. Nd:YLF
Etalon ==
[Qlicarl /
Slicer >
f:engggtcukdﬁj-o <---oo--t Entire laser is
temperature stablized

E9094
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14 T T T T T T T T
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Figure 76.4
(a) TheQ-switched pulse envelope and (b) sliced central flat-top portion of the pulse to be sent to the modulator.

« amplitude-feedback loop
» wavelength control and stabilization

have developed a miniaturized heater—sensor feedback loop
that is mounted on the active element heat sink and can

» frequency-feedback loop
» overall laser temperature stabilization
e two-mode operation

maintain its temperature to within 0CL. Figure 76.6 shows
the wavelength tuning and stabilization by adjusting and main-
taining the temperature of the active element. We have found

the thermal wavelength coefficieAd/AT to be+0.08 APC.

1. Amplitude-Feedback Loop

To damp relaxation oscillations and stabilize the prelas8. Frequency-Feedback Loop and Overall
phase, the rf power applied to the AOM is controlled with a Temperature Stabilization
circuit that provides negative amplitude feedback. One of the To ensure single-frequency operation we have developed a
beams diffracted by the AOM is coupled into a 0.4-mm multi-computerized wavelength-feedback loop. The laser spectrum
mode fiber and sent to a diode that generates a feedback sigisaimeasured with an air-spaced etalon and analyzed by a
(Fig. 76.2). For a high (low) feedback signal the rf power to theomputer equipped with a CCD camera and framegrabber. If
AOM is increased (decreased), thus increasing (decreasinthe fringe peak moves, the computer produces a driving voltage
the cavity losses and stabilizing the cw laser output poweto change the high voltage on the piezoelectric translator (PZT)
With amplitude-feedback stabilization, a very smooth prelase

phase with no relaxation oscillations is observed (Fig. 76.5), 1.0 . T .
and the externally triggerab@switch leads to high amplitude
stability and low temporal jitter of the output pulse. Amplitude <— Q-switch pulse
fluctuations of theQ-switched pulse are 0.5% rms and the 3 (off scale)
timing jitter is 3 to 5 ns rms depending on Beswitched 'g
optical pulse duration. 5 09 7
%]
by
2. Wavelength Control and Stabilization - Quasi-cw prelag f\OM rf power rerpoved
Due to the large longitudinal mode spacing and the absence l l
of wavelength-tuning elements (such as etalons, gratings, etc.) \"u‘_h : L.._
; ; ; . 0.0 — - '
the laser is operating at the peak of the gain curve; thus, the only 0 50 100 150

way to adjust and stabilize the lasing wavelength is to adjust the
peak position of the Nd:YLF gain curve by changing and £9*?
stabilizing the temperature of the active element. The operat-
ing temperature of the active element i8G34o 36C withno  Figure 76.5

temperature control. Adjustment of the laser Wavelength fd?mplitude f.eedback proviqes const.ant. pre?.lase for higher amplitude stability
OMEGA requires additional heating up to°89to 45C. We of theQ-switched pulse with lower timing jitter.

Time (s)
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Figure 76.6

to correct the laser cavity length and bring the fringe peak to its
initial position. The following procedure locates the correct
fringe position (reset): The computer scans the PZT driver
voltage until the two-mode operation is detected; it then
reverses the scan to find the next two-mode operation voltage;
and finally, it sets the voltage between these two-mode opera-
tion voltages. This reset procedure is repeated every 0.5 h and
ensures single-frequency operation [Fig. 76.7(a)]. The thermal
drift due to room-temperature changes, however, causes an
undesirable wavelength drift. When the laser housing and
active element are temperature stabilized [Fig. 76.7(b)], the
laser runs single frequency with a residual wavelength drift of
0.01 A rms over 15 h of operation (Fig. 76.8).

We have taken the envelope of the sliced flat-top pulse using

The laser output wavelength is adjusted and stabilized by controlling thg 20-ps—reso|ution streak camera. This envelope is extremely
temperature of the active element. '

E9046

Fringe peaks gtu!

smooth (Fig. 76.9), indicating a high single-frequency contrast.
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D
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Figure 76.7

The laser operates with a single frequency; however, with no temperature stabilization the frequency drifts over timesititefotiom temperature (a).
Temperature stabilization of the active element and laser components significantly improves wavelength stability (b).
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4. Two-Mode Operation

HiGHLY SraBLE, Diobe-PumpeD MASTEROscILLATORFOR THE OMEGA laserFAcILITY

Conclusion

By applying the appropriate computer-controlled feedback We have developed a diode-pumped, multipurpose Nd:YLF
to the PZT-mounted prism in the laser cavity, the laser can Haser forthe OMEGA laser facility thatis suitable for our pulse-
forced to operate over many hours on two adjacent longitudinahaping applications, including modulator minimization and
modes with approximately equal amplitudes [Fig. 76.10(a)]. Irtharacterization, as well as temporal diagnostics calibration.
this case the pulse’s temporal structure is a deeply modulat@the laser combines three functions without realignment:
sinusoidal signal with a 267-ps period [Fig. 76.10(b)]. This
signal can be particularly useful for OMEGA temporal diag-> Q-switched, single-frequency master oscillator for the
nostics calibration such as streak camera sweep speeds, etc. OMEGA laser,

0.04 T |

0.02

0.00

-0.02

Wavelength change (A)

-0.04 : :
0 5 10

E9047 Approximate time (h)

15

Figure 76.8
The laser wavelength stability is 0.01 A over 15 h.

(a)
Air-spaced CCD

Laser etalon Lens  camera Computer

I I O — >| Feedback

Laser mode spacing ~ 4 GHz

e cw single-frequency operation for pulse-shaping applica-
tions, and

» the source of a stable sinusoidal optical signal for diagnos-
tics applications.

b lO T T T T I [
2
S 08
S
= 06
8
=z 041 Streak camera
£ resolution is ~20 ps
S 0.2 (no flat-field correction)
OO | | | | | |
0.0 0.5 1.0 15 2.0 2.5 3.0
E8913 Time (ns)
Figure 76.9

Streak camera measurement of the pulse envelope (no flat-field correction)
showing high single-frequency contrast.
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Figure 76.10

(a) Long-term, two-mode operation and (b) streak camera measurement of the optical sinusoidal signal (no flat-field correction)
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Regenerative Amplifier for the OMEGA Laser System

The 60-beam OMEGA Nd:glass laser is a direct-drive inertiation in the flash-lamp outpudEyy, /Epump l€ads to a varia-
confinement fusion (ICF) laser facility capable of achievingtion of the amplified pulse energye,; /Eout as’
30-kJ UV energy with an arbitrary temporal pulse shape pre-
determined by thetgrget design. The initial Iow—energy, tempo- 5Eout/|50ut = |n(Gtot)5Epump/Epumpa (1)
rally shaped pulse is generated by the pulse-shaping system
(similar to a design developed at the Lawrence Livermore
National Laborators), followed by multistage amplification whereG,y; is the total small-signal gain. For a standard regen,
with splitting, resulting in 60 laser beams with 1-kJ IR energyG;; = 10’ to 1P; therefore, fordEy; /Eqy = 2%, the pump
per beam. At the first amplification stage a negative-feedbaclenergy variation must béEy my /Epump < 0.1%. For a stan-
controlled, Nd:YLF regenerative amplifier (regen) is used. Irdard flash-lamp—pumped regen, this is difficult, if not impos-
this regen, the shaped pulse is amplified up to nine orders sible, to achiev€:’In addition, fluctuations in the pulse energy
magnitude to the submillijoule level. injected into the regen can also affect the regen output stability.
For an externally synchronizable pulse, 2% regen output sta-
In this article we present the requirements, design, anbllity requires approximately the same stability for the injected
experimental results for the regens currently in use opulse. This is difficult to achieve since the efficiency of inject-
OMEGA. These externally synchronizable regens boost thimg an optical pulse into the regen is affected by many factors
energy of the temporally shaped pulses to the submillijouléhat are difficult to control. A negative feedback can enhance
level with long-term energy variations of ~0.2% and with thethe stability and external synchronizability of the regdnt
output parameters of the amplified pulse insensitive to ththe time-dependent losses introduced by that negative feed-
injected pulse energy. The temporal distortions of the amplback can cause undesirable temporal-pulse-shape distortions
fied pulse caused by the negative feedback are immeasurabié.the injected pulse during amplification. These distortions
Four regenerative amplifiers equipped with this negative feedare difficult to model accurately, which seriously hampers the
back system have operated flawlessly on OMEGA for the pageneration of a desired pulse shape at the regen output.
two years.
We developed a flash-lamp—pumped Nd:YLF regen with a
Regenerative Amplifier Requirements for the OMEGA redesigned negative-feedback system that completely satisfies
Laser System OMEGA requirements. This feedback system introduces no
The pulse-shaping system on OMEGA must meet a numbéemporal-pulse distortions, apart from pulse distortion due to
of specificationdwith a large safety margin to allow stable andgain saturation, that can be accurately modeled and compen-
reliable OMEGA operation. The low-energy pulses generatesated for. In the following sections we will discuss practical
by this system must be amplified to an ~4@Denergy with  aspects of this regen design and present results of our numeri-
better-than-2% stability; the output pulses must be externallgal modeling and experimental measurements.
synchronizable; and the amplification process should introduce
minimum and predictable temporal-pulse-shape distortions. Negative-Feedback System for the Regenerative
Amplification of Temporally Shaped Pulses
Multipass regens have been shown to provide high d&ins. A negative feedback renders the regen output insensitive to
Flash-lamp-pumped regens, however, have typical output emput variations as well as to gain and loss fluctuations inside
ergy fluctuation®8 in the range of 5% to 10% for externally the regen cavity. The feedback signal is derived from the
synchronized laser pulses. These fluctuations are caused pritracavity pulse energy and controls the intracavity losses. A
marily by anintrinsic flash-lamp instability. The relative varia- block diagram of this regen is shown in Fig. 76.11. The
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instantaneous intracavity pulse energy is sensed by a photo- The steady-state phase also compensates for gain fluctua-
diode whose signal is amplified by feedback electronics antions caused by flash-lamp fluctuations. During the steady-
applied to the Pockels cell electrode; thus, the losses increastate phase the circulating-pulse energy remains approximately
as the circulating pulse energy increases, resulting in a steadyenstant while the gain continuously decreases due to the
state round-trip gain near unity. After the feedback (pre-lasednergy dissipated by the feedback losses. The rate at which
phase, all cavity losses are eliminated, and the pulse is ampjain is reduced after each round-trip depends on the ratio of the
fied as in a standai@-switched oscillator. intracavity pulse fluence to the saturation fluence. The exact
value of the intracavity pulse energy in the pre-lase phase can
The pre-lase phase is crucial for stabilizing the outpube controlled externally to minimize the regen output fluctua-
pulse energy. Pulses injected into the regen above the averagms due to gain or loss variations (Fig. 76.12).
energy reach the steady-state phase early in time, while in-
jected pulses with less energy reach the steady-state phaseSuccessful implementation of this distortionless negative-
later. In the steady-state phase, the circulating intracavity puldeedback system places stringent requirements on the feed-
energy is constant and independent of the injected puldmck electronics. Our intracavity Pockels cells are KD*P
energy (Fig. 76.12); thus, the regen with negative feedback @ystals that require the feedback electronics to deliver high-
very insensitive to input fluctuations, in contrast to a regewoltage electrical signals in the 2- to 3-kV range in order to

without feedback. introduce noticeable intracavity losses. Past experience has
Single-pulse output Injected signal energy
energy ~1mJ could be down to the
femtojoule range.

N

N Figure 76.11

Block diagram of the regen with negative feedback.
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showr? that the negative-feedback electronics must have phase the relaxation-oscillation frequency of the regen is very
delay time shorter than 2 to 3 regen cavity round-trips. Temall [see Eq. (2) with= 1]; thus, the circulating pulse energy
stabilize the intracavity pulse energy, the feedback electrorcan be held constant with a second low-voltage, low-frequency
ics must respond faster than the relaxation-oscillation freelectrical-feedback signal. Due to the low voltage and slow
quency? temporal variation of the second feedback component, the
temporal shape of the amplified pulse is not distorted.
@ = \‘H(r G @ Regen Modeling

The regen dynamics were modeled in a manner similar to
where y, is the inverse photon lifetime in the regen cavity,that published in Ref. 11. Using an ideal four-level amplifying
¥LE is the inverse relaxation time of the upper laser levemedium, neglecting fluorescence depumping, and assuming
of Nd:YLF, andr is the pumping rate. These feedbackthat the pulse fluenc&is much smaller than the saturation
requirements are difficult, if not impossible, to fulfill with fluence Jg of the gain mediumJ{yg.y g = 0.8 Jicrd at

standard electronics. 1053 nm), one obtains a pair of simplified recurrent rate
equationst
Typical fast, high-voltage feedback electronics strongly
distort the output pulse shape because of small feedback- k1 = Tieexp (oK) - )

induced intracavity loss variations during the time the circulat-
ing pulse propagates through the Pockels cell. Although the
single-pass distortions are small, their effect is cumulative, and
after many round-trips the distortions become severe. To elimi-
nate these distortions the negative-feedback signal applied kterek is the index for the resonator round-triR; gy, andJy
the Pockels cell must be constant while the shaped pulsge the resonator transmission, gain coefficient, and pulse
propagates through the Pockels cell. This requires that tHkience during thé!" round-trip, respectively; ang, = In
negative-feedback signal have no fast-frequency component§ss), whereGs is the small-signal gain of tHé" round-
which contradicts Eg. (2). trip. We have also assumed that 8 J, /J5 << 1. The gain
coefficient at the time of injectiomy, is proportional to the
This problem can be circumvented with a two-componentpump energy, mp The calculated intracavity fluence of the
negative-feedback signal. The first component is a high degen is shown in Fig. 76.13(a) for an initial net round-trip
voltage that introduces a time-independent constant loss agdin Gy = 2.1, which is typical for OMEGA regens. The
brings the regen very close to the steady-state phase. In tlispendence of the output pulse train (pulse energy and build-

Ok+1 = 9k ‘[eXD(gk) ‘1] J/Js- (4)

() (b)
12 T T T T T 10 T T T T
g 10 — Gox0.99 _ — Gpx0.99
> Go=2.1 08y Gy=21 |
208G 0= . e
k= - - Gyx1.01 06F --gyx1.01 }
2 06} -
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Figure 76.13

Numerical simulations clearly demonstrate the stabilizing effect of the negative feedback on the output energy of thehéesol{d line—standard regen
output; dashed/thin solid lines—pumping energy varied1$p; dotted line—18 less injected pulse fluence; (b) same as (a) but with negative feedback.
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up time) on variations in net round-trip g&bg and injected Pockels cell, adding a time-independent constant intracavity
pulse energ¥;, are also shown in this figure. loss. As a result, the net round-trip gain is reduced to just
slightly above threshold, preventing further rapid buildup of
The two-component negative feedback is modeled by muthe laser pulse. At this time, a small feedback voltage applied
tiplying the right side of Eq. (3) by the transmission functiongo the Pockels cell is sufficient to control and maintain a
Tgc and T, The former models the time-independent lossconstant steady-state pulse energy over periods of a few micro-
while the latter accounts for the modulated feedback losseconds. Furthermore, since the regen operates close to the
required to maintain constant circulating pulse energy. Ththreshold, the response time of the regen (equal to the inverse
actual value ofT. is adjusted in such a way that the regenof the relaxation-oscillation frequency) is very long compared
operates just slightly above threshold. In the steady-state the regen round-trip time of 26 ns. This completely elimi-
phaseT,.is inversely proportional to the difference betweennates pulse distortions caused by the negative feedback. At a
the intracavity pulse fluence and the threshold fluelgcef  predetermined time [Q3 in Fig. 76.13(b)], a th@eswitch
the pulse at the time when the dc feedback losses were intresltage step is applied to the Pockels cell, which compensates
duced. In Fig. 76.13(b), modeling results for the regen withhe losses caused by the previous loss-producing voltages.
the feedback are presented for the same initial conditions a$is process produces a train of highly stable pulses under a
in Fig. 76.13(a). The negative-feedback stabilization of th&-switched envelope as shown in Fig. 76.15. Single shaped
regen output is clearly apparent by the insignificant variationpulses of ~1 mJ and exceptional energy stability (~0.2% rms)
in maximum amplitude of the train envelope as well as byave been generated over periods exceeding 4 h of continuous
the constant build-up time beyond the externally triggere®-Hz operation [~7.7x 10* shots (see Fig. 76.16)]. A

Q-switch [Q3 in Fig. 76.13(b)]. 0.5% rms energy stability was observed over a 9-h period
(>1.6x 10P shots). In addition to its excellent energy stability,
Experimental Results the regen output is also very insensitive to the injected energy

The block diagram for the regen with negative feedback iésee Fig. 76.17).
shown in Fig. 76.14. A temporally shaped optical pulse is
injected into the regen through a polarization-maintaining, Injection of a square pulse confirms that the only measur-
single-mode fiber and a Faraday isolator. At the time ofble distortions of the temporal pulse shape are due to gain
injection, a step-like quarter-wave voltage (~4.1 kV) is appliecaturation. These distortions can be modeled precisely by
to the Pockels cell, and the injected pulse experiences smalmple rate equatiofdand can be effectively precompensated
losses and relatively high round-trip gain. When the energy dbee Fig. 76.18). With the present system we have experimen-
the amplified pulse reaches a predetermined level (31,06 tally demonstrated the generation of kilojoule-level laser
second step of ~2 kV applied to the second Pockels cqtlulses from the OMEGA laser system with prescribed tempo-
electrode changes the differential voltage applied across thal pulse shapes (see Fig. 76.19).

~0.5mJ <0.2nd

Figure 76.14

Block diagram of the OMEGA = d
regen with negative feedback. is%thc?ry O
— / Fiber from
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Figure 76.16
Figure 76.15 Stability histogram for the single-pulse energy distribution at the regen
Measured envelope of the output pulse train from the regen with negativeutput. Data were collected over 4 h of continuous operation at a 5-Hz
feedback. repetition rate.
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IR streak camera measurements of the regen output. Solid line—the injected
pulse at nominal energy; dashed line—the injected pulse energy attenuatedfigure 76.18
a factor of 100. Measured and simulated regen output pulse shapes.
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Conclusion 3.

In conclusion, we have developed a negative-feedback—
controlled and externally synchronizable Nd:YLF regenera-
tive amplifier capable of amplifying shaped optical pulses to
the millijoule level. Long-term, shot-to-shot energy fluctua-

tions of ~0.2% rms represent, to our knowledge, the bestg

energy stability ever demonstrated for a millijoule-level laser

system, either flash lamp pumped or diode pumped. In addition®:

to superior stability and reproducibility, the current OMEGA
regen output is very insensitive to the injected energy, and the
temporal distortions due to the negative feedback are im-

measurable. Four regens equipped with this negative-feedbacIZ'

system have operated flawlessly on OMEGA for over two years.
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Transient Bandwidth Analysis of Photoconductive Microwave
Switches Implemented in the OMEGA Pulse-Shaping System

The OMEGA laser fusion program at LLE calls for complex,pulse, and the switch conductivity remains roughly constant
temporally shaped optical pulses incident on fusion tafgetsfor the duration of the electrical pulse. The fall time is com-
The pulse-duration and rise-time specifications of these optputed by convolving the rise time with the reflection impulse
cal pulses dictate an electrical pulse—shaping system bangsponse of the second, unilluminated swfdte resulting
width of approximately 0.1 to 10 GHz. The optical pulses arg@ropagating square pulse has an amplitude of half the dc volt-
created by imprinting an electrical equivalent of the desiredge and a duration of twice the charge-line’s round-trip fime.
optical envelope onto an optical square pulse, using an inte-

grated-optics Mach—Zehnder interferometric electro-optic Measurements of the shaped electrical signal before and
modulator as shown in Fig. 76.20. The electrical pulse shapeadter the PCS switches, as shown in Fig. 76.21, indicate that
generated by the reflection of an electrical square pulse fromthe frequency response of the shaped laser pulse is strongly
distributed variable-impedance microstrip transmission linelimited by the transmission of the shaped electrical pulse
The electrical square pulse is generated by illuminating through the PCS switches. Time-gated microwave measure-
photoconductive semiconducting (PCS) switch in a series—gapents of the switch attenuation did not reveal the source of the
configuration, which discharges a microstrip transmission linswitch’s bandwidth limitationé.In this latter case, however,
charged with a dc voltage. Assuming the PCS switch is sattihe optical illumination conditions were significantly different
rated by the illumination, the rise time of the electrical pulsédrom the actual OMEGA operating conditions, and the mea-
corresponds to the rise time of the optical illumination triggesurements were performed using a simple time-windowed,

Optical trigger pulses
v
0.5 mm Optical
_Sglap_ed Iir:je r +75-V dc square pulsé/l/
variable impedance voolte s :
c0.0 ( p )Si pc % osmm ./ Bonding /
term. l switch\:' pad

B——
1 T

50-Q charged
transmission line
Electrical shaped impulse Electrical
square pulse

Electro-optic
modulator

Fiber optic line
Optical shaped pulse

72266

Figure 76.20
The microwave signal reflected from the shaped variable impedance line must pass through two PCS switches before rdactrimiitie enodulator.
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power-detection technique. Also, phase/dispersion variations PCS switches, unlike conventional diode or transistor mi-
and decay of the PCS switch transmission within the measurerowave switches, do not operate in a steady-state “on/closed”
ment time window could not be detected with this techniquecondition. After optical illumination, the carrier recombina-
These limitations motivated the design and implementation dfon dynamics cause the switch transmission to decay to an
the improved measurement scheme described in this articléoff/open” state. For example, the PCS switches used on
OMEGA are typically driven to their highest (saturated)
(@) charge-carrier density by a 500-ps, J@Deptical pulse. After
Output !Ilumlnatlon, the car.rler density degays mgnotpnlcally, m.ean-.
signal ing that the PCS switch’s on-state is transient in nature since it
depends on the carrier recombination dynamics. This imposes
’ requirements beyond the capabilities of conventional micro-
’ wave test equipment (e.g., network analyzers, modulation
analyzers): PCS switches as implemented in the OMEGA
pulse-shaping system cannot be modeled as exclusively filters
or modulators. The modulator model breaks down because
PCS switches transmit signals with a bandwidth comparable to
the transmission bandwidth of the switch, and they don't fit the
filter model well because of their time-varying properties.

Input
signal

(b) Input and output signal and spectra (inset)

0.8 20 ' T ' Note that due to thermal damage issues at the metal-semicon-
%\ Input < Input ductor (soldered-contact) interface, cw optical illumination for
i \i\Output the purpose of creating a time-invariant device in the saturated
@ 0 A regime is not possib®This means that it is necessary to use
5 oal 1 5 | i transmission equations for a linear device that are more gen-
3 Freq. (GHz) eral than those for filters and modulators and to develop a
f_g Output measurement system capable of measuring a generalized trans-
2 - mission function.
n /"/
0.0 L . ' : We describe a method for measuring the transient complex
0 1 2 3 4 (amplitude and phase) frequency response of a microwave
Time (ns) device, and we give results for PCS switch measurements.
These measurements were performed with PCS switch excita-
(c) PCS switch frequency response tion conditions identical to those used on OMEGA, and over
ok I I ] temporal durations and frequency ranges of interestto OMEGA

Fitted filter response pulse-shaping experiments. With this system, microwave de-

vices whose transient bandwidths were previously only ap-
proximated can now be characterized and compared with a
more general, multiport microwave device theory. This mea-
surement scheme is compatible with triggerable microwave
Switch response devices that have a deterministic time evolution; other ex-

Attenuation (dB)
|
[ep)
T

12+ - amples aside from photoconductive devices are amplifier and
I I i active filter turn-on/turn-off transients and atmospheric
1 3 S 7 multipath fading due to relative antenna motion.
o316 Frequency (GHz)
Theoretical Background
: From a linear-system viewpoint, the relationship between
Figure 76.21

The PCS switch, microstrip line, and input and output signals are shoque Input and output V0|tage Slgnals of the device under test

graphically in (a). These signals were (b) measured and their spectra fouk®PUT) shown in Fig. 76.22(a) is
(inset). The (c) switch response was computed by a ratio of the spectra and

compared to a single-pole low-pass filter. Vn (w) = S(w) Eym(w)1 (1)
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whereV,(w) andV,(w) are the total voltages across ports The transmission paramet&, is defined in the spectral
andn andS(w) is the DUT (filter) frequency response. Equa-domain because of the assumed linear time invariance of the
tion (1) can be Fourier transformed to DUT. The assumption of a linear time-invariant (LTI) device is
only appropriate, however, when the DUT response approaches
T=o0 an ideal filter (i.e., does not vary in time).
va(t)= [h(t-1)lny(7)dr, (2)
T=-0 A linear device such as an ideal amplitude or phase modu-
lator is not time invariant. Modulators are typically measured
where v(t) and v, (t) are the total instantaneous voltagewith spectrum or modulation analyzers in the linear small-
signals andh(t) is the impulse response. signal regime with narrow-band (cw) input signals, so that the
assumption of an infinite-bandwidth ideal modulator intro-
Measurements of microwave devices conventionally induces negligible error. The equations characterizing a mod-
volve either scalar or vector network analysis of scattering aulator’s input—output relationship is then exactly comple-
S parameters, whera,(w) and b,(w) are the incident and mentary to Egs. (1) and (2):
scattered signals from a part which has a characteristic
impedancez, also shown in Fig. 76.22These microwave Vp (1) = k(t) B (1) (6)
signalsaandb are related to the total voltage across the port by
the incident and reflected voltage$ andV™:

£=oo
" B Vn = K - wm d , 7
a= Vﬁ, b:v? (3) (Oz)) {:'[m(w E) (6) ¢ ( )
%o %o

where k(t) and K(w) are the modulation function and
and are related to each other (for a two-port DUT) by théts transform’

relationship
If a linear device cannot be approximated as either time
O (81 SolT80 invariant or fas hgvmg |nf|n.|te bandwidth, then none of the
HJZH_ @z S @ H (4) above equations is appropriate. Test systems that are based on
1 220

these equations (such as spectrum, modulation, and network
analyzers) are unable to measure the transfer function of such
Since the PCS switches operate in the transmission mode, walevice; therefore, a more general input—output relationship
will focus on theS,, parameter. Th&,, parameter relates the has been developed. This was done by recognizing that any
signal transmitted from port 2 (output) to the signal incident ottinear device can be characterized by the generalized form of
port 1 (input) in the frequency domain; this relation is similarthe filter and modulator Eqgs. (2) and (7):
to Eqg. (1) and is given by

w=00
by () = Sp1(w) By (w). (5) Vn(t) = JO(t.0) Vin(w) dw, 8
@ (b)
' LTI DUT ' *~—— | LTvDUT [ °
4 S T V(w) = V() + V() Att,w) Bt.w)
(w) + _ —> —>
% vit) =v () +Vv (D) g
. h(t) . - (tw) L .
Figure 76.22

(a) Conventional LTI (filter) two-port microwave devices use a scattering matrix to define input—output relationships etwigrals, while (b) LTV
microwave devices relate input to output via a more gerﬁ([ado) matrix.
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whereG(t,w) is the (more general) input—output relation, nowmultiplied by itself in the second, dummy variabieand

a function of both time and frequernft¥his functionG(t,w) therefore not a function of two independent variables, as
has a simple extension to conventional microwave measuré(t,r) is. Thus, the time-varying bandwid® of a device is
ments if it is viewed as a generaliz8v) parameter and distinct from the time-varying spectrum of a siglﬁaﬂo’ll
renamedé(t,a)), as shown in Fig. 76.22(b). The input—output

transmission function is similar to Eq. (5): Experimental Design
The system we created to measure the time and frequency
By (t; ) = Sy (t, ) A (t; w), (9) variations of the switch's transfer function is based on a

microwave interferometric measurement and is shown in
where A and B are joint time-frequency distributions of one- block-diagram form in Fig. 76.23. The DUT for which we
dimensional functions (indicated by the semicolon betweemeasure the two-dimensional transferfuncé()nw) is shown
the variables) related t¢" andv~ by the Wigner time-fre- at the center of the figure (in our case, a PCS switch). The DUT
quency (WTF) distributioh is triggered (in our case, by a laser pulse), causing a single-
frequency microwave signal of known power and phase from
1@ _ the microwave generator to propagate through the DUT and
= Jv *(t+1/2)v*(t-1/2)e719dr, (10)  alsothrough a separate, parallel reference arm consisting of an
20 = amplifier and a phase shifter. The two arms, after splitting at the
directional coupler, are recombined and compared to one
and B is defined similarly fov™. another in amplitude (at the diode detectors) and phase (at the
mixer/phase detector). Alternatively, the signal from each arm
This input—output relationship of Eqg. (9) is simpler than thecan be measured directly by an oscilloscope of sufficiently
integral function of Eq. (8) and has the further advantage thétigh bandwidth and subsequently compared. Both measure-
in the microwave regime the signalsandb are more easily ments are shown in Fig. 76.23. The timing system synchro-
measured than the total transmission-line voltagg¢s) and  nizesthe triggering of the DUT with the phase of the microwave
Vi(t). Any S parameter can be determined from Eq. (9) andgignal incident on it, so that each trigger occurs at the same
from measurements of the input and output microwave signafshase of the microwave signal. This allows sampling oscillo-
at the appropriate ports. For example, in a two-port microwavecope measurements, which improves the measurement reso-
device such as a PCS switch, if the microwave signal is incidehition over single-shot digitizing oscilloscopes.
on port 1 and the response measured at port 2,§§I@e
parameter can be determined by dividing the WTF distribution The signal-measurement process proceeds in the following
of the output (port 2) signal by the WTF distribution of thestep-and-dwell manner: The microwave generator is set to a
input (port 1) signal. Comparing Egs. (9), (1), and (5), thesingle given frequency of known phase and amplitude. The
parameterézl(t,w) can be seen as a time-varying frequencyDUT is then triggered, and the evolution of the transmitted
responsey(w). signal is measured and compared with the reference arm signal
B for the temporal duration of interest. The microwave generator
Note thatS is the (complex) time-varying frequency re- then steps to the next microwave frequency, and the process
sponse of the microwave device and is to be distinguished frorepeats for the range of frequencies of interest. The recorded
the time-varying spectrum of a signél a joint time-fre-  data is then reduced to two sets of complex (amplitude and
quency distribution generated from a one-dimensional (conphase), two-dimensional arrays of incident and transmitted
plex) signal by Eqg. (10). To make this difference betwdéen signals corresponding tA and B. Using Eq. (9) we calculate
and S apparent, one can Fourier transfoBnin the second the transfer functlor‘s(t w), which can then be analyzed for
variable ¢vto 1), which results wS(t,r).Amagnltude surface bandwidth and modulation features. For a PCS switch, the
plot of this two-dimensional function shows the temporaltransfer function is expected to show an exponentially decay-
change of the impulse respon$ér)” with timet. In contrast, ing modulation due to carrier recombination and a (possibly
transforming,& in either variable will result in a surface plot changing) bandwidth, which can be modeled by a lumped-
of a one-dimensional function multiplied by itself along eachelement circuit consisting, in general, of a time-changing
axis, i.e., if A(t;w) was Fourier transformed in the secondreactance and a time-changing resistance. The values of these
variable (v to 1), the resulting functionA(t; T) would by  elements can then be associated with switch properties such as
definition be proportionalte* (t) ¥ * (7). This is simply™*(t) carrier lifetime, non-ohmic contacts, thickness and gap length,
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Figure 76.23
Signal flow of system capable of analyzing transient-bandwidth devices.

and the bandwidth of the switch can be optimized by approprshown in Fig. 76.25, is a simple low-pass filter in series with an
ately modifying these switch properties. For example, thexponentially decaying resistive element. The switch’s 3-dB
metal-semiconductor interface can be made Schottky or ohmibandwidth is approximately 5 GHz, which agrees well with the
like by selective ion implantation and dopant diffusion, whichobserved bandwidth loss of shaped pulses propagating through
affects carrier recombination, surface velocity, trapping statethe OMEGA pulse-shaping system (Fig. 76.26).

and contact resistance. Switch thickness and switch-gap width
and length will affect capacitive coupling and series resistance
and should be selected so as to minimize the switch RC time
constant and maximize photon absorption.

Experimental Results

A representative magnitude plot of the two-dimensional
transfer functioré(t, w) of a PCS switch is shown in Fig. 76.24.
As explained in th&heoretical Backgroundsection, é(t w)
is necessary to describe the transmission response of a P8§21D
switch [J(w) is inadequate] because the switch modulates a
signal whose spectral content is comparable to its bandwidth.
Features of the transfer function, such as the conductive carrier
decay along the temporal axis and frequency-dependent at-
tenuation along the spectral axis due to bandwidth limitations 72319
are readily observed. By numerically fitting a linear lumped-
element model having both filtering and modulating compo¥Figure 76.24
nents to the measured transfer function, values of Varlod\éeasuredsﬂ(t w) shows carrier decay along the temporal axis and band-
microwave components can be extracted. The fitted mode}/dth limitations along the spectral axis.
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Y Figure 76.~25
Modeled S, (t,w) accurately fits an exponentially
decaying resistance in series with a low-pass filter to
the measured data.
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By optimizing switch parameters, transmission bandwidth on OMEGA pulse shaping has been improved from (a) mid-1995, tigedf €@WMBGA’s pulse
shaping, to (b) early 1998.

Conclusions mission line, connectors, and electro-optic modulator. Model-
Measurements of optical and electrical temporal pulséng of photoconductive switch&indicates that a much larger
shapes at different locations in our pulse-shaping systetmandwidth is theoretically possible; thus, efforts were taken to
indicate that the primary bandwidth limitations occur duringisolate and comprehensively measure the microwave trans-
transmission of our electrical pulse shapes through the PQ8ission bandwidth of our PCS switches. This characterization
switches. When pulse shaping was first implemented omade possible the systematic optimization of the many param-
OMEGA, the measured attenuation at 10 GHz (correspondingters of the switch, such as gap length, microwave skin depth
to 30-ps pulse rise- and fall-times) was more than 12 dBersus optical absorption depth, and metal-semiconductor
through the switch, and the 3-dB bandwidth was near 3 GHzontact preparation. Since conventional network analyzers
This frequency response is significantly worse than the othavere incapable of determining the bandwidth of a device that
componentsinthe pulse-shaping system: e.g., microstrip trangaried in time, a measurement system was designed and built
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tailored to such time-varying devices. This measurement sys-3-

tem allowed determination of the relationship between the

properties of the switch and its frequency response charactery.

istics. By improving the physical switch properties, the 3-dB
bandwidth of the OMEGA pulse-shaping PCS switches has
beenincreased to over 5 GHz. The full bandwidth of the imple-
mented PCS switches is now as broad as the next-most-

limiting device in the pulse-shaping system (believed to be the >

electro-optic modulator) and is sufficient for current OMEGA
optical-pulse-shape requirements.
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Simulations of Near-Field Intensity Modulations in High-Intensity
Laser Beams due to Self- and Cross-Phase Modulation Between
Orthogonally Polarized Laser Beams Emerging from a
Diamond-Turned KDP Wedge

The near-field intensity modulation due to a diamond-turnednent in the vicinity of linear polarization due to the nonlinear
KDP wedge is investigated through computer simulationgffect of cross-phase modulation.
within the framework of its application to LLE's OMEGA laser
system. KDP wedges will be installed on each OMEGADiamond-Turned KDP Wedge
beamline and mounted 12 m away from the final focusing.. Polarization Smoothing
optics. The wedges will improve the direct-drive inertial con- The concept of polarization smoothing originated from
finement fusion uniformity by a process known as polarizatiorKato! who recognized the uniformity that would result from
smoothing. Diamond turning is the finishing process of choiceotating the polarization through 96n half of the individual
due to the greater cost incurred by installing polished KDPhase-plate elements chosen at random. A more practical
crystals on every beamline. device, first described in Ref. 2, is a wedge of birefringent
material such as KDP. A linearly polarized beam incident
The Nova laser facility at the Lawrence Livermore Nationalupon the KDP wedge is split into two orthogonally polarized
Laboratory (LLNL) reported blast-shield damage that wadeams of equal intensity when the incident beam’s polarization
linked to the mid-range spatial wavelengths (1 to 4 mm) ofrector is oriented at 45with respect to the slow and fast axes
scratch marks on diamond-turned KDP crystals in use at thaf the crystal (see Fig. 76.27). The resultant two orthogonal
time. This motivated LLE to employ polished KDP crystals forbeams co-propagate at a slight angle of separation with respect
frequency tripling on OMEGA during its 24- to 60-beam to each other, determined by the wedge angle and the refractive
upgrade (completed in 1995) because polishing producesirdexes for the slow and fast waves. The current requirements
smoother distribution of spatial wavelengths of lower amplifor OMEGA set the wedge angle to 4.5 min. This causes a
tude. While diamond-turning technology has improved reseparation angle of 4#4rad between the two orthogonal
cently, residual concern has existed regarding the potentibbams and a relative offset of gt after focusing on target.
damaging effects of installing diamond-turned KDP crystalsThe relative offset of 80m achieves an instantaneous theoreti-
This has prompted an investigation, both theoretical and exal 1/v/2 reduction of the nonuniformity through spatial
perimental, into the potential effects of the scratch or millingaveraging, which complements the uniformity achieved by
marks left behind by diamond turning. SSD aloné

This article represents part of the theoretical investigation As a consequence of the separation angle, the combined
of this problem. In particular, the simulations model the nonpolarization state of the two orthogonally polarized beams
linear effects that result from (1) the beam propagation througtontinuously cycles through all elliptical states along any
the 12 m of air that separates the KDP wedge from the finatansverse plane. The rate of change is determined by the trans-
focusing optics, (2) the initial phase perturbation of the beamerse components of the wave vectors. Since the separation
due to the residual scratch marks on the diamond-turned KDdhgle is small, the wavelength of the cycle is given by
surface, and (3) the nonlinear index’s polarization dependence.

The danger here is that small-scale self-focusing might de- A 351 nm
velop high-intensity spikes leading to filamentation damage in Apol = sin(6) = sin(44urad)
the final focusing optics. The simulations reported here dem-

onstrate that KDP wedges, diamond-turned or smooth, are not

a significant source of intensity modulation under OMEGAwhereA =351 nmis the UV operating wavelength of OMEGA.
laser conditions. In addition, for a beam with a varying polarThe resultamd,, =8 mm s the transverse distance required to
ization state, these simulations exhibit an intensity enhanceycle the polarization state from right-handed circular, to

=8 mm, (1)
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Ax = fABy = 80um ization smoothing and a theoretickh/2

reduction in nonuniformity.

Run 4J-10
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linear, to left-handed circular, back to linear, and returning téntensity modulation by virtue of the diffractive process that

right-handed circular. occurs during propagation. Intense beams can develop high-
intensity spikes leading to filamentation damage through the
2. Induced Phase Perturbations coupled process of phase modulation and diffraction.

Two types of phase perturbation result from the introduc-
tion of a diamond-turned KDP wedge. The first is due to th&. Model of Scratch Marks
residual scratch marks left behind by the diamond-turning The pseudorandom behavior of the residual scratch marks
process. The scratch marks cause a beam to acquire a pseudanodeled in this article by bandpass filtering a white noise
random phase perturbation as the beam passes through #ueirce, viz.
front and back faces of the crystal. The pseudorandom phase

perturbation can be described by a thin-optic transformation _
—1%: - ky kYo EH
S(y) =F [:(y)] . rect ——22—[T}
= - 2 E Kyima ™ Ky 5
it = ko(nkpp = 1) Sy), () max Y
whereS(y) is the depth of the scratch mark as a function of the 1
transverse positioy, kg = 277/A is the vacuum wave number, _ ELL | X| s 2 3
andngpp represents the refractive index for either the slow or rect(x) = 0 _ 1’ (3)
fast wave. Bb | x> 5

The second type of phase perturbation arises during propahereF represents the spatial Fourier transfogfy) is the
gation because the nonlinear refractive index is a function afoise sourceky, is the central spatial wave number, &gd_
polarization state and intensity (see subsection 1 dflthe andky,. - representthe maximum and minimum passed spatial
ticity section) together with the fact that the KDP wedgewvave numbers. This result is sometimes referred to as “col-
produces a beam whose combined polarization state varies@®d” noise! Figure 76.28 illustrates an example in which the
a function of transverse positign The nonlinear refractive passband was set 2m/(4 mm) < ky < 2m/(2 mm). These
index is a maximum for linear polarization and a minimum fordata are used in the subsequent illustrative numerical simula-
circular polarization. Therefore, both orthogonally polarizedtiions given in théNumerical Resultssection. This passband
beams accumulate a periodic phase perturbation during propaas selected since it covers the troublesome spatial frequen-
gation that is greatest in the vicinity of linear polarization. cies identified by LLNL. Also, these data closely resemble

surface profile measurements on a qualitative basis. An alter-

Both types of phase perturbation affect the beams by intrarative function that completely describes the power spectral
ducing spatial phase modulation that can then be converted irdensity of the scratch marks could be used in place of the

LLE Review, Volume 76 233



SMULATIONSOF NEARFIELD INTENSITYMODULATIONSIN HIGH-INTENSITYLASERBEAMS

20 T T T T T T T T T

10 A

Scratch depth (nm)
[
a1
e
-_—

~10}
15} ]
20} 7 :
Figure 76.28
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rect(y) function. However, an adequate statistical description
ofthe diamond-turned scratch marks is unavailable at this time.  E (y, Z, t)
The rectk,) can be viewed as a worse-case situation that
emphasizes the higher spatial frequencies since the actual 1(r~ . T/
power spectral density would go to zero in a continuous :E{[DRHERH(Y=Z)+DLHELH(V’ z)]e (nt ko)
manner as the spatial frequency increases.
_ _ + cc}, (5)
Nonlinear Wave Equation

The analysis of beam propagation for this problem assumes
that the optical field is monochromatic and the bandwidth ovhereEg(y,2) andE 4(y,2) are the complex amplitudes of
the spatial spectrum is small relative to the vacuum wavthe right-handed and left-handed circular polarization states,
numberky = wq/C, wherewy is the angular frequency aots ~ which are defined in terms of Cartesian components as
the vacuum speed of light. This permits the slowly varying
amplitude to be separated from the rapidly varying part, such

1
that the electric field vector is given by Ern(Y:2) = \/_§[EX(y’ 7) - Ey(y. Z)]
_ (6)
E(y,zt)= 1 PE(y, z)e™ (@t =kono2) 4 .| (4) 1
2 En(.2)= E[Ex(y, 2)+Ey(y, Z)]

whereE(y,2) is the slowly varying complex amplitude as a
function of both the transverse distanc@nd propagation and the polarization vectors are defined as
distancez, p is the polarization vecton, is the refractive
index, andc.c.indicates the complex conjugate. An arbitrary " PR ~ 14 A
- N . Pry =—=(X+1¥), Py =—=(X-1). @)
elliptical polarization state decomposes naturally into a J2 J2
weighted vector sum of right-handed and left-handed circular
polarization states, viz.
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The optical field is assumed to propagate in a lossless, aE(y, z) AR
isotropic nonlinear Kerr-like medium, where the nonlinear dz _(D+ N)E(y,z), (13)
refractive index is given by

where the operatdf) accounts for diffraction and is defined as
n=ng+An. (8)
" . . o D=_02, (14)
e quantityAn represents the change in the refractive index 2k
beyond the low-intensity valug and exhibits a linear depen- A
dence on the optical field intensity. The scalar nonlinear wavihe operatoiN governs media nonlinearities and is defined as
equation for each vector component is then given by

N = ikyAn, (15)

OERH Y,z _ i .

% = ED%ERH (v:2) +iko ARy Erii(¥:2),  (9)  the quantityE(y,2) represents either the right-handed o left-
handed complex amplitude, aAd represents either Eq. (11)
or Eq. (12). The formally exact solution of Eq. (13) is given by

0E Y,z i .

%=ED%ELH(M ) +ikgAny Ep(y,2),  (20)

E(y,z+A7) = oi(D+N)az E(y,2).

wherek = kgng anc®
An important merit of decomposing an arbitrary elliptical
polarization state into right-handed and left-handed circular

Angy = 4_;:’0[)(@“5% (y, z) |2 polarization states is that
2 2
d|Eru(y.2)|" _ OEn(y.29)| _
+(X£§/2(y + Xg)yy)|ELH (v.2) |2§ (11) 9z - and 9z =0

This implies that the intensities of the vector components and
Any = i[X@MELH (v.2) |2 therefore the quantifynare all constants of motion. This is not
4no true for a Cartesian decomposition, due to the well-known
cross-phase modulation effect of ellipse rotation, which causes
3 3 20 the magnitudes along the Cartesian components to change with
+(X£‘y2‘y+xg‘x)yy)|ERH v Z)| g (12) propagation distancé.
and it has been assumed thﬁE(y, z)/az2 =0, i.e.,, the 1. Ellipticity and the Nonlinear Refractive Index
slowly varying envelope approximation. The first terms in  The ellipticity parametejcoverstherange /4 < n < /4,
Egs. (11) and (12) represent self-phase modulation, and tléhere tanf) describes the ratio of the minor and major axes of
second group of terms represents cross-phase modulation. Tthe polarization ellipse with the sign defining its handedness
vector components are coupled through the cross-phase modpesitive ¢+) indicates right-handed and negativiifdicates
lation terms. Due to the symmetry of centrosymmetric Kerrieft-handed]’ Whenn = 0, the polarization state is linear and,
like media and the fact that both vector components share théhen || = 71/4, the polarization state is circular. Equations to
same frequencyy, there are only two independent third- calculate the lengths of the major and minor axes can be found
order susceptibility constantsg&y and X§§2W that obey the in Oughstufi (see Ref. 8, Sec. 4.2.1) and are governed by the
relation Xﬁg&x = 2)(§§,2<y + ngg,y and follow the frequency con- complex amplitudeBgr(y,2) andE, 4(y,2). Consequently, the
ventionx%(—w,—w,w,w).(Notice that it is this convention ellipticity parametern is also a function of the complex
that causes the subtle notational deviation from that odmplitudesEgy(y,2) andE; 4(y,2). The quantitiedngy and
Sutherland) Either scalar nonlinear wave equation, Eq. (9)An; 4 depend on the magnitudégy(y,2)| and |E_ (Y. 2)
or Eqg. (10), can be written in operator forn§ as and are indirectly functions of the polarization state.
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The extrema of the quantiti@ésry andAn, y occur when 0E(y, 2)
the polarization state is either linear or circular. If the polar- dz
ization state is linear, thgBjiy|? = 2E y|? = 2/Eguy|* (where
the factor of 2 comes from the equal intensity split into bothvhich has a solution given by
polarization states), and the change in the nonlinear refractive
index becomes

= NE(y, 2), (22)

E(y,z+ Az) = E(y, )&tz (23)

31,0 (3) ] 2
Anj, = —— +2 Einl - 16
"~ 8ng [XXXW Xigpy[Bin| (16) because the quantifyn is not a function of the propagation

distance for a circular-polarization decomposition. As a result,
If the polarization state is circular, either right-handed or leftthe nonlinear effects of self- and cross-phase modulation,
handed, then acting alone, induce a simple phase accumulation that is a

function of both the polarization state and intensity. This is a

3 3 2 eneralization of the well-knowB-integral.
Angiy :4_%X5<y2<y|Ecir| . (17) g 9
Numerical Approach
In either of these two degenerate stépﬁgf :|Edr|2 so that The numerical split-step Fourier method (see Ref. 6,
Sec. 2.4.1) is used to solve the differential Eq. (13), where the
Anin > Angjy - (18)  total required distance of propagation is divided into small

steps over which the linear effects of diffraction are treated
In a more general sense, the nonlinear refractive index is largeeparately from the nonlinear effects of self- and cross-phase
in the vicinity surrounding, or in the immediate neighborhoodmodulation. This permits the solutions given by Eqgs. (20) and
of, the points of linear polarization relative to the minimum(23) to be used if the chosen step size is sufficiently small that
values attained at the points of right-handed or left-handetthe linear and nonlinear effects are approximately independent
circular polarization. over that step.

2. Angular Spectrum Representation The numerical calculation over one small st&pis
If nonlinear effects can be neglected, the vector componentsferred to as a propagation step. One propagation step entails
become decoupled and obey the scalar Helmholtz wave equae independent calculation of diffraction using the results of
tions given by Eqg. (20) and the independent calculation of the nonlinear
phase accumulation as described by Eq. (23). The detailed
0%E(y,z) +k3n? E(y,2) =0, (19)  manner in which this is carried out greatly affects the overall
error achieved and directly affects the required number of steps
which has an exact solution at any exit planédzgiven by the  needed to obtain a suitable level of accuracy. For example, if a
angular spectrum representation (see Ref. 9, Sec. 3.7), viz.full diffraction step is followed by a full nonlinear step, the
error is O{Azz} , which is equivalent to solving Eq. (13) as

E(y,z+Az) =

N~

Y inz, kgn? kg _ik,y o
n_J;o (ky.2)e Yk, (20) E(y,2+82) DEBEARE(y 7). ”

where E(ky, z) is the spatial Fourier transform at the entrancéHowever, if a half diffraction step is followed by a full nonlin-

planez and is defined by ear step and then by another half diffraction step, the error is
O{Az3} , Which is equivalent to solving Eg. (13) as
~ ® —ik,
E(ky,Z) = IE(y’ Z)e I yydy' (21) .AZﬁ .AZ|5
1— Ay I —
- E(y,z+Az)Oe 2 €bMNe 2 "E(y,z). (25)

3. Self- and Cross-Phase Modulation
If diffraction can be neglected, the scalar nonlinear wavdhe errors associated with Egs. (24) and (25) are found by
equation for either vector component has the simple form comparing these approximate solutions to the formally exact
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solution to Eq. (13) and applying the Baker—Hausdorff for- max{l(y)}

mula for two noncommuting operatdtsThe method de- COﬂtraﬂ:W’ 0
scribed by Eq. (25), known as the symmetrized split-step

Fourier method, is employed for the numerical simulations in

the subsequent section. Figure 76.29 graphically representdere the transverse positignfor this formula only, covers

this particular approach over two small stepAnf the region wherHy) was initially at full value; thus, the region
where the beam intensity tapers to zero is not considered for
Numerical Results this statistic.

The intent of this investigation is to isolate the effects
caused by the nonlinear propagation in air, the scratch markk, Material Parameters
and the wedged shape of the KDP crystal, while ignoring the The material parameters used in the simulations are givenin
nonlinear index of KDP. To this end, only the exit face of thehis subsection. The linear refractive indices for the KDP
KDP crystal is considered to be scratched, and the initialrystal are ngpp =1.532498 for the ordinary wave and
beam shape is regarded as infinitely smooth. As a consew pp, =1.498641 for the extraordinary wave, which propa-
guence, the nonlinear ripple growth within the KDP crystalgates at 59to the optic axis. The third-order nonlinear suscep-

can be neglected. tibility constants for air are
The beam shape is modeled by using spatially offset hyper- X@(y(—w, -, W, w) =28.16 x 10719 esy

bolic-tangent step functions, viz.
and

E(y) =%{tanh[100(y+ 0.14)] - tanhf100(y - 0.14)]},  (26) @ ( ) =172.4 x 10719
Xy (—w, —w, 0, ) =172.4 X esu-

which yields an infinitely smooth, 28-cm-diam beam. The

nominal intensity level for OMEGA equal to 1.3 GWEia  The third-order susceptibility constants are four times those
used. Also, an unrealistic value of 10.3 GW/dsiused to  given in Ref. 10, due to the particular definitions they used for
demonstrate a regime where the nonlinear effects dominatee polarization vector and intensity, as noted by Sutherland
since, as it will be shown, the nonlinear effects are small for thisee Ref. 5, p. 298]. There is a compensatory factor of 1/4 in the
nominal OMEGA intensity level. The measure of intensitydefinition ofAn used in this article, which effectively balances
modulation used in this paper is the contrast defined as  this deviation.

E(rr, z=0) E(rp, z = 2Az)
| Z=0 | | z=022 | |Z:Az| |z=3Az/2| |Z=2Az|
Diffraction Diffraction Diffraction Diffraction
step step step step

A
Nonlinear step; Nonlinear step;
SPM XPM SPM XPM
TC4714
Figure 76.29

Two propagation steps of the symmetrized split-step Fourier method covering a distafize of 2
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2. Enhancement of Linear Polarization of the square symbols. If the intensity were lowered to the
As was mentioned in subsection 1 of Menlinear Wave = nominal OMEGA level, a small contrast of only 1.04 would
Equation section, the phase accumulation is greatest in thiee calculated.
vicinity surrounding points of linear polarization. When dif-
fraction is included, these areas tend to focus and correspond The enhancement of linear polarization may be amplified
to peaks of intensity modulation. To illustrate this effect, eor seeded by the presence of scratch marks on the surface of the
simulation was carried out modeling a KDP wedge with arKDP wedge. This effect can be understood by running a
optically smooth surface, i.e., without an initial pseudorandonsimulation that accounts only for diffraction. In this situation
phase perturbation. Due to the wedge and the dependencetioére is, of course, no correlation between the intensity peaks
the nonlinear refractive index on the polarization state, aripplthat develop during propagation and the polarization state.
is introduced with a wavelength 142, (where the factor of Some intensity peaks, however, are inevitably located in the
1/2 emphasizes that the overall phase perturbation of botieighborhood of linear polarization. These intensity peaks
orthogonal beams has extrema at the transverse positiossed the nonlinear growth by increasing the associated phase
corresponding to linear or circular polarization that are indeaccumulation in these regions as described by Eqg. (23) and, as
pendent of the handedness), which can lead to small-scale self-consequence, induce a greater intensity modulation than
focusing if the beam intensity is high enough. This is contrarpbserved for the optically smooth wedge.
to what would be expected in the absence of a wedge; with a
perfectly smooth beam and an optically smooth KDP surface, A simulation for the nominal OMEGA laser intensity,
one would observe only a rotation of the polarization ellipseéncluding both linear and nonlinear effects, yielded a contrast
(except in the degenerate cases when the whole beam is eitbérl.32 and is presented in Fig. 76.31(a). In this case, only a
linearly or circularly polarized) and possibly whole-beam selfslight correlation exists between the intensity peaks and the
focusing. This simulation was run with an input intensity oflinear polarization state due to the weak nonlinear effect. When
10.3 GW/cn? and yielded a contrast of 1.31. These results arthe intensity level is increased to 10.3 GW/¢chowever, an
presented in Fig. 76.30, where a correlation between the peakpreciable growth is observed in the vicinity of linear polar-
intensities and the linear polarization is evident by the locatioization [as shown in Fig. 76.31(b)], and, consequently, a
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Figure 76.30

- The simulation of propagating 12 m past an optically
smooth KDP wedge with an incident intensity level of
10.3 GW/crd. A contrast of 1.31 is observed. Squares
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0.2 The simulation of nonlinear propagation through 12 m of
air past a pseudorandomly scratched KDP wedge with
0.0 40-nm peak-to-valley scratch depth and a passband of
30 . . . T 2m/(4 mm) <k, < 27/(2 mm) (a) at 1.3 GW/cr and
(b) (b) at 10.3 GW/crA The resulting contrast is 1.32 in
l]] (a) and 2.63 in (b). Squares and circles indicate positions
25 | — of linear and circular polarization, respectively.
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significant correlation exists between the intensity peaks angrofile measurements that were taken on diamond-turned
these regions as indicated by the association of the majority &DP crystals, which yielded peak-to-valley scratch depths of

the square symbols with the intensity peaks. 40 nm (worst case) and 15 nm (best case). These tables also
include calculated contrast data for three additional passband
3. Contrast Calculations at the Nominal OMEGA configurations: the passband is narrowe#yte 277/(3 mm),
Intensity Level widened to277/(100 mm) < k, < 277/(1 mm) and widened to a

Tables 76.1 and 76.11 contain contrast data calculated frorfow pass ofk, < 2m/(1 mm).
simulations of linear and nonlinear propagation, respectively,
in which the same scratch-depth data presented in Fig. 76.28 If the scratch mark model given in Eq. (3) is extended to
was scaled to cover the 10-nm to 50-nm range for an incideitclude another spatial dimension, a 2-D colored noise source
intensity level of 1.3 GW/cth The scratch-depth range pre- is modeled. A 2-D beam is then modeled by extending Eq. (26)
sented here was chosen to correspond to the range of surfagenclude another dimension. Both of these models are then
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used to simulate 2-D nonlinear beam propagation in an analand a passband (2'71/(100 mm) <ky < 27'[/(1 mm) given in
gous manner to the 1-D case. The plot presented in Fig. 76.3able 76.1. The corresponding contrast range in Table 76.11 for
shows three lineouts from a 2-D simulation (taken at th@onlinear propagationis 1.07 to 1.11, which represents a small
center and near the edges of the beam) for a beam with artrease due to the nonlinear effects. Near-field images were
intensity of 1.3 GW/crf, a scratch-mark passband of taken during OMEGA full-power shots on a beamline with and
27'[/(4 mm) <ky, ky < 27'[/(2 mm) , and a peak-to-valley withouta diamond-turned KDP plate at an equivalent plane of
scratch depth of 40 nm. The contrast calculated for the wholike final focusing optics. In this experiment, a negligible
2-D beam is 1.35, compared to the value of 1.32 given iincrease in the intensity modulation was observed, corroborat-
Table 76.1I for the corresponding 1-D case. ing the results of these numerical simulations.

At the nominal OMEGA intensity level of 1.3 GW/éma  Conclusion
contrast ratio of 1.8:1 represents the damage threshold of the On the basis of realistic simulations, including diffraction
final optics. The data in Table 76.11 show that the calculatednd nonlinear self- and cross-phase modulation, and a realistic
contrast values are well below this threshold even for gratingepresentation of scratch marks on diamond-turned KDP, it has
type sinusoidal scratch marks. Recent linear intensity moduldreen found that KDP wedges, diamond-turned or smooth, are
tion measurements taken on diamond-turned KDP crystal®ot a significant source of intensity modulation. These results
yielded a range of contrast values between 1.04 to 1.08, whielie consistent with experimental results from full-power shots.
roughly correlates with the linear propagation simulation reAccordingly, polarization smoothing will be implemented on
sults for peak-to-valley scratch depths between 10 and 20 n@MEGA using diamond-turned rather than polished KDP.

Table 76.1: The calculated value of contrast for linear propagation through 12 m of air past a scratched KDP wedge at an
incident intensity level of 1.3 GW/cm? for different scratch depths and filter types.

Peak-to-Valley Sinusoidal Random L owpass Random Bandpass Random Bandpass
Scratch Depth (nm) | ky = 277(3 mm) ky < 277(1 mm) 27(1 mm) <ky < 277(1 mm) | 277(4 mm) < ky < 277(2 mm)
10 1.08 1.03 1.04 1.06
20 1.16 1.07 1.08 111
30 1.23 111 111 117
40 131 114 114 1.23
50 1.38 1.18 1.19 1.28

Table 76.11: The calculated value of contrast for nonlinear propagation through 12 m of air past a scratched KDP wedge at an
incident intensity level of 1.3 GW/cm? for different scratch depths and filter types.

Peak-to-Valley Sinusoidal Random L owpass Random Bandpass Random Bandpass
Scratch Depth (nm) | ky= 277(3 mm) ky < 277(1 mm) 27(1 mm) < ky < 277(1 mm) | 277(4 mm) < ky < 277(2 mm)
10 1.13 1.07 1.07 111
20 1.23 1.09 111 118
30 1.32 113 116 1.25
40 141 117 119 1.32
50 1.50 1.20 1.25 1.38
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Three lineouts from a 2-D simulation (taken at the center
and near the edges of the beam) of nonlinear beam
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X-Ray Radiographic System Used to Measure the Evolution of
Broadband Imprint in Laser-Driven Planar Targets

In an inertial confinement fusion (ICF) implosion, the target iseffects that occur in the imprinting experiments. A caveat for
hydrodynamically unstable, and, as a result, mass modulatiotfsese experiments is that imprinting is not directly measured;
in the target (either existing or created) can grow to be largather, some unstable RT growth is needed to amplify the
enough to disrupt the implosion, thereby reducing its thermgperturbations to detectable levels.
nuclear yield! In direct-drive ICF, the nonuniformities in the
drive laser can create mass modulations in the target by a It should also be noted that the hydrodynamic instabilities
process called laser imprinting. As the target accelerates, thesteidied here exist primarily at the ablation surface, the point
mass modulations can grow exponentially, creating large pewhere the steep temperature front meets the overdense material
turbations in the target shell. Understanding and controllingproduced by the shock. Perturbations in the target result from
laser imprinting are critical to the successful design of a highboth mass modulations (ripples on the ablation surface) and
gain ICF target. The primary method of studying imprinting isdensity modulations produced in the bulk of the target. The
through-foil x-ray radiography of laser-accelerated targetdatter are created primarily by the propagation of nonuniform
where the growth of these mass modulations can be observedhocks. Radiographic systems are sensitive to the density—
Planar targets are used because they are easily diagnosed tnickness product (optical depth) of the target and, as such,
are a reasonable approximation to the early portions of @annot distinguish between mass and density modulations.
spherical implosion. After about 1 ns of acceleration in these experiments, the
variations in optical depth produced by the nonuniform shocks
Our experiments use multiple laser beams to drive thbecome negligible, compared to those produced by the abla-
subject target and to produce x rays on another taffjaése  tion-front amplitude. At this point, it is reasonable to ascribe
x rays are filtered and imaged after they traverse the drivemost of the measured optical depth to the amplitude of the
target. Modulations in these images are related to the opticpérturbation at the ablation surfate.
depth (or density—thickness product) of the target. By properly
interpreting these images, the character of the imprinted fea- The backlighting source typically has multiple spectral
tures and their temporal evolution are studied. To accomplistomponents. As a result, simulations of the resultant optical
this, the instrumentation must be properly characterized. depth of the target are critical to interpreting the data. This
worked extremely well for experiments using two-dimen-
A direct measurement of the initial imprinted perturbationssional preimposed sinusoidal perturbatiéf$n contrast, the
is difficult because of their low amplitudes. Additional compli- features created by imprinting are three dimensional and
cations result from the propagation effects of nonunifornsignificantly more difficult to simulate. It is advantageous,
shock wave$:¢ Low-amplitude imprinting has been mea- therefore, to obtain experimentally a relationship between
sured directly using an XUV laser to probe target nonuniformeasured optical-depth modulations and the amplitude of
mities produced by a laser on very thin (~2 tov® siliconand  ablation-surface modulations. We simplify the latter process
aluminum target$.The present experiments use/2@-thick by establishing several reasonable assumptions about the de-
CH targets that closely resemble the target shells normalkgction system.
used on OMEGA spherical implosions. These experiments are
closely related to those that measure the growth of preimposed In the following sections, we discuss the radiographic
mass perturbatiorfsyhich were well simulated by hydrocodes, imaging system and methods to recover the target perturba-
providing confidence that both the energy coupling and amoutions from the radiographs. We present results of experiments
of unstable growth are well modeled for these experimentshat characterize the sensitivity, resolution, and noise of the
This provides a baseline calibration for various hydrodynamisystem. Using this information, we have formulated a Wiener
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filter that is designed to enhance the radiographic images. foils) were imaged by @im pinholes on a framing camera
essence, our analysis provides a way to distinguish signal frofittered with 6 um of aluminum. This yielded the highest

noise and to deconvolve the system resolution. sensitivity for an average photon energy of ~1.3 keV. The
framing camera produced eight images of ~80-ps duration,

Experimental Configuration each occurring at different times. The distance between the
Unperturbed (smooth surface), pia-thick CH (p =  target and the pinhole array was 2.5 cm, and the distance

1.05 g/cmd) targets were irradiated ax210" W/cn? in 3-ns  between the pinhole array and the framing camera was 35 cm,
square pulses by five overlapping UV beams (see Fig. 76.33esulting in a magnification of ~14. The use of optical fiducial
The targets were backlit with x rays produced by a uraniumpulses coupled with an electronic monitor of the framing-
backlighter, located 9 mm away from the driven target andamera output produced a frame-timing precision of about
irradiated at ~Ix 104 W/cn? (using 12 additional beams). 70 ps. The framing-camera output is captured on Kodak T-Max
Xrays transmitted through the target andia3thick Al blast 3200 film, which is then digitized with a Perkin—Elmer PDS
shield (located at the center between the backlighter and driveicrodensitometer with a 20m-square scanning aperture.

Five drive beams Figure 76.34 shows a block diagram of the entire detection
X-ray | = 2 x 1014 W/cm? system, which comprises four major parts: gun8pinhole,
fégmg% Pinhole the framing camera with a microchannel plate (MCP) and
phosphor plate, the film, and the digitization process. At each

stage of the measurement, noise is added to the signal, and the
signal plus noise are convolved with the point spread function
(PSF) of each component of the system. In the frequency
domain, the spectra of both the signal and the noise are
/ multiplied by a modulation transfer function (MTF) of that
subset of the imaging system.

shield

Backlighter Backl!ghter
beams foil . . . .
8418 In radiography, x rays with a nominally wide spectrum are
attenuated exponentially by the target being probed. In addi-
Figure 76.33 tion to the target, there are filters and imaging devices that

Experimental configuration. Five overlapped beams drive are0cH  affect the transmission of x rays to the detector. Figure 76.35
foil. An additional 12 beams produce x rays from a uranium backlighterfoil(thick line) shows a backlighter uranium spectrum used for
X rays traverse the target and are imaged by a pinhole array on a frami%aging? The spectral response function of the imaging sys-

camera. tem (Fig. 76.35, thin line) includes the transmission of
Y —_—_—__—_——
:® 8-um : :®Framing camera{ :® Film : :@ Digitizing :
' . pinhole : : 15(r), Dga(r) : : O4(r) | : O4(r) :
R——1—X) FA—® P Measurement|
! Lol 1 1 I
Do) | o T T § T T : - Del)
Noise — ! '
[Noise . PSF|' || PSF| [Noise], | PSF| [ Noise], | PSF| [ Noise],
| Ri()[i  1|Ry(r) 11| Ra(r) 1 Ry(r) |
| [
" |MTE[ o |MTE 1| MTF 1| MTF :
M) M) 1| My(f) | My() !
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Figure 76.34

Block diagram of the experimental detection system. This system comprises four major pgus: @inidsle, the framing camera, the film, and the digitization.
At each stage of the measurement, noise is added to the signal, and the signal with noise are convolved withe g F5bH(r), andDgs(r) are the optical
depth modulations in the target, in the framing camera’s output, and as measured, resge@t)uslthe light intensity in the framing camera’s outiiu(r)
andOy(r) are the optical density of the film, before and after digitization, respectively.
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aluminum filters and mass absorption rate of a gold photocath- I5(r,t) ~J’dEJ’dr’

ode on the microchannel plate (MCP) in the framing camera. , ,
Figure 76.36 shows the spectrum used for imaging, absorbed *Ruz(r =" Ext) fai (B DHau(E) Soe (1, E11)
and converted into electrons by the MCP. It is obtained by ><exp[—_[g0 dz pc (Ert) p(r',z',t)]

multiplying the two curves in Fig. 76.35 together, taking the

attenuation of 2Qum CH into account. The output of the XEXP[—HCH(E,t)pau (t)f(r',t)]. (2)
framing camera is proportional to the convolution of the x-ray

spectral intensity incident on a target, its attenuation factor, arld this equation, x rays propagate along the target normal,
the PSF's of the pinholBy(r,E,t) and the framing camera which is oriented along the axis. The coordinate is the
Ry(r,E,t), including filters, wherd= represents x-ray energy. position vector perpendicular to that axigy ,t) is the output
Assuming that no saturation occurs in these devices, the outgatensity of the framing camer®&; 4(r,E;t) is a point spread
intensity of the framing camera incident on the film is function of a pinhole and framing cameras, which is, in
general, a function of the x-ray ener@y fy (Et) is the
aluminum filter transmissiona,(E) is the mass absorption

1000.0¢ T . )
S ; Uranium spectrum .rate of the.gold photocathpde (m the MCP); Sagt(r,E.,t)
© [ is a backlighter spectral intensity. The target density and
> 100.0¢ System thickness are(r,z,t) andzy(t), respectively. The target density
8 i spectral response and the amplitude of the target thickness modulation at the
o | ablation surface arp,,(t) andé(r,t). The mass absorption
S5 10.0¢ X
= i rate of the CH target igc(Et).
[ L
é 1.0f The film converts the incident light intenslgfr t) into the
%) : film optical densityO5(r,t) according to its sensitivity [dD
0_1' L Iog(H)]. curve W. Convolving that with the PSF of the film
0 2 4 6 Rs(r) yields
Energy (keV)
E9172
Oy(r 1)
Figure 76.35 t47/2
L.Jranlum spe.ctrum (thick solid line) and instrumental response (thin solid :Idr'Ra(r - r')WHggma’t_Uz dt'|2(r',t')%, (2)
line) as functions of x-ray energy.
g 100 ————— where1 = 80 ps is a time resolution of the framing camera.
; [ ] During film digitization, the optical densit®5(r,t) is con-
S 8ol ] volved with the PSR,(r) of the 20um-square aperture in the
5 I densitometer to give the digitized or measured optical density
a L
L 60F ]
b I ! ! I
I Oy(r,t) = fdr'Ra(r =) O5(r"). ©)
o 40+ -
£ I
T ool ] The measured optical density of the filgy(r ,t), is converted
g [ ] to intensity using the inverse film sensitiviy 1. The mea-
& ol AR VA sured optical deptBs(r,t) of the target is obtained by taking
0 2 4 6 the natural logarithm of that intensity-converted image:
Energy (keV)
E9183 Ds(1,1) = In[low—l[o4(r,t)]} 4)
Figure 76.36 SV T '

X-ray spectrum propagated through @r8-Al blast shield, a 2@m CH
target, and a @i Al filter on the MCP, then absorbed and converted into

The primary objective of this experiment is to recover the
electrons by the MCP.

amplitude of the perturbation at the ablation surface using the
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measured optical depth modulations. To do this rigorouslyhrough the following equation:

requires significant effort. Several aspects of the imaging

system enable assu.mptions., h.owever, that greatly simplify the o (r,t) = L (1 1) exp[—D&(r,t)] . (9)

analysis of the radiographic images: (1) As a result of Al

filters, arelatively narrow bandE = 200 eV) of x rays around

1.3 keV is used for radiography. The effect of the spectralext, assuming th@gy(r,t) andDgy(r ,t) are small, we expand

component of uraniuv-band emission around 3.5 keV (seein Taylor series the exponential functions in Eqgs. (5) and (9)

Fig. 76.36) on system sensitivity and resolution was measureohd retain only zeroth and first orders in these expansions. We

and calculated to be insignificant. (2) The backlighter specthen have

trum and filter transmission remain constant in time during the

measurement. (3) The backli_ghtgr is produ<_:ed by 12 bea_ms D&(r,t) D_[dr'Rlz(r ‘r',t)Dgo(f"t)- (10)

that have phase plates, resulting in a very uniform and predict-

able backlighter shape. (4) There is little heating of the solid

part of the target (the mass absorption coeffigiatconstant  Here we used the fact that the point spread fun&josr t) is

in time). (5) The amplitudes of growing imprinted features arenormalizedfdr Rlz(r,t) =1. The T-MAX 3200 film has a

large enough that the propagation of a nonuniform shockonstant MTF up to a spatial frequency ~50rthe highest

contributes little to the total optical depth of the tafg@iven  spatial frequency considered in our measurements, so the PSF

these assumptions, Eq. (1) becomes of the film is set to be &(r) function. Since we use only the
“linear” part of theD log(H) curve, the modulations in mea-

N , o _ , sured optical deptDs(r t) are linearly related to the optical
I2(r.1) Imv(r,t)jdr RlZ(r ' )exp[ DEO(r t)] ©®) depth modulation in the targBtz(r t):

where the modulation in a target optical de rt) is _ , . ,
S|mp|y g P mh)( ) DES(r't) —Idl’ Rsys(r -r )DEO(r ,t), (11)

_&(r,t)

D whereRs {r) is the PSF of the entire system. It is the con-
50(r,t) = e
CH

volution of PSF’s of the pinhole, the framing camera, and
the digitizing aperture of the densitometer. In frequency
and the spectrally weighed attenuation length of the tagget  space, the system MTF is the product of the MTF's of each of
is given as these components.

) (6)

In summary, we have used approximations of the system
performance to find a straightforward relationship between the
measured optical depth and the modulation of the ablation
lenr,t) is the slowly varying envelope of the backlighter.  surface. As opposed to requiring detailed computer simula-

tions to interpret experimental results, we find, for a class of

At this point, the target optical depth can be obtained fronexperiments, a direct relationship between the measurement
the measured optical depth by rigorously working backwar@nd target perturbations. Equation (11) has been derived by
through each stage, compensating for noise and system @&ssuming that modulations of the target optical depth are small
sponse (PSF) at each stage. However, if the modulation in tikempared to unity. Since Eq. (11) is a linear approximation, it

Ach=1/[Hon (L3 keV) pay | ()

target optical densit(r.t) is small, does not treat the generation of harmonics and coupling of
modes produced by system nonlinearities. We have simulated
Dfo(r,t) <<1 (8)  these nonlinearities for modulation amplitudes greater than

those measured routinely in our experiments and found that
(which is the case in all our experiments), the entire imagingonlinear effects were negligible compared to system noise.
system may be considered linear. This greatly simplifies the
relation between the measured optical depth and the targgystem Sensitivity
optical depth. We introduce a new variable, the optical depth Once the modulation in target optical depth is obtained (see
modulation in the output of the framing camddgy(r,t), above), the perturbation amplitude in the target can be found,
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provided various criteria are met. Variations in optical depttdata assuming the system MTF as a two-Gaussian furi&ion:
are produced by changes in either the target density or target
thickness. Apparent changes in optical depth can also result
from changes in the x-ray spectrum or in the attenuation
coefficient of the target material. We performed several experi-
ments to characterize the system performance.

Mgys(f) = 0.955 exp{ ~[14.2(um) f]z]

+0.045 exp{ ~[248.3(um) f]z} . (13)

System sensitivity is defined by the spectrally weighted The MTF is essentially the product of the responses of three
x-ray attenuation lengthc. This length is inversely propor- system components: the pinhole camera, thgr@@igitizing
tional to the mass absorption coefficient and the target densigperture, and the framing camera. The former two are straight-
[see Eq. (7)]. In practice\cy can be constructed using the forward calculations based on geometry and spectral energy.
target compressioi€,, calculated by the 1-D hydrocode The MTF of the framing camera was determined by measuring
LILAC,? and the attenuation length of the undriven taiget  the camera response to a J&@-wide slit (placed 1 mm in

front of the camera) backlit by x rays [see Fig. 76.39(a)]. This
Ay = A_x (12) image of the slit was digitized with a/Bn scanning aperture.
Co The slit width and its proximity to a camera were sufficient to
neglect any diffraction effects. The dashed line in Fig. 76.39(b)

This relation can be used as long as the driven target mairepresents the light intensity incident on the slit. The thin solid
tains a cold value of its mass absorption coefficient. Typically,
during our experiments the target temperature is far below the

. - Washer
values that could change the mass absorption coefficient. |

We measured the attenuation lenggtin undriven 25sm (@  25umCH, = J
CH, (0 =0.92 g/cm) targets using backlighter beams only. At

the position of the experimental target, a thin strip o G#s
mounted so that the radiographic system could view x rays
that both miss and traverse the target, as shown on the image
taken at some time during the 3-ns backlighter pulse [see
Fig. 76.37(a)]. The calculated attenuation length for this mate-
rial was 11.5um, and we measured 16n+1 ym from the
difference in optical depth in these two regions [lines A and B
in Fig. 76.37(b)]. This value was constant for the ~1-mm 8 ' ' ' '
backlighter spot and did not vary over the duration of the 3-ns - 1
backlighter pulse. We also radiographed undrivepu20cH 6 WWW _|
(p = 1.05 g/cmd) targets that had preimposed, low-amplitude
(0.5 um) sinusoidal modulations with wavelengths of 60 and
30 um. Using these modulations as control referentgsas
measured to be Jm+2 yum. These experiments showed that
both backlighter spectrum and filter transmission remained 2
constant in time during the measurements.

Optical depth
N
2
|

System Resolution 0 I | | I
The resolution of the system was characterized by measur- 0 50_ 10_0 150 200 250
ing its response to a sharp, opaque edge (machined platinum).__ Distance in target planguf)

Its image is shown in Fig. 76.38(a). The dashed line in

Fig. 76.38(b) represents the light intensity incident on thé&igure 76.37

edge, the thin solid line is the measured light intensity propa(a) Image of the undriven strip target; (b) lineouts of the measured optical
gated through the system (and averaged in the direction par&Fpth (shown by lines A and B). Images through both the CH and open areas

. S . . llow th tical depth to b d.
IeItotheedge),andthethlcksolldIlne|sthef|tt0exper|mentaai owThe opfical depth fo be meastre
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line is the measured light intensity propagated through thand microchannel plates. This scattering resulted in areduction
system (and averaged in the direction parallel to the slit), anof the MCP resolution up to about 20% at low spatial frequen-
the thick solid line is the fit to experimental data assuming theies < 5 mm. In our experiments, the phosphor plate was not
framing camera MTF as a two-Gaussian function: aluminized. We saw, however, no significant reduction of the
MTF at low spatial frequencies due to such scattering because
of much lower levels of irradiation, compared with above-

_ 2
MZ(f) =1.05 exp[—[103.8(pm)f] } mentioned experiments.

2
-0. —{95. . 14 . . .
0.05 exp{ [95 B(Hm)f] ] (14) Figure 76.41 shows the various MTF’s discussed above.

The thin solid line is the MTF of the entire system as deter-
The measured MTF of the framing camera is shown imined by its edge response. The dotted line is the system MTF
Fig. 76.40. This MTF is similar to that measured in othercalculated as the product of the MTF’s of th@r8-pinhole
experiments performed at LLNE12and NRI13 with alumi-  (dot-dashed line), the framing camera (dashed line), and the
nized phosphor plates, which have reduced the long-scal20-um digitizing aperture (thick solid line). These MTF's
length scattering of photons and electrons between the phosplamsumed a system magnification of ~14. It can be seen that for

(@)

Pl edge
150 T T (?) T T 3.0 T T T T T T T T T T T

I I 1 m

a =

= c N |
5 )

= >

g 100 ] g 20F |
g | g | _
3 i S

E 2

5 5o _ @ 1.0 -
5 I Q

2 I= L i
£ k=

I 1 , | 0.0 N\WW‘\ 1 MADA N S s hALA
00 100 200 300 —600 —-400 -200 0 200 400 600
Distance [im) Eo174 Distance jgm)
E9173
Figure 76.38 Figure 76.39

(a) Image of the edge target (Pt strip). (b) The dashed line represents the ligh} Image of the slit target, installed in front of the MCP. (b) The dashed line
intensity incident on the edge. The thin solid line is the measured lightepresents the light intensity incident on the slit, the thin solid line is the
intensity propagated through the system (and averaged in the directioneasured light intensity propagated through the system (and averaged in the
parallel to the edge), and the thick solid line is the fit to experimental datalirection parallel to the slit), and the thick solid line is the fit to experimental
assuming the system MTF to be a two-Gaussian function. data, assuming the framing-camera MTF to be a two-Gaussian function.
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spatial frequencies below 70 miithe measured system MTF zation. It is possible to determine the origin of noise based on
is in reasonable agreement with the aggregate response of tteespectrum since, in frequency space, the signal and noise
individual components. So in the analysis of target nonuniforat each stage are multiplied by the MTF of that portion of
mity evolution (discussed in tWgiener Filtering section), we the system.
analyzed the signal only at frequencies below 70-fam
Figure 76.42 depicts the azimuthally averaged Fourier
System Noise amplitudes of the optical depth for two square regions with
Using radiographs of strip targets [see Fig. 76.37(a)], th&50-um width, through and around the strip. At high frequen-
system noise was characterized. Since the strip targets waries (>100 mmt), the averaged noise is nearly constant,
uniform with very smooth surfaces, all nonuniformity mea-indicative of the noise from film and digitization. At lower
sured in the radiographs of these targets is noise. The primaspatial frequencies the noise amplitude depends on the MTF'’s
noise sources in this system are photon statistical noise of the pinhole camera and MCP. This suggests that the domi-
backlighter x rays, noise in the microchannel (MCP) andant noise source is the photon statistics of the backlighter
phosphor plates, film noise, and noise produced during digiti rays. In optical-depth space, the noise amplitude is inversely
proportional to the square root of the number of photons. There

1.0 oot is more noise in the region of the strip with few x-ray photons
0.8 than in the region out of the strip.
This relationship between noise levels and the photon flux
TR ] can be explained by the following consideratioiy; #ndl, are
E the average x-ray intensities in and out of the strip regions,
0.4r ] respectively, then noise rms amplitudes in these regions are
I ~ /11 and+/1 », assuming a monochromatic x-ray spectrum.
0.2- ] Since the signal’s optical depth is the natural logarithm of its
I intensity, the variation of a signal from its averaged value in
00 1 1 1 L 1 ! 1 L . ] -
0 10 20 30 40 50 terms of the optical depth will be proportionalt/1; and
e Spatial frequency (mmd) ]/ﬁz aftera serles expansion of the logarithm, retaining only
the first term. It is assumed that the number of x-ray photons
: per pixel is greater than 1, which is necessary to justify such an
Figure 76.40 _ analysis. The fact that there is more noise in the optical depth
Resolution of the framing camera. . . . .
in the attenuated strip region with fewer x-ray photons (rms
1.0 =~ T T T T T T 0015 T T T T T T T
A ~ i _ ]
08l N o - X-ray photon noise -
- \ N So i . il
uw 0.6 N \\ - £% 0.010- In a “strip ]
[ L . N Qo L i
E 0 4 | .‘\~ N . % E r “ He1) 1
) RN T i Out of “strip ]
0.2] NN 23 i i
2+ . . - S o | _
C N ~X. =S 0.005_ -
0.0 ) | . | Tt e e~ R B . _
0 50 100 150 200 250 i Digitizing noise |
Spatial frequencyngnr?l) 0.000 e S —
E9066 0 200 400
ial f ™
Figure 76.41 E8571 Spatial frequency (mm)

Resolution of the system. The thin solid line is the measured MTF of the entire

system. The dotted line is the system MTF calculated as the product of th&gure 76.42
MTF’s of the 8um pinhole (dot-dashed line), the framing camera (dashedystem noise. The measured noise level for two portions of a radiograph
line), and the 2Q:m digitizing aperture (thick solid line).

through and around the 28n-CHy strip target.
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amplitude ~1/+/11) than in the region out of the strip (rms where |Cre(f)| and|Cim(f)| are real and imaginary parts of the
amplitude ~1/+/1 5 ) supports the suggestion of the photon-measured signal with noise. Due to the statistical nature of the

statistical nature of the noise. noise spectrum, the signal that is less than twice the noise
amplitude can be treated in three primary manners: (a) rejected
Wiener Filtering (i.e., set to 0), (b) considered to be uniformly distributed

Using the measured system sensitivity, resolution, antletween zero and twice the noise level, or (c) set equal to twice
noise, we recovered the imprinted perturbations from théhe noise level. These options are used to provide the uncer-
radiographic images. A broad spectrum of imprinted featuresinties of the measured signal. At higher spatial frequencies
has been generated by laser nonuniformities with spatial fr¢>70 mn1) the detector response is falling rapidly, so the
quencies up to 430 mrh These initial imprinted nonuni- signal-to-noise level is greatly reduced and the error bars
formities in our experiments come from the nonuniformities inare larger.
drive-laser beams used with distributed phase plates (D¥P’s).

The RT instability has growth rates and saturation effects that The thin solid line in Fig. 76.43(a) shows the power per
depend upon spatial frequency. In addition, the resolution ahode of the noise. The thick solid line represents the power
the radiographic system begins to cut off spatial frequencigser mode of the image at ~2 ns. These two lines are almost the
above ~70 mm. As a result, the detected signal resides in @ame at high spatial frequencies > 80Thrauggesting that the
narrow range of spatial frequencies ~10 to 70fam

We analyzed 40@Qan-square sections of the radiographic 004 (@) I I I I
images of the target by converting them to measured optical
depth, compensating for the backlighter envelope using a 1
fourth-order, two-dimensional polynomial fit. The signal non-
uniformity is expressed as the power per mode in optical depth = 0.02| .
by Fourier transforming the resulting optical depth. §'
A Wiener filter was developed to recover the true signal -§
from the resulting image'®. If C(f) is the signal plus noise 3
measured by the syste®(f) = f) + N(f), then the restored 9 0.00=== —!
signalP(f) is g 004
)7 s
Msys |S(F)|" +|Navg(f) S

0.02

whereMgyis total system MT Na\,g(f)|2 is the average or
Wiener noise spectrum, ad&(f |2 is the measured signal
power spectrum. The average noise speci#\lgpg(f)|2 and

system MTF have been measured as described above; the only 0.00 ==
unknown is|S(f)|2, the measured signal power spectrum. In 0
this technique, the signal is compared to the measured noise Spatial frequency (mm)

spectrum, and only points that are greater than twice the ="

amplitude of that noise are considered first, i.e.,

Figure 76.43
5 (a) Power per mode of the noise (thin solid line) and power per mode of the
|S(f )|2 - |C(f )|2 _ |Nav (f)| ) signal plus noise of the driven foil image at 2 ns. (b) Power per mode of target
d modulations versus spatial frequency. This is calculated using a Wiener filter,
for (16) assuming MTFE= 1 (triangles), calculated by subtracting the noise power per
mode from the power per mode of the signal plus noise (lower solid line that
C.o(f) or [Ch(f)>2N ), agrees with triangles), and calculated using a Wiener filter, assuming a
re im avg
measured MTF (squares).
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noise dominates at these spatial frequencies in the 2-ns.

image. There is a significant level of signal at lower spatial
frequencies, however, which must be separated from noise.

The result of the Wiener filté? is shown in Fig. 76.43(b).

To demonstrate the effect of noise reduction, we set the MTF
=1 (i.e., noresolution compensation) in Eq. (15); this is shown
as the triangles in Fig. 76.43(b). The lower solid line shows the
data obtained by simply subtracting the noise power per 4
mode [the thin solid line in Fig. 76.43(a)] from the measured
power per mode of signal plus noise [the thick solid line in
Fig. 76.43(a)]. The agreement between these curves indicates
that the noise compensation portion of the Wiener filter be-

haves reasonably. The upper curve in Fig. 76.43(b) depicts thes.
result using the proper MTF and represents the fully processed6

data used as our experimental results.

7.

Conclusions

By properly characterizing our detection system, we have
simplified the complex relation between radiographic images
and the optical depth in the target. Using measured aspects of

the system, we have generated linear approximations of the®
system response that apply to our conditions. We measured the,

sensitivity and the resolution and demonstrated that they re-
main constant for the duration of the experiment. Using mea-

sured noise spectra, we have constructed a Wiener filter that ™
enables us to distinguish the signal from noise and to reconz1.

struct that signal by deconvolving system MTF. This technique
is routinely applied to the analysis of our experiments.
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Collisionless Damping of Localized Plasma Waves in
Laser-Produced Plasmas and Application to
Stimulated Raman Scattering in Filaments

Stimulated Raman scattering (SRS), an instability that corcan be explained by filamentation is presented in Afshar-rad
verts laser light incident on a plasma into plasma waves aret al,’ along with direct observational evidence for the occur-
lower-frequency scattered photons, has been a major concemnce of SRS in filaments. It should be pointed out that this
in laser fusion research for many years. The scattered photointerpretation of the experimental observations has great
represent wasted energy, and the plasma waves can prodpogential significance for NIF since it suggests that the band-
suprathermal electrons that penetrate and preheat the targetith already incorporated in the NIF design to improve
core, thereby preventing efficient implosion. Interest in SRS$rradiation uniformity may also be sufficient to suppress or
has intensified in recent years as experiments with higher lasgreatly reduce SRS.
intensities and longer-scale-length plasmas, intended to simu-
late laser—plasma interaction conditions in the National Igni- The experimental evidence for the connection between
tion Facility (NIF), have yielded SRS reflectivities as high adfilamentation and SRS is especially compelling for the short-
25%1 Furthermore, for many years theoretical models of SR@avelength portion of the SRS spectrum. Recently reported
have had difficulty accounting for several aspects of the experexperiment&3-4on the Nova laser at LLNL studied a 351-nm
mental observations: SRS is often observed at incident intefaser beam interacting with a preformed plasma at a tempera-
sities well below the theoretical threshold; the spectrum of theure of ~3 keV. The density profiles of these plasmas have a
scattered light is broader and extends to shorter wavelengttesge central region at densities of about 1% and fairly
than theory predicts; and anomalous spectral and temporstharp boundaries. LASNEX simulations of these targets, in
structure is observetiMore recently it has been found that concert with the laser interactions postprocessor (8 {®§-
“beam smoothing,” which involves small increases in thalicted a narrow SRS spectrum at ~600 nm, whereas observa-
spatial and/or temporal bandwidth of the incident laser lighttions showed a much broader spectrum extending to shorter
effectively suppresses the SRS instabiflifywhile theory  wavelengths. In some cases without beam smoothing, this part
predicts that much larger increases in the bandwidth, compaf the spectrum dominated, with a peak near 450 nm. Substan-
rable to the instability growth rate, would be required fortial scattering at these wavelengths requires long regions of
such suppression. very-low-density plasma, which do not appear in the hydrody-
namic simulations but could exist in a filament. This part of the
To account for the discrepancies in the threshold and spespectrum is strongly peaked in the backscatter direction and is
trum, it was proposed some time a§ahat SRS is not greatly diminished by increased bandwidtfurther indica-
occurring in the bulk plasma, but rather in intense light filations that this scattering is associated with filamentation. The
ments formed from hot spots in the incident laser beam by tHeeam-deflection phenomenon, observed in many of these
self-focusing instability. Intensities in such filaments couldexperiments and associated with filamentation in theory and
easily surpass SRS thresholds, even if the average beaimulations®10 provides independent evidence that fila-
intensity was well below the threshold, and the higher intensitynentation is occurring in these plasmas.
would be expected to drive SRS over a broader range of
wavelengths. The more recent experimental observations add One remaining difficulty with this interpretation concerns
further support to this hypothesis: Filamentation can be supghe damping of SRS at these wavelengths. The parametric
pressed by much lower bandwidths than would be required twature of the SRS instability requires that the participating
suppress SRS directly, and the anomalous spectral and temptectromagnetic and electrostatic waves satisfy frequency-and
ral features may be accounted for by the temporal evolution efave-vector—-matching conditions:
the waveguide mode structure in the filament. A thorough
discussion of the anomalies in SRS experiments and how they Wy =w+ws, Kg=k+Kkg,
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where (u.kg), (wsks), and (k) are the frequency and wave- Linear Collisionless Damping
number pairs of the incident and scattered electromagnetaf Localized Plasma Waves
waves and the plasma wave, respectively. In the fluid approxi- SRS occurs when plasma waves originating in noise are
mation the dispersion relations for these three waves are amplified by their interaction with the laser field. The initiation
and early growth of the instability thus depend on the behavior
of small-amplitude plasmawaves, so for the purpose of analyz-
ing SRS thresholds and growth rates, a linear treatment of the
a)§ = w% + Czksz, plasma waves suffices. Furthermore, in the plasmas of interest
WP = w% +3v2K2 = w,%(1+3k2)%), thhere, the mean free paths and collision Fimes are much longer
an the spatial and temporal scales of interest, so the plasma
may be regarded as collisionless. We will therefore be inter-
whereay, is the plasma frequencyy is the electron thermal ested in the collisionless damping of localized small-ampli-
velocity, andip is the Debye length. Short-wavelength scattertude plasma waves. This process is often referred to as
ing requires thatv and thereforey, be small so thady = aw,. “transit-time damping” since it results from the transfer of
Consequently, the thermal dispersion term becomes signifenergy from the wave to particles transiting the localization
cant, withkAp of order 1. Itis well known that for electrostatic volume. Although the analysis presented here is self-con-
waves in homogeneous plasmas Landau damping becom@asned, we treat transit-time damping in filaments using the
very strong whekAp > 0.4. This suggests that the plasma wavenethod presented in greater generality in an earlier atficle.
associated with short-wavelength SRS will be heavily Landau
damped, and, in fact, in this case SRS is more properly referred Since we are interested in filaments, we will analyze plasma
to as stimulated Compton scattering (SCS), which has a muetaves confined in a cylindrical geometry (though the exten-
lower growth rate and correspondingly higher threshold; thussion to other geometries will be evident and the case of slab
significant scattering would not be expected in this range ajeometry is treated in Appendix A). For simplicity, we con-
wavelengths. One possible explanation, recently proposed fsyder only azimuthally symmetric waveguide modes() for
Afeyanet al,11is that thermal transport across steep temperahe electromagnetic and electrostatic waves in the cylinder.
ture gradients, produced by inverse bremsstrahlung absorptidvhile self-consistent radial intensity and density profiles for
inintense hot spots in the laser beam, produces a modified nditaments can be calculated numeric&llyjs adequate for our
Maxwellian electron distribution function (MDF) in the hot purposes to consider a simple filament model consisting of a
spot with a depleted high-energy tail. Since the high-energgircular cylinder with a sharp boundary at radRigs shown
electrons are responsible for Landau damping, this woulth Fig. 76.44. The density, inside the filament is assumed to
result in a reduced damping in the hot spots, allowing SRS toe significantly lower than that outside the filament, so that
occur. The thermal-electron mean free path in these plasmagaveguide modes for the light and plasma waves have negli-
however, is typically much larger than the size of the laser hajible fields extending outside the cylinder. Pressure balance is
spots, and the mean free path for the high-energy electronsgeovided by the ponderomotive potentig} of the laser light
even longer, soitis not clear that the required steep gradientpnopagating in the filament. The size and intensity of filaments
the high-energy electron population could be sustained. Mordikely to form in laser-produced plasmas and the properties
over, recent experimenrfsusing random phase plates suggesbf the corresponding waveguide modes will be discussed
that hot spots alone, without self-focusing, cannot account fdurther below.
the levels of SRS observed.

2 .2 4 212
Wy =wp +C kS,

Inside the filament the electron distribution function is

In this article we propose an alternative explanation. We
investigate the collisionless damping of plasma waves propa- fo(r,v) = Mo e Vi/2v% ,
gating in a bounded region of plasma, such as the interior of a (271)3/2v$
filament, and find that it can be much smaller than expected on
the basis of the infinite-medium Landau theory, even with avherev2 = kgTy/m. Consider a phase-space volume element
Maxwellian electron distribution. Using a simple model of adV containing a group of co-moving particles passing through
filament and its internal modes, we then apply these results the filament. We represent the motion of each particle by the

SRS in filaments. motion of its oscillation center, neglecting the oscillation
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amplitude of the particle in the laser field as small compared to
the length scales over which the fields vary. Since we are taking
the equilibrium ponderomotive potential inside the filament
to be uniform, the particle trajectories can then be represented
as straight lines within the filament, as shown in Fig. 76.44.
Each particle thus acquires an energf in time

At =2\ R2 - p? /VD, whereb is the impact parameter of the Integration of this quantity over the phase space within the
particle andr is the velocity component perpendicular to thefilament then giveswicethe collisionless damping rate of the
cylinder axis. This energy, which may be positive or negativeplasma wave since the phase space is effectively included twice
is acquired as the particle interacts with the plasma wavia the integration (both forward and backward in time).
trapped in the filament. To conceptually simplify the analysis

we take this wave to be a standing wave and we assume that the~irst we calculate the energy acquired by a particle interact-
energy removed from the wave by damping is replaced by iag with the filament. Inside the flament the potential satisfies
driving process, such as SRS, so that the wave has a consténg longitudinal plasma-wave dispersion relation, so assuming
amplitude. Then, sindg is even inv, it is clear that the time- azimuthal symmetry for simplicity, we can write the potential
reversed process, in which the particles in a time-reverseab

phase-space elemai¥" interact with the filament, acquiring

energy-AE in timeAt, is also occurring. Since we are neglect- o(r,z,t) = AJg(kr) COS(kzZ + 0') COS(CUH ﬁ). 1)

ing collisions, phase-space volume is conseriey| =|av],

and the net rate at which energy is transferred to the particleghereA is the infinitesimal wave amplitudd, is the zeroth-
associated witldlV is order Bessel functiofk, andware the axial wave number and
frequency of the wave, anal and 8 are arbitrary constants
representing the spatial and temporal phases of the wave, to be
averaged over below. The boundary conditialy (&R) = 0, so

k may be any of a discrete set of wave numbers determined by
the roots of the Bessel function. We relatandk by the fluid
plasma dispersion relation

AP=AE[fo(E)dV - fo(E+AE)dV*| /At

2
_(EP 010y,
At OE

dv* [
(outgoing phase-spac
volume elemen
w? = wf + 3(kz2 + kz)v% :

The main kinetic correction to this relation is an imaginary
component otw resulting from the damping we are about to
calculate; corrections to the real frequency will result only in
a small shift in the resulting SRS spectrum and will be ne-
glected here. Let= 0 be the time when the particle is closest
to the cylinder axis. Its change in energy in crossing the
filament is then obtained by integrating over the unperturbed

orbit:
_ _flo
(incoming phase-spa: AE=-ef} v [Me(r,t)dt,
volume element)
P1858 wherety =+'R2 —b2 /v, . The total derivative of the potential
is
Figure 76.44 qu[r(t) t] —v [j](p[r(t) t] + iq)[r(t) t]
Geometry of cylindrical filament modeR s the cylinder radius; andb are dt ' ’ ot r

the electron velocity and impact parameter, respectivelydarenotes a

six-dimensional phase-space volume element. so the above integral can be written
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kVRZ-b2 7 2 0
AE:—e° [ - [ t]Edt. ls = j_;sz b Jo (D) +5°
The potential seen by the particle is the same before and after X COS Eh’a tkyv, sEﬂs
passing through the filament, so 0 kvp g
_t d [ t]dt:O :LG%R,kbwikZVZD
kVD ' kV|:| H,

and

AE = eJ, 9 q0[ t] at. where we have defined the function

G(x,y,2) = I‘/ xE-y? ,J (\/y2+52)cos(zs)ds

Substituting the form of the potential, we have U x2-y

. which must be evaluated numerically.
AE = —ewA[S Jo[kr(t)] cos[k,v,t +a]sin(wt + B)dt
° Next we must integrate the above expression<ikE2>

= —ewA%osa sin ﬁﬁ‘;o Jo[kr(t)] cosk,v,t coswt over the six-dimensional phase space inside the cylinder. Note
that it depends on the particle coordinates and velocities only
-sina cosﬁﬁ‘; Jo[kr(t)] sink,vt sinwtdt%_ through the two quantitideb andw,. = (w * kv, )/kvg . The
0 total power being transferred to particles in a lergtbf
filament is

Squaring and averaging over the phasesdf gives L, o 0
quaring ging P Bg P =1 g™, dv, [ dvive

infmW

O 2\ o [
R, 2m, . 21 1<AE >6fo
X [, drr [ d6; [ dBVE—E —él 2)

At 0

< AE2> = # %ﬁ‘;o Jo[kr (t)] cosk,v,t coswtdt

Jﬁﬁo Jo[kr(t)]sink,v,tsin wtdtg

Oopoo

where the factor 1/2 in the integrand compensates for the
double-counting of phase space, as noted above. Because of
the rotational symmetry, all particle orbits with the same
Defining the integrals impact parametds and speedv| must make the same contri-
X bution to <AE2>, so the quantity in square brackets in (2)
l, = _‘;0 Jo[kr (1)] cos[(wi kzvz)t] dt, depends on, 6,, and8, only through the impact parameter
We can therefore transform the last three integrals in the above
we have expression to a single integral olerirst we transform the
anglesg, andg, to
272
o\ _ W2e?A? 5\ _ wleA
(aE?) = —g (12+12)= — % 0,=0,+6,,
6_=6,-6,.
where the last form follows from the symmetry(v,)
= fo(-vy,), SO waves propagating in both directions along th&y shifting portions of the region of angular integration by 2

axis must be equally damped. Changing the integration varin 6, or 8,, the integral over [0,7] in 6, and 6, becomes an
able tos = kv, integral over [0, 4] in 6, and Fr;r in 6_, as shown in
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Fig. 76.45(a). Using the Jacobiaf6,,6,)/d(6..6-)=1/2,
we see that the angular integration is transformed as

[27de, "6, - % [ de.[" de_.

Next we use

o_=gntl 99-__ 1

—=—— for 0<6_<
r ob rz—bz

Ny

As shown in Fig. 76.45(b), there are four valuesfofin \
[T ] for each value of andb. Because of the cylindrical

symmetry these values 6f are all physically equivalent, so (b)

we can combine the above results to obtain the transformation

[27do, (2" de, o A Q
v

1

a4 R R
- 4%1‘0 d0+I0 db.[b drrwz—_bz

- 877_[0Rdb«/ RZ-p2.

After this transformation, the expression for the power is

P=4nf" dv, [y dvovy IoRdb v*)

‘ 0 (AE?) 5. O
vaZ—bZ |:_|_< >a_0u (3)
H At 0 H
P1859
Figure 76.45
where we have done tkeéntegral using the fact théﬂE2> is lllustration of variable and range transformations used in converting the
independent of. integralin Eq. (2) tothe formin Eq. (3). The anglgis (b) are measured from
the dashed extension af
Using
and
ofy _ Ny —v2j2v2 _2JR2-Db? o\ _ WPEPA% w+k,v, 0
=- "3 _¢ T, AM=—— <AE >: ) G R,kb,—H,
0 (27T)/2mv$'- Vg 4k2v3 kv
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this becomes

lim sin? e —
SN gx: ™ (x) with a =vR? -b? v,
a - o ax
b= now?e?A%L
512
4(2")%”NTk we have
x [ dv, [0 dvy IRdbGZ%R ko, O KeVz Domve /2t lim 1 Gzad?,kb w+kpv, O
w0 0 kv H° k- 0kZ Tkvy O
As an aside, we now verify that the above expression gives 4m R2 b2 0 wD
the familiar result for Landau damping of a plane electrostatic Y 5%’2 + k_
Z

wave afR - o. This result can be established in full generality

(including finite radial and azimuthal wave numbers) by meth-

ods analogous to those employed for slab and spherical geos® that

etriesin Ref. 14, butthe analysis is fairly complex. Since we are

interested here in the application to SRS backscatter, we can

simplify matters by considering only the special case where the

R - o limitis a plane wave with wave numbempropagating 41 w2e2 A2L
in thez direction k = 0). To simplify the calculation, we take DN
the limitk - oo first, and then leR - oo, so that the cylinder
contains a plane wavefront for all< R. This means the
boundary conditions will not be satisfied as we take this limit, e R h/pR2 _h2
but this doesn’t affect the result since the boundary’s contribu- XIO dVDVDIO dovRE =D
tion to the damping vanishes as it recedes to infinity. For small

X, y we have 0 g -v2/2v2

X[, V0LV, +k—“Z’Be
G(x,Y,2) D_[ coszsds— %sm(\/ —yzz),

a(2m) 2Bk,

2.2 7\2 _w
© _ (UpO() A“L e_ ZKZZV%
4(27‘[)%V-|5-kz
lim 1 w+k,v, 0
GZE( Ko, — 22 zVz o _ R
Kook S HRO TG TR X[ dvpvpevH/ 2% [dbyR? - b2
4v2 2 _p2 0 2. 22 N
_ V§ , sinZEl\/R b (w+kaZ)D _ wpw AL 7TR2 2
(w+ k) B Vo B (Zn);/Zv%k 4

Now the quantityv R2 —b2 v in the argument of the sine

function above is half the time a particle spends in the cylinder;

it becomes large @& becomes large, except for the relatively The energy density in a traveling electrostatic plasma wave
small number of particles that just graze the boundary of th&g cos(kx — wt) is E§/8rr; superimposing two such waves to
cylinder. Since the relative contribution of the boundary begive a standing wave doubles the amplitude and the energy, so
comes insignificant & — o, we may regard/ R? —bz/vD as the energy density in a standing wats coskxcoscawt is

large for all particles of interest. With this assumption, andEg/16 1. In our casef 4y = KA, so the wave energy in a
using portion of a cylinder of radiuR and lengtt_ is

256 LLE Review, Volume 76



CoLLISIONLESSDAMPING OF LocALizED PLasmMAWAVESIN LASERPRODUCED PLASMAS

1,500 A2 The integral oveu can be carried out using the identfty
= —ksRLAA,
6
y2
and the amplitude damping ratef a plane plasma wave is Io duue™Pu Wi = _—_ o8B Doo— H
then given by 2p B: 2p
whereD is the parabolic cylinder function, which in this case

wz
I w3 PN . .
y_1.P L p% e gerav: can be expressed in terms of the error functamsing

w 2wW \8k3vT
. 7T 2
: e4 / ‘—e 2 —z (DE\_
2 ‘ %

in agreement with the usual expression for Landau damfling

Returning to the finite radius problem, we can perform one
i The remaining integrations must be carried out numerically

more integration analytically by transforming variables
for this purpose it is convenient to make the integration limits
finite by changing the integration variabieto ¢:

V.,V - U,W,

where ;=Y w/kVT_,
26 2,2
| +w
| W+ K,V | k2
u= |—v Zz vp =./-2u Vk
= . O» ’ O — ! ’
kv \ k
k1

Then we have

and due-te @R
Tk (2nege 2\
(k, k[ CELNS
2 - X7 202 _o W
Ve = +—WoUe =2 — WU+,
A R A
i:v_%i%_ kZZ\;'IZ' ZZD
and then 2B Kz w H
2 2n2 . w? Combining these results with the above expressioR famd
po_Mow AL ok letting x = kb gives
4(2n)%w$k2
O
e G2 ) e B kot
XJ'O dbf_deG (kR,kb,w)_[O duue VT
where where
1 [k . k0 k °
10 ko0 0 FW. oA o
p 2v2 Hk k, H Y k,v2 'k, C= 8mk3v3 € !
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and

y_1P _1 whw

20W  am
@ G +1Ek3vT kR)? J2(kR)

In terms of the plane-wave Landau result given above, this is

Y _0Oyo
w Izk’-’ELandau

The average energy density of the plasma waves in the cylinder

(or), =amlloa?),,

=— k2J'2 kr) + k233 (ki
= [K9200) + 1833 0],

so the energy in a lengthof the cylinder is

1

W—§LA2 r [k2362(kr) + k233 (k)] .

Using

F1(95= S [97(9) - Jn-a(9nals)]

Jo() = I-1(s) = ~Ju(9),
and the boundary conditialy(kR) = 0, we have

A2|_ Ek2 0

1H(kR

thus, the amplitude damping rate is given by

258

L1 Kk 1 w O
Jor® 142/ (kRZI2(kR) e vt @

Stimulated Raman Scattering in Filaments

In this section we analyze SRS in filaments using the simple
sharp-boundary cylindrical model of the previous section
(Fig. 76.44). We determine the filament parameters (radius,
etc.) most likely to produce short-wavelength SRS and then
estimate the collisionless damping in these filaments using the
results of the previous section.

We assume that the pump and backscattered electromag-
netic waves propagate as waveguide modes in the filament, so
their dispersion relations can be written

wf = w +c2(kG, +1,). (5)

w§zw%+cz(k§ +k522) (6)

where the subscripts and z denote the radial and axial
wave numbers and the boundary conditions require
Jo(kor R) = Jo(kg R) = 0, whereR is the filament radius. The
ponderomotive force arising from the beating of the pump and
scattered waves drives an electrostatic plasma response. We
assume that this response is largest when the frequency and
wave numbers of the plasma wave satisfy the fluid dispersion
relation
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w2 = w% +3v%(kr2 + kZZ) (7) SRS wavelength, as shown in Figs. 76.46(a)—76.46(b) for the
typical experimental parametely /n. = 0.1, To=3 keV, and
Ao = 351 nm. The SRS spectrum corresponding to these
where againJy(k R) = 0. This approximation will be good as
long as the damping rate is much smaller than the frequency 20— 77—

As in the previous section, we assume that the SRS process is i i
near threshold, i.e., the pump replaces the energy lost to — 1.6 i ]
damping of the scattered waves, so that the frequencies and %_ 121 _
wave numbers of all the modes can be taken as real. Then g - .
the frequencies and axial wave vectors satisfy the matching g 08| 7
conditions o 04l ]
T (@ |
Wy =Wstw, (8) ooL v v
0.10
koz = Kg +k;. 9) 008-— i
Coupling between the modes is strongest for the lowest-order , 0.06F _
(smallest radial wave number) modesince in this simple < - -
model all modes have the same boundary condition S 0.04f .
Jo(kor R) = Jo(ks R) = Jo(k R) = 0, the strongest coupling is 0.02L ]
obtained by taking T 1
0.00
Kor = kg =K = jor/R, x1018 1.5 | ]
wherejg, 12.4048 is the smallest root &j. “g 10 L ]
Light propagates in a waveguide mode in the filament 5;, r ]
because the density inside the filamegt,is lower than that E 05 L h
outside,Ng. The difference in plasma pressures inside and % i i
outside the filament must be balanced by the ponderomotive  — - .
force of the light confined in the filament. The required 0.0 L i
intensity in the filament will be a minimum when the increment — T T T
. . ) . i, o 14+ .
in density across the filament boundary is the minimum re- (A - g
quired to confine the pump wave, or % 13 N ]
S C _
3 L i
212 2 8p i
No _fo - ¥or (10) g e -
Ne  Ne 20) s 4+ 7]
S 2 (o -
Since the scattered waves are of lower frequency than the Z ol v
pump, they are also confined to the filament when condition 440 460 480 500 520 540 560
(6) holds. o166 SRS wavelengthufm)
If we are now given the background temperaligrelensity Figure 76.46

NO! and pump Wavelengtho = 2"0/600, Egs. (5)_(10) are six Parameters of the filament model as determined itstimeulated Raman
equations determining the six UHKHOWD% = 47Tnoez/m, Koz Scattering in Filaments section, plotted against the SRS emission wave-
ksz k21 w, andR in terms of the scattered-light wavelength length. The filament radius is plotted in (a), the interior density in (b) (for
/\s — 27‘&:/(4)3. We can solve them numerically to obtain inan exteriorl.der;sity ofope;:]en:.? critic?!),tf;einteriorlight intensity in (c), and
particular the filament radius and density as a function of'® "°Malized power in the filament in (d).
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parameters extends from about 450 nm to about 550 nm. Thethin this range; smaller filaments cannot form because of
density plot shows that longer wavelengths would requirdiffraction. From Figs. 76.46(a) and 76.46(d) we see that the
No/ne = 0.1, while shorter wavelengths lead to unphysicalfilaments our model predicts for short-wavelength SRS have
negative densities inside the filament. Note that over most gfarameters within this range. So we may conclude that, at least
the spectrum the required filament radii tend to be quitén terms of gross parameters such as size and intensity, our
small—of the order of a few collisionless skin depths or aboutnodel is not an unreasonable representation of the filaments
a micron for these parameters. likely to be involved in SRS.

By using the condition that the ponderomotive force bal- The collisionless damping rate for the plasma mode associ-
ance the difference in plasma pressures inside and outside #@ted with each SRS wavelength, as calculated ithitrear
filament, we can obtain the intensity and power in the filamentCollisionless Dampingsection, is shown in Fig. 76.47. For
The pressure balance conditiomig= Noe_"g/""’%,wherevo comparison we also show the damping rate for a plasma
is the oscillatory velocity of an electron in the electric field ofwave in a homogeneous plasma that would give the same
the filament SRS wavelength. Details of the calculation of the damping
rate in homogeneous plasmas is given in the Appendix. From
Fig. 76.47 we see that for longer wavelengths (corresponding
to filaments of large radius) the damping rates approach the
homogeneous Landau result, but for shorter wavelengths the
with | being the intensity in the filament ag the laser smaller radius results in a much-reduced damping as compared

Vo = €Emax /MW D25.6\;“‘I(W/cm2)/\0(um) emst  (11)

wavelength. Solving for the intensity yields to the homogeneous case.
The growth rate for SRS in a filament is readily calculated
To(eV) , ONyO
|(W/Cm2) 01.1x108 #'na—o : from the coupled wave equations for the waveguide mbies;
A§(um) g

is largest when the plasma response is taken to be the funda-
mental mode (i.e.k = jg;/R) and is then the same as for a
These intensities are plotted in Fig. 76.46(c). Since in oulane-wave pump of the same intensity in a homogeneous
simplified model the intensity is uniform in the interior of the plasma. The linear, undamped, homogeneous SRS growth rate
filament, the power in the filament is obtained by multiplying y at high pump intensities is giveny

the intensity byniR? and is shown in Fig. 76.46(d) as the
normalized powePy, (usually denoted byl in the literature:®

we use the present notation to avoid confusion with the number 1.50
density). The normalized power is in general defined by

3 1.25
o)
e w% ) % 1.00
ANEg——r — [[|E?|axdly, =
maglo € 3 £ 075
_ o _ & 0.50
where the integration is over the cross-sectional area of O
the filament. 0.25
: , . . 0.00
The normalized power and the filament radius normalized 440 460 480 500 520 540 560
to the collisionless skin depth are useful in comparing our . SRS wavelengthum)

simple filament model with what might be expected of actual
filaments. Recently Vidal and Johnstéhave published some
nonlinear simulations of the breakup of laser beams inteigure 76.47

filaments in plasmas. They find that comparatively long-livedbamping rates for plasma waves giving rise to SRS, plotted against the
filaments typically tend to form with radii of a few collisionless Wavelength of the SRS light produced. The upper curve gives the results for
skin depths and normalized pOWE’(@in the range of 2 to 15. a homogeneous plasma, the lower for the filament model igtthmilated

. . . Raman Scattering in Filamentssection.
Larger filaments tend to break up into several smaller filaments
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v W, v pressed by beam smoothing, so that at NIF intensities, for
9 D\/—p 2. example, SRS would not be significant.
wWo @y C
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spatially, i.e., the spatial and temporal length scales of the SRS

interaction are typically much smaller than those of the filaAPPENDIX: Calculation of Collisionless Damping for

ment. This justifies the use of an infinitely long, steady-stat&RS in Homogeneous Plasmas

filament model to study SRS. The high intensities and low

damping within the filament also mean that the SRS threshold For purposes of comparison with our results for the damp-

arising from dampintf ing of longitudinal waveguide modes in filaments, we also
showed in Fig. 76.47 the corresponding damping rates for
lane waves in homogeneous plasmas. Since these dampin
Yo >YeYs g 9 P bing

rates are typically much larger and can be comparable to the

real frequency, the use of the usual small-damping approxima-
is greatly exceeded, wheggandy, are the damping rates of the tionl# to Landau damping is not justified. To calculate these
plasma and electromagnetic waves, respectively. Finally, thrdamping rates we therefore use the exact expression for the
comparatively low damping of the plasma wave justifies th@lasma dielectric response function in a Maxwellian plasma:
use of the plasma-wave dispersion relation for the plasma
response in these calculations, since for low damping SRS will 1
dominate stimulated Compton scattering. e(kw)=1+

>[1+QZ(Q)]; (A1)
(ko)
Conclusions

Discrepancies have long been noted between observationdere
of SRS and theories premised on relatively homogeneous
plasmas and uniform laser irradiation. Foremost among these -
are the onset of SRS at intensities well below the predicted Q=
thresholds and the presence of SRS at short wavelengths,
which should in theory be suppressed by Landau damping.
Many of these discrepancies can be accounted for if the SRSdad whereZ denotes the plasma dispersion funcéiy, is
actually occurring in high-intensity, self-focused light fila- the SRS scattered light frequenay, is the homogeneous
ments, but this interpretation is still open to the objection thgtlasma electron density; is the electron thermal velocityg
the short-wavelength scattering requires low plasma densitiés the Debye length, angl is the critical density at the laser
and thus should still be suppressed by Landau damping. Viieequencyw,. The normal modes are given by the valuels of
have shown that if short-wavelength SRS is generated iandw for which g(k,c) = 0. These are the modes that propa-
filaments, the Landau damping of the corresponding plasmgate in the absence of a driver, and for a Maxwellian plasma
waves is greatly reduced relative to the damping that woulthey are damped, i.eg has an imaginary component, corre-
occur if the SRS were being generated outside the filamentasponding to the Landau damping, and the wave amplitude
context. This removes the primary objection to the filamentatiodecreases with time. Here, however, we are interested in the
hypothesis as the explanation for the anomalous SRS obsengteady-state response of a driven plasma wave, corresponding
tions and suggests that if flamentation is suppressed, fao the situation where SRS is at threshold; i.e., the power
example, by beam-smoothing schemes intended to improywovided by the pump wave (the laser beam) exactly compen-
irradiation uniformity, the SRS instability should then be wellsates for the power lost to damping. (Once above threshold, the
described by classical theories. One especially important iminstability grows so rapidly that the damping becomes irrel-
plication of this is that the effective observational threshold foevant.) The plasma response at a given frequency may then be
SRS should be significantly increased if filamentation is supregarded as a driven damped harmonic oscillator, reaching

. (A2)
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maximum amplitude at that pointinthe plasmawl11.e(dx, a))| Next we can write
is a minimum. SRS can occur at a range of plasma densities
pelow quarter-critical density. Underdque plasmas typically 22 2wl VK2 2 D_l .
include such a range of plasma densities but are close to A St e Il M
isothermal; thus, we regard the temperature as being fixed and w§  v§ wf w% HezH Ne
look for the values oing/n. andkAy that minimizeg(k, w).
From (Al) and (A2), sinceu is known, this minimization
provides arelation between the two unknowggn, andkAy,  and since the temperature, or equivalenty is assumed
which we can write by expressikgy as a function ohg/n.: known, combining (A4) and (A5) gives another relation be-
tweenkAp and ng/n. , which along with (A3) can be solved
[ny O numerically to obtain these unknowns and thus deterkine
kAp H: X suchthat The Landau damping rate, which may also be regarded as the
rate of transfer of energy from the wave to the resonant
particles, is then given by

(KAp)?,  (AS)

o 0O g 0O
£D<,QH<,n—O < sDc,QHc,”— foral X', (A3) ;1
B Ne B Ne - =Elm[£(k,w)].

where we have used (A2) to repres@ras a function okAy  Using (Al) and the formula for th& function of a real
and ng/ne . argument

We obtain another relation between these unknowns from Z(x)
the dispersion relations of the pump and scattered light waves
and the frequency and wave-number matching conditions for
SRS: this is

_ _X2 Y X t2
=e [mn 2_|’0e dt],

2 = )2 4 (22 2 = )2 4 c2K2- 2
w§ = Wi+ kg, wW§ = wp +C°ks;

1:\/5 w%w 2k2v2 (A6)
W =Wy — W, k=ko— ks, ki =kgt+Ksg, W 8 kv '

where (uy,kg) and gugks) are the frequency and wave numberThis is the damping rate for SRS in a homogeneous plasma, as
of the pump and scattered EM waves, respectively. Subtractingdotted in Fig. 76.47. It should be noted that while (A6) is

the two dispersion relations gives identical to the Landau damping rate usually obtained for
normal modes[s (k,w) = O] under the assumption of weak
W2 — 2 damping, for driven modes wittv real it is valid even for
Wi - wZ = cz(kg - ksz) =c?k,k, sok, = %. strong damping.
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LLE’s Summer High School Research Program

During the summer of 1998, 11 students from Rochester-aregnt record of their work. These reports are available by
high schools participated in the Laboratory for Laser Energetontacting LLE.
ics’ Summer High School Research Program. The goal of this
program is to excite a group of high school students about Ninety-three high school students have participated in the
careers in the areas of science and technology by exposipgogram since it began in 1989. The students this year were
them to research in a state-of-the-art environment. Too ofteselected from approximately 60 applicants.
students are exposed to “research” only through classroom
laboratories, which have prescribed procedures and predict- In 1997, LLE added a new component to its high school
able results. In LLE’s summer program, the students expereutreach activities: an annual award to an Inspirational Science
ence all of the trials, tribulations, and rewards of scientificTeacher. This award honors teachers who have inspired High
research. By participating in research in areal environment, tigchool Program participants in the areas of science, mathemat-
students often become more excited about careers in scierics, and technology and includes a $1000 cash prize. Teachers
and technology. In addition, LLE gains from the contributionsare nominated by alumni of the High School Program. The
of the many highly talented students who are attracted t©998 award was presented at the symposium to Mr. David
the program. Crane, a chemistry teacher from Greece Arcadia High School.
Mr. Crane was nominated by Robert Dick, a participant in the
The students spent most of their time working on theil991 Program. Mr. Dick wrote that Mr. Crane’s “academic
individual research projects with members of LLE’s technicacompetence, curiosity, and enthusiasm toward teaching allow
staff. The projects were related to current research activities him to motivate students who would, otherwise, fall through
LLE and covered a broad range of areas of interest includintpe cracks. Mr. Crane attracted students who wouldn't typi-
optics, spectroscopy, chemistry, diagnostic development, arally take difficult science courses.” He added, “Mr. Crane
materials science (see Table 76.III). would stay after normal school hours to host an informal
lecture and lab, just to satisfy our curiosity.”
The students attended weekly seminars on technical topics
associated with LLE’s research. Topics this year included lasers, Ms. Donna Essegian, principal of Greece Arcadia High
fusion, holography, nonlinear optics, global warming, and scierschool, added, “He is dedicated to his students. ...He is a
tific ethics. The students also received safety training, learnezbntinuous learner himself and has served this way as a model
how to give scientific presentations, and were introduced tfor students that science is an evolving subject.” Mr. Terry
LLE's resources, especially the computational facilities. Kessler, an LLE scientist who was taught by Mr. Crane,
remembered, “The science teacher tandem at Greece Arcadia
The program culminated with the High School StudenHigh School, consisting of Mr. David Crane (chemistry)
Summer Research Symposium on 26 August at which thend Mr. Claude Meyers (physics), has encouraged many of us
students presented the results of their research to an audiemnaefollow our curiosities in science and to pursue life-
including parents, teachers, and LLE staff. The students al¢ong learning.”
prepared written reports, which were bound into a perma-
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Table 76.111: High School Students and Projects—Summer 1998.

Student High School Supervisor Project

Steven Corsello Pittsford Mendon K. Marshall Computer-Aided Design and Modeling of
Nickeldithiolene Near-IR Dyes

Peter Grossman Wilson Magnet S. Craxton Group Velocity Effects in Broadband Frequency
Conversion on OMEGA

Joshua Hubregsen Pittsford Sutherland S. Jacobs A Study of Material Removal During
Magnetorheological Finishing (MRF)

Neil Jain Pittsford Sutherland M. Guardalben Phase-Shifting Algorithms for Nonlinear and
Spatially Nonuniform Phase Shifts

LedlieLai Pittsford Mendon M. Wittman The Use of Design-of-Experiments Methodology to
Optimize Polymer Capsule Fabrication

Irene Lippa Byron-Bergen K. Marshall Synthesis of Nickeldithiolene Dyes and Their
Solubility in aNematic Liquid Crystal Host

Phillip Ostromogolsky | Brighton F. Marshall Investigation of X-Ray Diffraction Properties of a
Synthetic Multilayer

Michael Schubmehl The Harley School R. Epstein An Analysis of the Uncertainty in Temperature and
Density Estimates from Fitting Model Spectrato
Data

Joshua Silbermann Penfield P. Jaanimagi Automated CCD Camera Characterization

Abigail Stern The Harley School J. Knauer Design and Testing of a Compact X-Ray Diode

Amy Turner Churchville-Chili S. Craxton Ray Tracing Through the Liquid Crystal Point

Diffraction Interferometer (LCPDI)
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FY98 Laser Facility Report

The OMEGA facility saw substantial improvements in effec-installation of a full complement of 60 ion-etched DPP optics,
tiveness at executing experimental objectives for FY98. Tdeployed in January 1998. These optics provide a circularly
extend operations to meet increased demand for shots egmmetric and highly repeatable individual beam profile on
OMEGA, UR/LLE hired additional staff to support multishift target which, when combined with SSD, allows OMEGA to
operations. Starting in May, after training was completed, wapproach the individual beam uniformity goals set for the
began to shoot targets for 12 h each target shot day, three shgstem. Future single-beam uniformity improvements are an-
days per week. Tailoring the facility operations crew to articipated to come through increases in SSD modulation fre-
uninterrupted 12-h shot shift matches staffing to the routine ajuency and bandwidth. During FY98 a project to frequency
OMEGA shot cycles. LLE continues to “block schedule” convert greater bandwidths with a second-harmonic mixer
experiments by week to minimize the number of configuratiofKDP) was initiated.
changes and provide a sufficient run time to mitigate occa-
sional system nonavailabilities. Progress in the experimental area this year included the
integration of the sixth and final 10-in. manipulator (TIM) and
Advances in individual beam and beam-to-beam uniforactivation of several new diagnostics. New diagnostic capabil-
mity have been a UR/LLE priority for the FY98 period. Theity for FY98 included activation of two charged-particle spec-
technological improvements to the diagnostics—the P51@ometers, a time-resolved flat-field XUV spectrometer, an
multichannel streak cameras and amplifier small-signal-gaiXUV Cassegrain telescope, an imaging XUV framing camera,
instrumentation—are two key elements necessary for develop-neutron bang-time diagnostic, a streaked optical pyrometer,
ing and characterizing power balance between beams. Bo#md new streaked XR spectrometers. Many of these instru-
systems are currently on-line diagnostics and are being utilizadents were developed and fielded in conjunction with other
to maintain OMEGA at 3%-4% rms IR beam balance. LLEorganizations, including LLNL, LANL, NRL, MIT, and the
has also improved the as-built reliability of the power condiUniversity of Maryland. Other improvements in the experi-
tioning system by upgrading the high-voltage switches anchental area include qualification of the facility for use in
trigger systems. The decreased pre-fire fault rate has improv&tockpile Stewardship Program experiments and numerous
target irradiation repeatability substantially from the beam-toenhancements to diagnostic timing command/control.
beam uniformity standpoint. Another amplifier performance
issue, the premature failure of the flash lamps, has been Many of the minor laser and experimental facility improve-
mitigated through the development of new lamp designaments are significantly easier to dovetail into the schedule
Approximately 50% of the 6800 lamps are now a highersince the extended shift operations schedule was implemented.
reliability “hard seal” configuration. Much of the maintenance work previously scheduled on the
0400 shift prior to shots has been moved to the Friday/Monday
For single-beam uniformity enhancements, long-lead properiod, facilitating an earlier availability of the system for shots
curements were initiated in FY98 to fabricate beam-smoothingach day. Table 76.1IV summarizes some of the tangible gains
optics for OMEGA. During FY98 a KDP crystal vendor hasmade from switching to the extended operations scenario. In
been fabricating birefringent wedges for distributed polarizaeonclusion, the shot effectiveness of two weeks of extended
tion rotatot deployment on the 60 beams. LLE anticipatesoperations exceeds the capacity provided by three weeks of the
permanently deploying DPR optics on OMEGA in the secondormer single-shift schedule. There were a total of 882 target
quarter of FY99. Perhaps the greatest uniformity improvemerghots in FY98, and it can be expected that the facility will
to the on-target profile of individual OMEGA beams was thesupport over 1300 target shots in FY99.
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Table 76.1V: OMEGA operations shifted to extended hoursin FY 98.
Prior to Extended Operations Extended Operations
FY 98 average number of shots/shot week 17 26
FY 98 average number of shots/shot day 52 9.8
Average time of day for the first shot 11:47 AM (1/96 to 5/98) 10:20 AM
Total target shotsfor FY98: 882

REFERENCES 2. Laboratory for Laser Energetics LLE Reviéw 71, NTIS document
No. DOE/SF/19460-241 (1998). Copies may be obtained from the

1. Laboratory for Laser Energetics LLE Revid® 1, NTIS document National Technical Information Service, Springfield, VA 22161.

No. DOE/DP/40200-149 (1990). Copies may be obtained from the
National Technical Information Service, Springfield, VA 22161;

Y. Kato, unpublished notes (1984).
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National Laser Users’ Facility News

FY98 Experiments A DOE technical evaluation panel chaired by the NLUF
During FY98 progress was made in several NLUF programdvianager and including Dr. Michael Cable (LLNL), Dr. Allan
EUV and XUV measurements of early-time plasmas (Hanslauer (LANL), Prof. Tudor Johnston (INRS), and Dr. Ramon
Griem and Ray Elton, University of Maryland); x-ray spectrosd.eeper (SNL) reviewed the proposals at a meeting held on
copy of high-density plasmas (Charles Hoogteall., Univer- 24 April 1998 and recommended approval of nine proposals
sity of Florida); spectral measurements of fusion-reactioffior funding (see Table 76.V). Twelve graduate students and
charged particles (Richard Petrasso, Massachusetts Instituteseiven undergraduates will participate in the NLUF programs
Technology); neutron detector calibration (Stephen Padalinapproved for funding in FY99.

State University of New York at Geneseo); high-resolution
imaging of laser targets (John Seelyal,, Naval Research
Laboratory); and radiation ablation measurements of hohlraumpes=
targets (David Cohen, University of Wisconsin).

Figure 76.48 shows a photograph of the installation of a
charged-particle spectrometer (CPS 2) developed under LLE
funding and now operating on the OMEGA system. CPS 2 is
the second of two charged-particle spectrometers fielded by
the MIT group on OMEGA. During FY98 the MIT group with
funding from NLUF and in collaboration with LLE and LLNL
scientists used these spectrometers to measure fusion-produ
charged particles and high-energy ablator ions. In one series 0
experiments, fuel temperature and capsule areal density werA—r‘.-
measured simultaneously by these spectrometers. 5

In addition to NLUF-supported programs, several indirect- §
drive target programs, also coordinated through the NLUF [&
Manager, were carried out on OMEGA by groups from LANL =
and LLNL. These experimentsincluded campaigns on hohlraumjsll
symmetry, tetrahedral hohlraums, double-shell capsules, opac
ity, and point-backlighter tests. Finally, a direct-drive cylinder

experiment was fielded by LANL in collaboration with LLE.

e

FY99 Proposals U206
Fifteen proposals were submitted to NLUF for FY99. This

represents a new record in submissions as well as requesfegre 76.48

funding (funding requests were more than tWo_and_a_hall?hotograph taken during the installation of the second of two charged-

. . . ticl tromet OMEGA.

times the amount of available funding from DOE—$700,000)par Ice spectiometers on
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Table 76.V: Approved FY 99 NLUF Proposals.

Principal Investigator Affiliation Proposal Title

D. Cohen University of Wisconsin, Madison Development of X-Ray Tracer Diagnostics for
Radiatively Driven Copper-Doped Beryllium Ablators

H. Badis University of Californiaat Davis Supenova Hydrodynamics on the OMEGA Laser

H. Badis University of Californiaat Davis Studies of Dynamic Properties of Shock Compressed
Solids by in-situ Transient X-Ray Diffraction

R. Petrasso Massachusetts Institute of Technology | Charged-Particle Spectroscopy on OMEGA: First
Results, Next Steps

H. Griem University of Maryland Soft X-Ray Spectroscopy Measurements of Plasma
Conditions at Early Timesin ICF Experiments on
OMEGA

S. Padalino SUNY Geneseo Charged-Particle Spectroscopy on OMEGA: First
Results, Next Steps (ajoint program with R. Petrasso)

S. Padalino SUNY Geneseo Neutron Yield Measurements via Aluminum
Activation

C. Hooper University of Florida Absorption Spectroscopy, Broadband Emission Survey
and the Radiator-Plasma State

B. Afeyan Polymath Associates Optical Mixing Controlled Stimulated Scattering
I nstabilities on OMEGA
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and K. L. Marshall, “Synthesis and Characterization of TherOptical Manufacturing and Testing, ledited by H. P. Stahl

motropic Chiral-Nematic Polythiophenes,” Macromolecules(SPIE, Bellingham, WA, 1997), Vol. 3134, pp. 198-204.

31, 3391 (1998).
W. Gbb, W. Lang, and R. Sobolewski, “Magnetoresistance of

A. V. Chirokikh, W. Seka, A. Simon, R. S. Craxton, and V. T.a YBaCuzO; Corbino Disk: Probing Geometrical Contribu-

Tikhonchuk, “Stimulated Brillouin Scattering in Long-Scale- tions to the Unconventional Normal-State Magnetoresis-

Length Laser Plasmas,” Phys. Plasbas104 (1998). tance of High-Temperature Superconductors,” Phys. Rev. B:
Rapid Commun57, R8150 (1998).

T.J. B. Collins, H. L. Helfer, and H. M. Van Horn, “Accretion

Disk and Boundary Layer Models Incorporating OPAL D. Golini, S. Jacobs, W. Kordonski, and P. Dumas, “Precision

Opacities,” Astrophys. 502, 730 (1998). Optics Fabrication Using Magnetorheological Finishing,” in
Advanced Materials for Optics and Precision Structures,

M. E. DeRosa, W. W. Adams, T. J. Bunning, H. Shi, and S.-Hedited by M. A. Ealey, R. A. Paquin, and T. B. Parsonage,

Chen, “Dynamic Mechanical Relaxation Behavior of Low Critical Reviews of Optical Science and Technology (SPIE,

Molecular Weight Side-Chain Cyclic Liquid Crystalline Bellingham, WA, 1997), Vol. CR67, pp. 251-274.

Compounds near the Glass Transition Temperature,” Macro-

molecules29, 5650 (1996). K. Green, M. Lindgren, C.-C. Wang, L. Fuller, T. Y. Hsiang,
W. Seka, and R. Sobolewski, “Picosecond Photoresponse in

W. R. Donaldson, E. M. R. Michaels, K. Akowuah, and R. A.Polycrystalline Silicon,” inUltrafast Electronics and Opto-

Falk, “Integrated Circuit Tester Using Interferometric Imag-electronics, 1997edited by M. Nuss and J. Bowers, OSA

ing,” in Electrochemical Society Proceedingslume 97-12  Trendsin Optics and Photonics Series, Vol. 13 (Optical Society

edited by P. Rai-Choudhury, J. Benton, D. Schroder, and T. df America, Washington, DC, 1997), pp. 106—109.
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M. J. Guardalben, “Conoscopic Alignment Methods for Bire-Growth-Rate Measurements with the OMEGA Laser System,”

fringent Optical Elements in Fusion Lasers,” Appl. C88,  in Laser Interaction and Related Plasma Phenomedéed

9107 (1997). by G. H. Miley, E. M. Campbell, W. J. Hogan, C. Maille-
Petersen, H. Coppedge, and E. Montoya (American Institute of

O. E. Hanuch, V. B. Agrawal, S. Papernov, M. delCerro, an®hysics, New York, 1997), Vol. 406, pp. 284—-293.

J. V. Aquavella, “Posterior Capsular Polishing with the

Nd:YLF Picosecond Laser: Model Eye Study,” J. RefractO. A. Konoplev and D. D. Meyerhofer, “Cancellation of

Surg.23, 1561 (1997). B-Integral Accumulation for CPA Lasers,” IEEE J. Sel. Top.
Quantum Electrord, 459 (1998).

S. D. Jacobs, “Deterministic Manufacturing of Precision

Glass Optics Using Magnetorheological Finishing (MRF),” inW. Kordonski, D. Golini, P. Dumas, S. Hogan, and S. Jacobs,

Advances in Fusion and Processing of Glassetlited by “Magnetorheological Suspension-Based Finishing Technol-

A. G. Clare and L. E. Jones, Ceramic Transactions, Vol. 88gy,” in Smart Structures and Materials 1998: Industrial and

(The American Ceramic Society, Westerville, OH, 1998),Commercial Applications of Smart Structures Technolggies

pp. 457-468. edited by J. M. Sater (SPIE, Bellingham, WA, 1998),
\ol. 3326, pp. 527-535.

S. D. Jacobs, F.Yang, E. M. Fess, J. B. Feingold, B. E. Gillman,

W. I. Kordonski, H. Edwards, and D. Golini, “Magneto- E. M. Korenic, S. D. Jacobs, S. M. Faris, and L. Li, “Color

rheological Finishing of IR Materials,” i@ptical Manufac- Gamut of Cholesteric Liquid Crystal Films and Flakes by

turing and Testing lledited by H. P. Stahl (SPIE, Bellingham, Standard Colorimetry,” Color Res. Apf3, 210 (1998).

WA, 1997), Vol. 3134, pp. 258-269.
J. C. Lambropoulos, B. E. Gillman, Y. Zhou, S. D. Jacobs,

D. Jacobs-Perkins, M. Currie, K. T. Tang, C.-C. Wangand H. J. Stevens, “Glass-Ceramics: Deterministic Micro-

C. Williams, W. R. Donaldson, R. Sobolewski, and T. Y.grinding, Lapping, and Polishing,” @ptical Manufacturing

Hsiang, “Subpicosecond Electro-optic Imaging Using Inter-and Testing |l edited by H. P. Stahl (SPIE, Bellingham, WA,

ferometric and Polarimetric Apparatus,'Uitrafast Electron-  1997), Vol. 3134, pp. 178-189.

ics and Optoelectronics, 199&dited by M. Nuss and

J. Bowers, OSA Trends in Optics and Photonics Series), C. Lambropoulos, S. D. Jacobs, B. Gillman, F. Yang, and

\ol. 13 (Optical Society of America, Washington, DC, 1997),J. Ruckman, “Subsurface Damage in Microgrinding Optical

pp. 202—207. Glasses,” ilAdvances in Fusion and Processing of Glass Il
edited by A. G. Clare and L. E. Jones, Ceramic Transactions,

R. L. Keck, A. V. Okishev, M. D. Skeldon, A. Babushkin, andVol. 82 (American Ceramic Society, Westerville, OH, 1998),

W. Seka, “Pulse Shaping on the OMEGA Laser System,” ipp. 469-474.

Laser Interaction and Related Plasma Phenomedaed by

G. H. Miley, E. M. Campbell, W. J. Hogan, C. Maille-PetersenM. Lindgren, W.-S. Zeng, M. Currie, C. Williams, T.Y. Hsiang,

H. Coppedge, and E. Montoya (American Institute of Physics. M. Fauchet, R. Sobolewski, S. H. Moffat, R. A. Hughes,

New York, 1997), Vol. 406, pp. 333-340. J. S. Preston, and F. A. Hegmann, “An Ultrafast High-
Superconducting Y-Ba-Cu-O Photodetector{Jltrafast Elec-

T. J. Kessler, Y. Lin, L. S. Iwan, W. P. Castle, C. Kellogg,tronics and Optoelectronics, 199&dited by M. Nuss and

J. Barone, E. Kowaluk, A. W. Schmid, K. L. Marshall, D. J.J. Bowers, OSA Trends in Optics and Photonics Series,

Smith, A. L. Rigatti, J. Warner, and A. R. Staley, “Laser Phas&0l. 13 (Optical Society of America, Washington, DC, 1997),

Conversion Using Continuous Distributed Phase Plates,” ipp. 102-105.

Solid-State Lasers for Application to Inertial Confinement

Fusion edited by M. L. André (SPIE, Bellingham, WA, 1997), S. G. Lukishova, S.V. Belyaev, K. S. Lebedev, E. A. Magulariya,

\ol. 3047, pp. 272-281. A. W. Schmid, and N. V. Malimonenko, “Behaviour of Non-
linear Liquid-Crystal Mirrors, Made of a Nonabsorbing Cho-

J. P. Knauer, D. D. Meyerhofer, T. R. Boehly, D. Ofer, C. Plesteric, in the Cavity of an Nd:YAG Laser Operating in the cw

Verdon, D. K. Bradley, P. W. McKenty, V. A. Smalyuk, S. G. Regime and at a High Pulse Repetition Frequency,” Quantum

Glendinning, and R. G. Watt, “Single-Mode Rayleigh—TaylorElectron.26, 796 (1996).
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S. G. Lukishova, S. V. Belyaev, K. S. Lebedev, E. A. Magu-M. Cable, C. Decker, B. A. Hammel, J. A. Koch, L. J. Suter,

lariya, A. W. Schmid, and N. V. Malimonenko, “Nonlinear R. E. Turner, R. J. Wallace, F. J. Marshall, D. Bradley, R. S.

Bleaching in the Selective Reflection of Nonabsorbing ChiralCraxton, R. Keck, J. P. Knauer, R. Kremens, and J. D.

Nematic Liquid-Crystal Thin Films,” Mol. Cryst. Lig. Cryst. Schnittman, “Indirect-Drive Experiments Utilizing Multiple

303 79 (1997). Beam Cones in Cylindrical Hohlraums on OMEGA,” Phys.
Plasmas, 1960 (1998).

S. G. Lukishova, K. S. Lebedev, E. A. Magulariya, S. V.

Belyaev, N. V. Malimonenko, and A. W. Schmid, “Nonlinear B. Nodland and C. J. McKinstrie, “Propagation of a Short

‘Brightening’ of a Film of Nonabsorbing Chiral Nematic Laser Pulse in a Plasma,” Phys. Re®6:7174 (1997).

Under Selective Reflection Conditions,” JETP L&,

423 (1996). J. J. Ou and S.-H. Chen, “Molecular Dynamics Simulation of
Organic Glass-Formers: ¢rtho-Terphenyl and 1,3,5- T+

F. J. Marshall, M. M. Allen, J. P. Knauer, J. A. Oertel, andNaphthyl Benzene,” J. Comput. Cheh9, 86 (1998).

T. Archuleta, “A High-Resolution X-Ray Microscope for La-

ser-Driven Planar-Foil Experiments,” Phys. Plasnbas S. PapernovandA. W. Schmid, “Localized Absorption Effects

1118 (1998). During 351-nm, Pulsed Laser Irradiation of Dielectric Multi-
layer Thin Films,” J. Appl. Phy2, 5422 (1997).

R. L. McCrory, “The LLE Direct-Drive Target Physics

Experimental Program: First Year of Experiments onS. Papernov, A. W. Schmid, and F. Dahmani, “Laser Damage

OMEGA,” in Advances irLaser Interaction with Matter and in Polymer Waveguides Driven Purely by a Nonlinear, Trans-

Inertial Fusion edited by G. \Velarde, J. M. Martinez-Val, verse-Scattering Process,” Opt. Commil4iz, 112 (1998).

E. Minguez, and J. M. Perlado (World Scientific, Singapore,

1997), pp. 16-19 (invited). S. Papernov, A. W. Schmid, and D. Zaksas, “Characterization
of Freestanding Polymer Films for Application in 351-nm,

C. J. McKinstrie, A. V. Kanaev, V. T. Tikhonchuk, R. E. High-Peak-Power Laser Systems,” Opt. E3ifj.677 (1998).

Giacone, and H. X. Vu, “Three-Dimensional Analysis of the

Power Transfer Between Crossed Laser Beams,” Phys. Pl&8- Papernov, D. Zaksas, J. F. Anzellotti, D. J. Smith, A. W.

mas5, 1142 (1998). Schmid, D. R. Collier, and F. A. Carbone, “One Step Closer to
the Intrinsic Laser-Damage Threshold of Hf@nd SiQ

C. J. McKinstrie, J. S. Li, and A. V. Kanaev, “Near- Monolayer Thin Films,” irLaser-Induced Damage in Optical

Forward Stimulated Brillouin Scattering,” Phys. PlasmMas Materials: 1997 edited by G. J. Exarhos, A. H. Guenther, M.

4227 (1997). R. Kozlowski, and M. J. Soileau (SPIE, Bellingham, WA,
1998), Vol. 3244, pp. 434-445.

C. J. McKinstrie and E. J. Turano, “Nonrelativistic Motion of

a Charged Particle in an Electromagnetic Field,” J. Plasm&. Papernov, D. Zaksas, and A. W. Schmid, “A Nonlinear UV-

Phys.59, 555 (1998). Damage Mechanism in Polymer Thin Films Observed from
Below to Above Damage Threshold,’liaser-Induced Dam-

S. J. McNaught, J. P. Knauer, and D. D. Meyerhofer, “Photoage in Optical Materials: 199#&dited by G. J. Exarhos, A. H.

electron Initial Conditions for Tunneling lonization in a Lin- Guenther, M. R. Kozlowski, and M. J. Soileau (SPIE,

early Polarized Laser,” Phys. Rev58, 1399 (1998). Bellingham, WA, 1998), Vol. 3244, pp. 509-515.

D. D. Meyerhofer, “High-Intensity-Laser-Electron Scatter-S. Papernov, D. Zaksas, and A. W. Schmid, “Perfluorinated
ing,” IEEE J. Quantum Electro3, 1935 (1997). Polymer Films with Extraordinary UV-Laser-Damage Resis-

tance,” inLaser-Induced Damage in Optical Materials: 1997
T. J. Murphy, J. M. Wallace, N. D. Delamater, C. W. Barnesedited by G. J. Exarhos, A. H. Guenther, M. R. Kozlowski,
P. Gobby, A. A. Hauer, E. L. Lindman, G. Magelssen, J. Band M. J. Soileau (SPIE, Bellingham, WA, 1998), \Vol. 3244,
Moore, J. A. Oertel, R. Watt, O. L. Landen, P. Amendt,pp. 522-527.
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A. L. Rigatti and D. J. Smith, “Status of Optics on the1996 edited by H. E. Bennett,A. H. Guenther, M. R. Kozlowski,

OMEGA Laser System after 18 Months of Operation,” inB. E. Newnam, and M. J. Soileau (SPIE, Bellingham, WA,

Laser-Induced Damage in Optical Materials: 19@6ited by 1997), Vol. 2966, p. 250.

H. E. Bennett, A. H. Guenther, M. R. Kozlowski, B. E.

Newnam, and M. J. Soileau (SPIE, Bellingham, WA, 1997)D. J. Smith, J. A. Warner, and N. LeBarron, “Uniformity Model

Vol. 2966, pp. 441-450. for Energetic lon Processes Using a Kaufman lon Source,” in
Optical Interference Coatingsd/l. 9, 1998 OSA Technical

J. F. Seely, G. E. Holland, T. Boehly, G. Pien, and D. Bradleligest Series (Optical Society of America, Washington, DC,

“Uniformity of the Soft-X-Ray Emissions from Gold Foils 1998), pp. 8-11.

Irradiated by OMEGA Laser Beams Determined by a Two-

Mirror Normal-Incidence Microscope with Multilayer Coat- A. R. Staley, D. J. Smith, R. C. Eriksson, and R. P. Foley,

ings,” Appl. Opt.37, 1140 (1998). “Counter-Rotating Planetary Design Increases Production
Capacity for Large Rectangular Substrates,” in #iest

W. Seka, A. Babushkin, T. R. Boehly, D. K. Bradley, M. D. Annual Technical Conference Proceedin(3ociety of

Cable, R. S. Craxton, J. A. Delettrez, W. R. Donaldson, D. R/acuum Coaters, Albuquerque, NM, 1998), pp. 193-196.

Harding, P. A. Jaanimagi, R. L. Keck, J. H. Kelly, T. J. Kessler,

J. P. Knauer, R. L. Kremens, F. J. Marshall, R. L. McCroryC. Stockinger, W. Markowitsch, W. Lang, W. Kula, and

P. W. McKenty, D. D. Meyerhofer, S. F. B. Morse, A. V. R. Sobolewski, “Mechanisms of Photodoping in Oxygen-

Okishev, G. Pien, M. D. Skeldon, J. M. Soures, C. P. VerdorDeficient YBgCuzO, Films Studied byln Situ Transport

B. Yaakobi, and J. D. Zuegel, “OMEGA Experimental Pro-Measurements,” Phys. Rev.58, 8702 (1998).

gram and Recent Results,” limser Interaction and Related

Plasma Phenomenadited by G. H. Miley, E. M. Campbell, B.Yaakobi, F. J. Marshall, D. K. Bradley, J. A. Delettrez, R. S.

W. J. Hogan, C. Maille-Petersen, H. Coppedge, and E. Montoy@raxton, and R. E. Epstein, “Novel Methods for Diagnosing

(American Institute of Physics, New York, 1997), Vol. 406, Mixing and Laser-Fusion Target Performance Using X-Ray

pp. 56-66. Spectroscopy of an Embedded Titanium Layer,” Opt.
Photonics News, 42 (December 1997).

H. Shi, B. M. Conger, D. Katsis, and S.-H. Chen, “Circularly

Polarized Fluorescence from Chiral Nematic Liquid Crystal+. Yang, D. Golini, D. H. Raguin, and S. D. Jacobs, “Planariz-

line Films: Theory and Experiment,” Liq. Crysg4, ation of Gratings Using Magnetorheological Finishing,” in

163 (1998). Science and Technology of Semiconductor Surface Prepara-
tion, edited by G. S. Higashi, M. Hirose, S. Raghavan, and

M. D. Skeldon, A. Babushkin, W. Bittle, A. V. Okishev, and S. Verhaverbeke (Materials Research Society, Pittsburgh, PA,

W. Seka, “Modeling the Temporal-Pulse-Shape Dynamics 0£997), Vol. 477, pp. 131-136.

an Actively Stabilized Regenerative Amplifier,” IEEE J.

Quantum Electror34, 286 (1998). M. Yu, C. J. McKinstrie, and G. P. Agrawal, “Temporal
Modulational Instabilities of Counterpropagating Light Waves

M. D. Skeldon, A. Babushkin, J. D. Zuegel, R. L. Keck, A. V.in a Finite Dispersive Kerr Medium, Part I: Theoretical Model

Okishev, and W. Seka, “Modeling of an Actively Stabilizedand Analysis,” J. Opt. Soc. Am. B5, 607 (1998).

Regenerative Amplifier for OMEGA Pulse-Shaping Applica-

tions,” in Second Annual International Conference on SolidM. Yu, C. J. McKinstrie, and G. P. Agrawal, “Temporal

State Lasers for Application to Inertial Confinement Fusion Modulational Instabilities of Counterpropagating Light Waves

edited by M. L. André (SPIE, Bellingham, WA, 1997), in a Finite Dispersive Kerr Medium, Part Il: Application to

Vol. 3047, pp. 129-135. Fabry—Perot Cavities,” J. Opt. Soc. Am1B 617 (1998).

D. J. Smith, J. F. Anzellotti, S. Papernov, and Z. R. Chrzan,

“High Laser-Induced-Damage Threshold Polarizer Coatings
for 1054 nm,” inLaser-Induced Damage in Optical Materials:
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Conference Presentations

The following presentations were made at the XXIX AnnualR. S. Craxton, D. K. Bradley, A. V. Chirokikh, D. D.
Symposium on Optical Materials for High Power LasersMeyerhofer, W. Seka, B. Yaakobi, and R. P. Drake, “Design of
Boulder, CO, 6-8 October 1997: Long-Scale-Length Plasma Experiments on OMEGA.”

S. Papernov, D. Zaksas, and A. W. Schmid, “A Nonlinear UV4d. A. Delettrez, D. K. Bradley, R. Epstein, and C. P. Verdon,
Damage Mechanism in Polymer Thin Films Observed fronfTwo-Dimensional Modeling of Imprint and Feedthrough in
Below to Above Damage Threshold.” OMEGA Mix Spherical Experiments.”

S. Papernov, D. Zaksas, and A. W. Schmid, “PerfluorR. Epstein, J. A. Delettrez, D. K. Bradley, and C. P. Verdon,
inated Polymer Films with Extraordinary UV-Laser- “Simulations in One Dimension of Unstable Mix in Laser-
Damage Resistance.” Driven Implosion Experiments.”

E. Fedutenko and R. Betti, “Second Stability Region for
S.-H. Chen, J. C. Mastrangelo, B. M. Conger, and D. Katsi4,ow-n External Kinks.”
“Design, Synthesis, and Potential Application of Glass-
Forming Functional Organic Materials,” 6th International V. N. Goncharov, R. Betti, R. L. McCrory, and C. P. Verdon,
Polymer Conference, Kusatsu, Japan, 20-24 October 199inear Evolution of the Outer and Inner Surfaces of Implod-
(invited). ing Spherical Shells.”

A. V. Kanaev, C. J. McKinstrie, V. T. Tikhonchuk, R. E.
The following presentations were made at the 39tlGiacone, and H. X. Vu, “Three-Dimensional Analysis of the
Annual Meeting, APS Division of Plasma Physics, PittsburghPower Transfer Between Crossed Laser Beams.”
PA, 17-21 November 1997:

J. P. Knauer, C. P. Verdon, R. Betti, D. D. Meyerhofer, T. R.
R. Betti and E. Fedutenko, “Beta Limits in Rotating- Boehly, D. K. Bradley, and V. A. Smalyuk, “Comparison of
Toroidal Plasmas.” Experimentally Measured Rayleigh—Taylor Growth to

Hydrodynamic Simulations.”
T. R. Boehly, V. A. Smalyuk, D. D. Meyerhofer, J. P. Knauer,
D. K. Bradley, C. P. Verdon, and D. Kalanter, “The ReductiorV. Lobatchev, R. Betti, V. N. Goncharov, R. L. McCrory, and
of Laser Imprinting Produced by Distributed PolarizationC. P. Verdon, “Dynamic Stabilization of Imploding Cryo-
Rotators—A New Beam-Smoothing Technique.” genic Capsules.”

D. K. Bradley, “Measurements of Fuel-Pusher Mixing inF. J. Marshall, D. K. Bradley, J. A. Delettrez, P. A. Jaanimagi,

Spherical Imploding Targets on the OMEGA Laser SystemR. L. Kremens, C. P. Verdon, B. Yaakobi, and M. D. Cable,

(invited). “Further Surrogate Cryogenic Target Experiments
on OMEGA””

J. J. Carroll lll, R. P. Drake, T. B. Smith, N. A. Maslov,

W. Seka, D. D. Meyerhofer, and R. S. Craxton, “OpticalP. W. McKenty, R. L. Keck, R. L. Kremens, K. J. Kearney,

Spectroscopy System for Use on OMEGA Long-ScaleC. P. Verdon, J. D. Zuegel, M. D. Cable, T. J. Ognibene, R. A.

Length Plasma Experiments.” Lerche, and R. L. Griffith, “Initial Neutron Burn Truncation
Experiments on OMEGA."

A. V. Chirokikh, R. S. Craxton, D. D. Meyerhofer, A. Simon,

W. Seka, and R. P. Drake, “Stimulated Brillouin Scattering irD. D. Meyerhofer, D. K. Bradley, A. V. Chirokikh, R. S.

Plasmas with Long-Density-Scale Lengths on OMEGA.”  Craxton, W. Seka, R. P. J. Town, B. Yaakobi, and R. P. Drake,
“Characterization of Long-Scale-Length Plasmas Created
Using the OMEGA Laser System.”

276 FY98 Annual Report



PusLicaTiIoONSAND CONFERENCEPRESENTATIONS

T. J. Murphy, J. Wallace, K. A. Klare, J. A. Oertel, C. W.D. Katsis, S.-H. Chen, H. Shi, and A. W. Schmid, “Circular
Barnes, N. D. Delamater, P. Gobby, A. A. Hauer, E. LindmanDichroism Induced in Chiral-Nematic Films,” Materials
G. Magelssen, O. L. Landen, S. Pollaine, P. Amendt, C. DeckdResearch Society 1997 Fall Meeting, Boston, MA, 1-5
L. Suter, B. Hammel, R. Turner, R. Wallace, R. S. CraxtonPecember 1997.
F. J. Marshall, D. Bradley, D. Harding, K. Kearney, R. Keck,
J. Knauer, R. Kremens, W. Seka, M. Cable, and J. Schnittman,
“Experiments Utilizing Spherical Hohlraums with Tetra-
hedral Illumination on OMEGA.” A. Babushkin and W. Seka, “Efficient End-Pumped 1053-nm
YLF:Nd Laser,” Advanced Solid-State Lasers—Thirteenth
W. Seka, D. D. Meyerhofer, A. V. Chirokikh, D. K. Bradley, Topical Meeting, Coeur D’Alene, Idaho, 2—4 February 1998.
R. S. Craxton, and A. Simon, “Laser—Plasma-Interaction
Physics on OMEGA Implosion Experiments.”
S. J. Loucks, R. L. McCrory, S. F. B. Morse, W. Seka, T. R.
R. W. Short and A. Simon, “Collisionless Damping of Local-Boehly, R. Boni, T. H. Hinterman, R. L. Keck, J. H. Kelly,
ized Plasma Waves and Stimulated Raman Scattering ih J. Kessler, L. D. Lund, D. D. Meyerhofer, A. V. Okishey,
Laser-Produced Plasmas.” G. Pien, M. J. Shoup Ill, D. J. Smith, and K. A. Thorp,
“OMEGA Architecture, Capabilities, and Operations,”
A. Simon and R. W. Short, “Transit-Time Damping, LandauJOWOG 37, Los Alamos, NM, 2-5 February 1998.
Damping, and Perturbed Orbits.”

V. A. Smalyuk, T. R. Boehly, D. D. Meyerhofer, J. P. Knauer,W. Kordonski, D. Golini, P. Dumas, S. Hogan, and S. Jacobs,

D. Bradley, W. Seka, and C. P. Verdon, “Studies of the 3-DMagnetorheological Suspension-Based Finishing Tech-

Evolution of Imprinting in Planar Targets Accelerated bynology (MRF),” SPIE’s 5th Annual International Sympo-

UV Light.” sium on Smart Structures and Materials, San Diego, CA,
1-5 March 1998.

R. P. J. Town, R. W. Short, C. P. Verdon, B. B. Afeyan, S. H.

Glenzer, and L. J. Suter, “The Role of Nonlocal Heat Flow

in Hohlraums.” A. Chirokikh, D. D. Meyerhofer, W. Seka, R. S. Craxton, and
A. Simon, “Stimulated Brillouin Scattering in Long-Scale-

E. J. Turano, C. J. McKinstrie, and A. V. Kanaev, “ObligueLength Plasmas on the OMEGA Laser System,” XXV

Stimulated Raman Scattering of a Short Laser Pulse in Avenigorod Conference on Plasma Physics and Fusion,

Plasma Channel.” Zvenigorod, Russia, 2—6 March 1998.

J. M. Wallace, K. A. Klare, T. J. Murphy, N. D. Delamater,

E. L. Lindman, G. R. Magelssen, A. A. Hauer, S. M. PollaineA. Simon, “Transit-Time Damping and a New Physical Picture
R. E. Turner, R. S. Craxton, and J. D. Schnittman, “Analysisor Landau Damping,” Physics Department of the National
of Indirect-Drive, Tetrahedral-Hohlraum Experiments atCheng Kung University, Taiwan, China, 9 March 1998.
OMEGA.”

J. D. Zuegel, R. L. Kremens, K. J. Kearney, P. W. McKenty;The following presentations were made at the Second Interna-
C. P. Verdon, and M. D. Cable, “Wide-Dynamic-Range, Neutional Workshop on Laboratory Astrophysics with Intense
tron Bang Time Detector on OMEGA.” Lasers, Tucson, AZ, 19-21 March 1998:

T. R. Boehly, D. D. Meyerhofer, J. P. Knauer, D. K. Bradley,
S. D. Jacobs, H. M. Pollicove, W. I. Kordonski, and D. Golini,T. Collins, J. A. Delettrez, R. L. Keck, S. Regan, V. A. Smalyuk,
“Magnetorheological Finishing (MRF) in Deterministic W. Seka, and R. P. J. Town, “Laser-Driven Hydrodynamic
Optics Manufacturing,” ICPE '97, Taipei, Taiwan, 20-22 Instability Experiments of Interest to Inertial Confine-
November 1997. ment Fusion.”
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D. D. Meyerhofer, “Observation of Positron ProductionM. D. Skeldon, A. Okishev, R. Keck, W. Seka and S. A.

by Multiphoton Light by Light Scattering.” Letzring, “A High-Bandwidth Electrical-Waveform Gener-
ator Based on Aperture-Coupled Striplines for OMEGA
Pulse-Shaping Applications.”

A. R. Staley, D. J. Smith, R. C. Eriksson, and R. P. Foley,

“Counter-Rotating Planetary Design Increases Production

Capacity for Large Rectangular Substrates,” 41st Annualhe following presentations were made at the 25th European

Technical Conference of the Society of Vacuum CoatersConference on Laser Interaction with Matter (25th ECLIM),

Boston, MA, 18-23 April 1998. Formia, Italy, 4-8 May 1998:

R. Betti, V. N. Goncharov, and R. L. McCrory, “Hydrodynamic
The following presentations were made at the Target Fabric&tability Theory of Unsteady Ablation Fronts.”
tion Meeting 1998, Jackson Hole, WY, 19-23 April 1998:

T. R. Boehly, D. D. Meyerhofer, J. P. Knauer, D. K. Bradley,
E. L. Alfonso, S.-H. Chen, R. Q. Gram, D. R. Harding, andT. Collins, J. A. Delettrez, V. N. Goncharov, R. L. Keck,
F. Y. Tsai, “Fabrication of Polyimide Shells by Vapor PhaseS. Regan, V. A. Smalyuk, W. Seka, and R. P. J. Town, “Laser-
Deposition for Use as ICF Targets.” Uniformity and Hydrodynamic-Stability Experiments at the

OMEGA Laser Facility.”
D. R. Harding, “Using lon Beam Techniques to Determine the
Elemental Composition of ICF Targets.” D. K. Bradley, J. A. Delettrez, R. Epstein, F. J. Marshall,

S. Regan, R. P. J. Town, B. Yaakobi, D. A. Haynes, Jr., C. F.
P. W. McKenty, “Direct-Drive Capsule Requirements for theHooper, Jr., and C. P. Verdon, “Spherical Rayleigh—Taylor
National Ignition Facility and OMEGA Laser Systems” Experiments on the 60-Beam OMEGA Laser System.”
(invited).

J. P. Knauer, C. P. Verdon, T. J. B. Collins, V. N. Goncharov,
P. W. McKenty and M. D. Wittman, “Characterization of R. Betti, T. R. Boehly, D. D. Meyerhofer, and V. A. Smalyuk,
Thick Cryogenic Layers Using an Interferometric Imaging“Interpretation of X-Ray Radiographic Images of Rayleigh—
System.” Taylor Unstable Interfaces.”

M. D. Wittman, S. Scarantino, and D. R. Harding, “ControllingR. L. McCrory, “Strategy for Direct-Drive Ignition on the NIF.”

the Permeability of Shinethrough Barriers on Inertial

Fusion Targets.” D. D. Meyerhofer, D. K. Bradley, A. V. Chirokikh, R. S.
Craxton, S. Regan, W. Seka, R. W. Short, A. Simon, B. Yaakobi,
J. Carroll, and R. P. Drake, “Laser—Plasma Interaction Experi-
ments in NIF Direct-Drive-Scale Plasmas.”

The following presentations were made at CLEO/IQEC 1998,

San Francisco, CA, 3-8 May 1998: W. Seka, T. R. Boehly, D. K. Bradley, V. Glebov, P. A.
Jaanimagi, J. P. Knauer, F. J. Marshall, D. D. Meyerhofer,

A. Babushkin, R. S. Craxton, S. Oskoui, M. J. GuardalbenR. Petrasso, S. Regan, J. M. Soures, B. Yaakobi, J. D. Zuegel,

R. L. Keck, and W. Seka, “Demonstration of the Dual-TriplerR. Bahukutumbi, T. J. B. Collins, R. S. Craxton, J. A.

Scheme for Increased-Bandwidth Frequency Tripling.” Delettrez, R. L. McCrory, P. W. McKenty, R. W. Short,
A. Simon, S. Skupsky, and R. P. J. Town, “Experimental

A. Babushkin and W. Seka, “Efficient 1053-nm Nd:YLF Program at LLE in Support of the Direct-Drive Approach to

Laser End Pumped by a 100-W Quasi-cw Diode Array.” Ignition for the NIF.”

A. V. Okishev, M. D. Skeldon and W. Seka, “New Dual-

Regime, Diode-Pumped Master Oscillator for the OMEGAS. J. McNaught and D. D. Meyerhofer, “Photoelectron Initial
Pulse-Shaping System.” Conditions for Tunneling lonization in an Elliptically Polar-
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ized Laser,” 1998 Annual Meeting of the Division of Atomic, A. V. Okishev, M. D. Skeldon, and W. Seka, “Multipurpose,
Molecular, and Optical Physics (DAMOP), Santa Fe, NM,Diode-Pumped Nd:YLF Laser for OMEGA Pulse Shaping
27-30 May 1998. and Diagnostics Applications.”

M. D. Skeldon, A. V. Okishev, R. L. Keck, W. Seka, and S. A.
Letzring, “An Optical Pulse-Shaping System Based on
The following presentations were made at the 12th TopicaAperture-Coupled Stripline for OMEGA Pulse-Shaping
Conference on High-Temperature Plasma Diagnostic#Applications.”
Princeton, NJ, 7-11 June 1998:
J. D. Zuegel, E. Michaels, S. Skupsky, S. Craxton, J. Kelly,
F. J. Marshall and G. R. Bennett, “A High-Energy X-Rayand S. Letzring, “Plans to Achieve 1-THz Bandwidth with
Microscope for ICF.” Two-Dimensional Smoothing by Spectral Dispersion on
OMEGA.”
V. A. Smalyuk, T. R. Boehly, D. K. Bradley, J. P. Knauer,
and D. D. Meyerhofer, “Characterization of an X-Ray
Radiographic System Used for Laser-Driven Planar Target
Experiments.” The following presentations were made at the Optical Inter-
ference Coating Sixth Topical Meeting, Tucson, AZ,
7-12 June 1998:

The following presentations were made at Solid State LaseM. B. Campanelli and D. J. Smith, “A Wideband Optical

for Application (SSLA) to Inertial Confinement Fusion, Monitor for a Planetary Coating System.”

3rd Annual International Conference, Monterey, CA,

7-12 June 1998: K. L. Marshall, A. L. Rigatti, G. L. Mitchell, J. A. Pathak,
A. R. Staley, and J. A. Warner, “An Aqueous Sol-Gel Coating

A. Babushkin, W. Bittle, S. A. Letzring, M. D. Skeldon, and for Epoxy Surfaces.”

W. Seka, “Regenerative Amplifier for the OMEGA Laser

System.” D.J. Smith, J. A. Warner, and N. LeBarron, “Uniformity Model
for Energetic lon Process Using a Kaufman lon Source.”

A. Babushkin, R. S. Craxton, S. Oskoui, M. J. Guardalben,

R. L. Keck, and W. Seka, “Experimental Verification of the

Dual-Tripler Scheme for Efficient Large-Bandwidth The following presentations were made at the 28th Annual

Frequency Tripling.” Anomalous Absorption Conference, Bar Harbor, ME,
14-19 June 1998:

A. Babushkin, J. H. Kelly, C. T. Cotton, M. Labuzeta,

M. Miller, T. A. Safford, R. G. Roides, W. Seka, I. Will, R. Betti, V. Lobatchev, and R. L. McCrory, “Perturbation

M. D. Tracy, and D. L. Brown, “Compact RtiBased Laser Transfer in an Accelerated Shell: Feed-In and Feed-Out.”

System with GairGgg< 1012 and 20-J Output Energy.”
R. S. Craxton, D. D. Meyerhofer, and W. Seka, “Interpretation

K. Green, W. Seka, M. D. Skeldon, R. L. Keck, A. V. Okishev,of Long-Scale-Length Plasma Characterization Experiments

and R. Sobolewski, “Improving the Microwave Bandwidthon OMEGA.”

of Photoconductive Switches Used in the OMEGA Pulse-

Shaping System.” J. A. Delettrez, D. K. Bradley, S. Regan, T. R. Boehly, J. P.
Knauer, and V. A. Smalyuk, “Mix Experiments on the

J. A. Marozas, “The Cross-Phase Modulation Between Tw60-Beam OMEGA Laser System Using Smoothing by Spec-

Intense Orthogonally Polarized Laser Beams Co-Propagatirtgal Dispersion (SSD).”

Through a Kerr-like Medium.”
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R. Epstein, J. A. Delettrez, R. P. J. Town, D. K. BradleyV. A. Smalyuk, T. R. Boehly, D. K. Bradley, J. P. Knauer, D. D.
D. Hayes, C. F. Hooper, and C. P. Verdon, “Simulations itMeyerhofer, D. Oron, Y. Azebro, and D. Shvarts, “Nonlinear
One Dimension of the Effects of Fuel-Pusher Mix in LaserEvolution of the 3-D Broad-Bandwidth Spectrum of Imprint-
Driven Implosions on Core Temperatures and Densities Deteing in Planar Targets Accelerated by UV Light.”
mined from Core Emission Spectroscopy.”

E. A. Startsev, C. J. McKinstrie, and R. E. Giacone, “Accurate
Y. Fisher, T. R. Boehly, D. K. Bradley, D. R. Harding, D. D. Formulas for the Landau Damping Rates of Electrostatic
Meyerhofer, and M. D. Wittman, “Shinethrough of Various Waves.”
Barrier-Layer Materials.”

R. P. J. Town, R. P. Bahukutumbi, J. A. Delettrez, R. Epstein,
R. E. Giacone and C. J. McKinstrie, “Angular Dependence of. J. Marshall, P. W. McKenty, D. D. Meyerhofer, and
Stimulated Brillouin Scattering.” S. Skupsky, “Simulations of OMEGA Spherical Implosions.”

V. Lobatchev, R. Betti, and R. L. McCrory, “Theory of the E. J. Turano and C. J. McKinstrie, “Oblique Stimulated Raman
Linear Feed-Out in Planar Geometry.” Scattering of a Short Laser Pulse in a Plasma Channel.”

C. J. McKinstrie and E. A. Startsev, “Forward and Backward

Stimulated Brillouin Scattering of Crossed Laser Beams.” The following presentations were made at the IXth Confer-
ence on Laser Optics (LO '98), St. Petersburg, Russia,

D. D. Meyerhofer, T. R. Boehly, D. K. Bradley, T. Collins, J. A. 22—-26 June 1998:

Delettrez, V. N. Goncharov, J. P. Knauer, R. P. J. Town, V. A.

Smalyuk, D. Oron, Y. Szebro, and D. Shvarts, “Late-Timel. H. Kelly, S. F. B. Morse, R. Boni, W. R. Donaldson,

Evolution of Broad-Bandwidth, Laser-Imposed Non-P. A. Jaanimagi, R. L. Keck, T. J. Kessler, A. V. Okishey,

uniformities in Accelerated Foils.” A. Babushkin, A. L. Rigatti, W. Seka, and S. J. Loucks,
“Performance of the OMEGA Laser for Direct-Drive ICF.”

S. P. Regan, D. K. Bradley, A. V. Chirokikh, R. S. Craxton,

D. D. Meyerhofer, W. Seka, R. P. J. Town, B. Yaakobi, R. PA. V. Okishev, M. D. Skeldon, J. H. Kelly, A. Babushkin, J. D.

Drake, and J. J. Carroll I, “Electron Temperature and Densitguegel, R. G. Roides, and S. F. B. Morse, “Front-End Laser

Measurements of Long-Scale-Length, Laser-Produced PlaSystem for the 60-Beam, 30-kJ (UV) OMEGA Laser Facility.”

mas on OMEGA"”

J. D. Schnittman, R. S. Craxton, N. D. Delamater, K. A. KlareS. J. McNaught and D. D. Meyerhofer, “Precision Measure-

T. J. Murphy, J. M. Wallace, E. I. Lindman, G. R. Magelssenment of Electron Initial Conditions for Tunneling lonization in

J.A. Oertel, and S. M. Pollaine, “Radiation Drive Symmetry inan Elliptically Polarized Laser,” Sixteenth International Con-

OMEGA Tetrahedral Hohlraums.” ference on Atomic Physics, Windsor, Ontario, Canada,
3—-7 August 1998.

W. Seka, D. K. Bradley, A. V. Chirokikh, R. S. Craxton,

S. Regan, D. D. Meyerhofer, R. W. Short, A. Simon,

B. Yaakobi, J. J. Carroll lll, and R. P. Drake, “Stimulated

Brillouin Backscattering in NIF Direct-Drive Scale Plasmas.”D. T. Goodin, N. B. Alexander, I. Anteby, W. A. Baugh, G. E.
Besenbruch, K. K. Boline, L. C. Brown, W. Engli, J. F. Follin,

R. W. Short, “Simulated Brillouin Scattering in High- C.R.Gibson, D.R. Harding, E. H. Hoffmann, W. Lee, L. Lund,

Intensity, Self-Focused Filaments: The Effects of Sound Wavé. E. Nasise, A. Nobile, K. R. Schultz, and R. Stemke, “Status

Diffraction and Plasma Flow.” of the Design and Testing of the OMEGA Cryogenic Target
System (OCTS),” 20th Symposium on Fusion Technology,

A. Simon, “Return-Current Electrons and Their GeneratiorMarseille, France, 7-11 September 1998.

of Electron Plasma Waves.”

A. Simon, “The ‘Return’ of the Electron Beam.”
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The following presentations were made at the 199&he following presentations were made at the XXX Annual
Applied Superconductivity Conference, Palm Springs, CASymposium on Optical Materials for High Power Lasers,
13-18 September 1998: Boulder, CO, 28 September—1 October 1998:

R. Adam, R. Sobolewski, W. Markowitsch, C. Stockinger,F. Dahmani, J. C. Lambropoulos, S. Burns, S. Papernov, and
W. Lang, J. D. Pedarnig, and D. Bauerle, “Time and Tempera. W. Schmid, “How Small Stresses Affect 351-nm Damage
ture Evolution of the Photodoping Effect in Y-Ba-Cu-O Onset in Fused Silica.”
Josephson Junctions and Thin Films.”

O. M. Efimov, L. B. Glebov, S. Papernov, A. W. Schmid,
R. Adam, M. Currie, R. Sobolewski, O. Harnack, andand E. Van Stryland, “Laser-Induced Damage of Photo-
M. Darula, “Subpicosecond Measurements of Y-Ba-Cu-OThermo-Refractive Glasses for Optical Holographic Ele-
Josephson Junction and Microbridge Integrated Structures.ments Writing.”

M. Currie, D. Jacobs-Perkins, R. Sobolewski, and T. YA.L. Rigatti, D. J. Smith, A. W. Schmid, S. Papernov, and J. H.
Hsiang, “Subpicosecond Measurements of Single-FluxKelly, “Damage in Fused-Silica Spatial-Filter Lenses on the
Quantum Pulse Interactions.” OMEGA Laser System.”

M. Currie, D. Jacobs-Perkins, R. Sobolewski, and T. YD. J. Smith, J. A. Warner, N. LeBarron, and S. LaDelia,
Hsiang, “High-Frequency Crosstalk in Superconducting’Production of Distributed Phase Plates Using an Energetic
Microstrip Waveguide Interconnects.” lon Process.”

K. S. Il'in, I. 1. Milostnaya, A. A. Verevkin, G. N. Gol'tsman,
M. Currie, and R. Sobolewski, “Quantum Efficiency and

Time-Domain Response of NbN Superconducting Hot-Elec-
tron Photodetectors.”

The following presentations were made at the CEA-DOE
Meeting, Bruyeres-le-Chatel, France, 14 September 1998:

R. L. McCrory, “The LLE Program Tests Critical Concepts of
the Direct-Drive Ignition Demonstration Effort.”

D. D. Meyerhofer, “Charged Particle Spectrometer (CPS) as
Core Diagnostic for OMEGA Implosions.”

W. Seka, “Beam Smoothing and Laser Imprinting.”
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